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Configurar o Keystone

Requisitos

Requisitos de infraestrutura virtual para o Keystone Collector

Seu sistema VMware vSphere deve atender a varios requisitos antes de instalar o
Keystone Collector.

Pré-requisitos para a VM do servidor Keystone Collector:
» Sistema operacional: servidor VMware vCenter e ESXi 8.0 ou posterior

* Nucleo: 1 CPU
* RAM: 2 GB DE RAM
» Espacgo em disco: 20 GB vDisk

Outros requisitos

Certifique-se de que os seguintes requisitos genéricos sdao cumpridos:

Requisitos de rede

Os requisitos de rede do Keystone Collector estao listados na tabela a seguir.

O Keystone Collector requer conetividade com a Internet. Vocé pode fornecer conetividade a
@ Internet por roteamento direto através do Gateway padrao (via NAT) ou através do proxy HTTP.
Ambas as variantes sdo descritas aqui.

Fonte Destino Servigo Protocolo e Categoria Finalidade
portas

Coletor Active IQ Unified HTTPS TCP 443 Obrigatorio (se  Colegao de

Keystone (para Manager estiver usando o meétricas de uso

Keystone (Gerenciador Keystone do Keystone

ONTAP) unificado) ONTAP) Collector para

ONTAP

Coletor Nos de HTTPS TCP 443 Obrigatorio (se  Colegao de

Keystone (para  administragao estiver usando o meétricas de uso

Keystone do StorageGRID Keystone do Keystone

StorageGRID)

StorageGRID)

Collector para
StorageGRID



Keystone
Collector
(genérico)

Keystone
Collector
(genérico)

Keystone
Collector
(genérico)

Keystone
Collector
(genérico)

Coletor
Keystone (para
Keystone
ONTAP)

Keystone
Collector
(genérico)

Estacdes de
trabalho de
operacgdes do
cliente

Enderecos de
gerenciamento
de nos e clusters
do NetApp
ONTAP

Internet (de
acordo com os
requisitos de
URL fornecidos
posteriormente)

Proxy HTTP do
cliente

Servidores DNS
do cliente

Servidores NTP
do cliente

Unified Manager

Sistema de
monitorizacao
de clientes

Keystone
Collector

Keystone
Collector

HTTPS

Proxy HTTP

DNS

NTP

MYSQL

HTTPS

SSH

HTTP_8000,
PING

TCP 443

Porta proxy do
cliente

TCP/UDP 53

UDP 123

TCP 3306

TCP 7777

TCP 22

TCP 8000, ICMP
Echo
Request/Reply

Obrigatorio
(ligagéo a
Internet)

Obrigatorio
(ligacao a
Internet)

Obrigatorio

Obrigatério

Funcionalidade
opcional

Funcionalidade
opcional

Gerenciamento

Funcionalidade
opcional

O software
Keystone
Collector,
atualizacdes do
sistema
operacional e
upload de
métricas

O software
Keystone
Collector,
atualizacbes do
sistema
operacional e
upload de
métricas

Resolucdo DNS

Sincronizacao
de tempo
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métricas de
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para o Keystone
Collector

Relatorio de
integridade do
Keystone
Collector

Acesso ao
gerenciamento
do Keystone
Collector

Servidor Web
para
atualizacbes de
firmware do
ONTAP



A porta padrao para MySQL, 3306, é restrita apenas ao localhost durante uma nova instalagéo
@ do Unified Manager, o que impede a colegdo de métricas de desempenho para o Keystone
Collector. Para obter mais informacdes, "Requisitos da ONTAP"consulte .

Acesso a URL

O Keystone Collector precisa de acesso aos seguintes hosts de internet:

Endereco Motivo

https://keystone.netapp.com Atualizagdes do software Keystone Collector e
relatérios de uso

https://support.netapp.com Sede da NetApp para informacgdes de faturamento e
entrega do AutoSupport

Requisitos do Linux para o Keystone Collector

Preparar seu sistema Linux com o software necessario garante a instalagao precisa e a
coleta de dados pelo Keystone Collector.

Certifiqgue-se de que a VM do servidor do Keystone Collector Linux e do Keystone tenha essas configuragoes.

Servidor Linux:
« Sistema operacional: Qualquer um dos seguintes:

> Debian 12
o Red Hat Enterprise Linux 8,6 ou versodes posteriores 8.x
o Red Hat Enterprise Linux 9.0 ou versdes posteriores
> CentOS 7 (somente para ambientes existentes)
» Cronyd tempo sincronizado

* Acesso aos repositorios de software padrao do Linux
O mesmo servidor também deve ter os seguintes pacotes de terceiros:

* Podman (POD Manager)
* SOS

 cronologia

* Python 3 (3.9.14 a 3.11.8)

Servidor VM do Keystone Collector:
* Nucleo: 2 CPUs

* RAM: 4 GB DE RAM
» Espacgo em disco: 50 GB vDisk


https://keystone.netapp.com
https://support.netapp.com

Outros requisitos

Certifigue-se de que os seguintes requisitos genéricos sao cumpridos:

Requisitos de rede

Os requisitos de rede do Keystone Collector estéo listados na tabela a seguir.

O Keystone Collector requer conetividade com a Internet. Vocé pode fornecer conetividade a
@ Internet por roteamento direto através do Gateway padrao (via NAT) ou através do proxy HTTP.

Ambas as variantes sao descritas aqui.

Fonte

Coletor
Keystone (para
Keystone
ONTAP)

Coletor
Keystone (para
Keystone
StorageGRID)

Keystone
Collector
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Keystone
Collector
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Active IQ Unified HTTPS
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URL fornecidos

posteriormente)
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Proxy HTTP
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portas
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TCP 443

TCP 443

Porta proxy do
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Obrigatodrio (se
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StorageGRID)
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Internet)

Obrigatério
(ligagéo a
Internet)
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Finalidade

Colecao de
métricas de uso
do Keystone
Collector para
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Keystone
Collector,
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upload de
métricas
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Keystone
Collector,
atualizacbes do
sistema
operacional e
upload de
métricas

Resolucdo DNS



Keystone
Collector
(genérico)

Coletor
Keystone (para
Keystone
ONTAP)

Keystone
Collector
(genérico)

Estacoes de
trabalho de
operagdes do
cliente

Enderecos de
gerenciamento
de nods e clusters
do NetApp
ONTAP

Servidores NTP  NTP

do cliente

Unified Manager MYSQL

Sistema de
monitorizacao
de clientes

Keystone
Collector

Keystone
Collector

HTTPS

SSH

HTTP_8000,
PING

UDP 123

TCP 3306

TCP 7777

TCP 22

TCP 8000, ICMP
Echo
Request/Reply

Obrigatorio

Funcionalidade
opcional

Funcionalidade
opcional

Gerenciamento

Funcionalidade
opcional

Sincronizagao
de tempo

Colecao de
métricas de
desempenho
para o Keystone
Collector

Relatério de
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Keystone
Collector

Acesso ao
gerenciamento
do Keystone
Collector

Servidor Web
para
atualizacbes de
firmware do
ONTAP

A porta padrao para MySQL, 3306, é restrita apenas ao localhost durante uma nova instalagéo

®

Collector. Para obter mais informacdes, "Requisitos da ONTAP"consulte .

Acesso a URL

O Keystone Collector precisa de acesso aos seguintes hosts de internet:

Endereco

https://keystone.netapp.com

https://support.netapp.com

Motivo

do Unified Manager, o que impede a colegdo de métricas de desempenho para o Keystone

Atualizagdes do software Keystone Collector e

relatérios de uso

Sede da NetApp para informagdes de faturamento e
entrega do AutoSupport

Requisitos para ONTAP e StorageGRID para Keystone

Antes de comecar a usar o Keystone, vocé precisa garantir que os clusters do ONTAP e
os sistemas StorageGRID atendam a alguns requisitos.


https://keystone.netapp.com
https://support.netapp.com

ONTAP
Versodes de software
1. ONTAP 9 .8 ou posterior

2. Active 1Q Unified Manager (Gerenciador Unificado) 9,10 ou posterior

Antes de comecar
Cumpra os seguintes requisitos se pretender recolher dados de utilizagdo apenas através do ONTAP:

1. Certifique-se de que o ONTAP 9,8 ou posterior esta configurado. Para obter informagdes sobre como
configurar um novo cluster, consulte estes links:

o "Configure o ONTAP em um novo cluster com o Gerenciador do sistema"
o "Configure um cluster com a CLI"

2. Crie contas de login do ONTAP com fungbes especificas. Para saber mais, "Saiba mais sobre como
criar contas de login do ONTAP" consulte .

o * Ul da Web*

i. Faga login no Gerenciador de sistemas do ONTAP usando suas credenciais padrao. Para
saber mais, "Gerenciamento de clusters com o System Manager" consulte .

ii. Crie um utilizador ONTAP com a fungao "readonly” e o tipo de aplicagéo "http" e ative a
autenticacdo da palavra-passe navegando para Cluster > Definicbes > Seguranga >
utilizadores.

o CLI

i. Faga login na CLI do ONTAP usando suas credenciais padrdo. Para saber mais,
"Gerenciamento de clusters com CLI" consulte .

i. Crie um usuario ONTAP com a fungao "readonly" e o tipo de aplicativo "http" e ative a
autenticacdo de senha. Para saber mais sobre autenticacéo, "Ative o acesso a palavra-passe
da conta ONTAP" consulte .

Atenda aos seguintes requisitos se vocé pretende coletar dados de uso por meio do Active 1Q Unified
Manager:

1. Certifique-se de que o Unified Manager 9,10 ou posterior esteja configurado. Para obter informagdes
sobre a instalagao do Unified Manager, consulte estes links:

o "Instalagdo do Unified Manager em sistemas VMware vSphere"
o "Instalar o Unified Manager em sistemas Linux"

2. Certifique-se de que o cluster do ONTAP foi adicionado ao Unified Manager. Para obter informagdes
sobre como adicionar clusters, "Adicao de clusters" consulte .

3. Crie usuarios do Unified Manager com funcdes especificas para coleta de dados de uso e
performance. Execute estas etapas. Para obter informagdes sobre fungbes de usuario, "Definicoes
de fungdes de utilizador" consulte .

a. Faga login na IU da Web do Unified Manager com as credenciais de usuario padrao do
administrador do aplicativo que sdo geradas durante a instalagdo. "Acessando a |U da Web do
Unified Manager"Consulte .

b. Crie uma conta de servigo para o Keystone Collector com Operator fungéo de usuario. As APIs
de servigo do Keystone Collector usam essa conta de servigo para se comunicar com o Unified
Manager e coletar dados de uso. "Adicionando usuarios"Consulte .


https://docs.netapp.com/us-en/ontap/task_configure_ontap.html
https://docs.netapp.com/us-en/ontap/software_setup/task_create_the_cluster_on_the_first_node.html
https://docs.netapp.com/us-en/ontap/authentication/create-svm-user-accounts-task.html#cluster-and-svm-administrators
https://docs.netapp.com/us-en/ontap/authentication/create-svm-user-accounts-task.html#cluster-and-svm-administrators
https://docs.netapp.com/us-en/ontap/concept_administration_overview.html
https://docs.netapp.com/us-en/ontap/system-admin/index.html
https://docs.netapp.com/us-en/ontap/authentication/enable-password-account-access-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-password-account-access-task.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-vapp/concept_requirements_for_installing_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-linux/concept_requirements_for_install_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_add_clusters.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/reference_definitions_of_user_roles.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/reference_definitions_of_user_roles.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_access_unified_manager_web_ui.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_access_unified_manager_web_ui.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_add_users.html

C. Crie uma Database conta de usuario, com a Report Schema fungdo. Este utilizador é
necessario para a recolha de dados de desempenho. "Criando um usuario de banco de
dados"Consulte .

A porta padrao para MySQL, 3306, é restrita apenas ao localhost durante uma
nova instalagcao do Unified Manager, o que impede a coleta de dados de

@ desempenho para o Keystone ONTAP. Essa configuragdo pode ser modificada e a
conexao pode ser disponibilizada a outros hosts usando a Control access to
MySQL port 3306 opgao no console de manutengédo do Unified Manager. Para
obter informagdes, "Opcodes de menu adicionais"consulte .

4. Ative o API Gateway no Unified Manager. O Keystone Collector faz uso do recurso de gateway de
API para se comunicar com clusters do ONTAP. Vocé pode ativar o APl Gateway a partir da IU da
Web ou executando alguns comandos por meio da CLI do Unified Manager.

Ul da Web

Para ativar o APl Gateway a partir da IlU da Web do Unified Manager, inicie sessao na IU da Web do
Unified Manager e ative o API Gateway. Para obter informacgdes, "Ativando o APl Gateway"consulte .

CLI
Para ativar o APl Gateway por meio da CLI do Unified Manager, siga estas etapas:

a. No servidor do Unified Manager, inicie uma sesséo SSH e faga login na CLI do Unified Manager.
um cli login -u <umadmin> Para obter informagdes sobre comandos CLI, "Comandos de
CLI do Unified Manager compativeis" consulte .

b. Verifique se o API Gateway ja esta ativado.

um option list api.gateway.enabled Um true valorindica que o APl Gateway esta
ativado.

C. Se o valor retornado for false, execute este comando:
um option set api.gateway.enabled=true

d. Reinicie o servidor do Unified Manager:
= Linux: "Reiniciando o Unified Manager".

= VMware vSphere: "Reiniciando a maquina virtual do Unified Manager".

StorageGRID
As configuragdes a seguir sao necessarias para instalar o Keystone Collector no StorageGRID.

* StorageGRID 11.6.0 ou posterior deve ser instalado. Para obter informagdes sobre como atualizar
o StorageGRID, "Atualizar o software StorageGRID: Visao geral"consulte .

* Uma conta de usuario de administrador local do StorageGRID deve ser criada para coleta de dados
de uso. Essa conta de servico € usada pelo servigo Keystone Collector para se comunicar com o
StorageGRID por meio de APIs de n6 de administrador.

Passos
a. Faca login no Gerenciador de Grade. "Faca login no Gerenciador de Grade"Consulte .

b. Crie um grupo de administragéo local com "Access mode: Read-only'o . "Crie um grupo de
administracao"Consulte .

c. Adicione as seguintes permissoes:

= Contas de inquilino


https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_create_database_user.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_create_database_user.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/reference_additional_menu_options.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/concept_api_gateway.html
https://docs.netapp.com/us-en/active-iq-unified-manager/events/reference_supported_unified_manager_cli_commands.html
https://docs.netapp.com/us-en/active-iq-unified-manager/events/reference_supported_unified_manager_cli_commands.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-linux/task_restart_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-vapp/task_restart_unified_manager_virtual_machine.html
https://docs.netapp.com/us-en/storagegrid-116/upgrade/index.html
https://docs.netapp.com/us-en/storagegrid-116/admin/signing-in-to-grid-manager.html
https://docs.netapp.com/us-en/storagegrid-116/admin/managing-admin-groups.html#create-an-admin-group
https://docs.netapp.com/us-en/storagegrid-116/admin/managing-admin-groups.html#create-an-admin-group

= Manutencao
= Consulta de métricas

d. Crie um usuario de conta de servigo do Keystone e associe-a ao grupo de administragao.
"Gerenciar usuarios"Consulte .

Instale o Keystone Collector

Implante o Keystone Collector em sistemas VMware vSphere

A implantacédo do Keystone Collector em sistemas VMware vSphere inclui o download do
modelo OVA, a implantacdo do modelo usando o assistente Deploy OVF Template, a
verificagdo da integridade dos certificados e a verificagdo da prontiddo da VM.

Implantando o modelo OVA
Siga estes passos:

Passos
1. Baixe o arquivo OVA "este link" e armazene-o em seu sistema VMware vSphere.

2. No seu sistema VMware vSphere, navegue até a visualizagdo VMs e modelos.

3. Clique com o botéo direito na pasta necessaria para a maquina virtual (VM) (ou data center, se nao estiver
usando pastas de VM) e selecione Deploy OVF Template.

4. Em Etapa 1 do assistente Deploy OVF Template, clique em Select e OVF template para selecionar o
arquivo baixado KeystoneCollector-latest.ova.

($)]

. Em Etapa 2, especifique o nome da VM e selecione a pasta da VM.

(e}

. Em Etapa 3, especifique o recurso de computacédo necessario para executar a VM.

~

. Na etapa 4: Revisar detalhes, verifique a correcéo e a autenticidade do arquivo OVA.

O armazenamento confiavel raiz do vCenter contém apenas certificados VMware. A NetApp usa o Entrust
como autoridade de certificagdo, e esses certificados precisam ser adicionados ao armazenamento
confiavel do vCenter.

a. Baixe o certificado de CA de assinatura de codigo da Sectigo. "aqui".
b. Siga as etapas na Resolution segdo deste artigo da base de conhecimento (KB)
https://kb.vmware.com/s/article/84240: .

@ Para versbes do vCenter 7.x e anteriores, vocé deve atualizar o vCenter e o ESXi para
a verséo 8.0 ou posterior. As versdes anteriores ndo sdo mais suportadas.

Quando a integridade e a autenticidade do OVA Keystone Collector forem validadas, vocé podera ver o
texto. (Trusted certificate) com a editora.


https://docs.netapp.com/us-en/storagegrid-116/admin/managing-users.html
https://keystone.netapp.com/downloads/KeystoneCollector-latest.ova
https://comodoca.my.salesforce.com/sfc/p/1N000002Ljih/a/3l000000oAhy/QCCby12C7cYo50nNyic6AuG1KFcwe1rDn1EknfTaUzY
https://kb.vmware.com/s/article/84240

Deploy OVF Template Review details <

Verify the template details.
1 Select an OVF template

Publisher Sectigo Public Code Signing_CA R36 (Trusted certificate)
2 Select a name and folder

Product Keystone-Collector
3 Select a compute resource Version 3.12.31910

Vendor NetApp
o el Download size 1.7 GB

Size on disk 3.9 GB (thin provisioned)

19.5 GB (thick provisioned)

CANCEL BACK NEXT

8. Em Etapa 5 do assistente Deploy OVF Template, especifique o local para armazenar a VM.
9. Em Etapa 6, selecione a rede de destino para a VM usar.

10. Em Etapa 7 Personalizar modelo, especifique o enderecgo de rede e a senha iniciais para a conta de
usuario do administrador.

A senha de administrador & armazenada em um formato reversivel no vCentre e deve ser
usada como uma credencial de inicializagdo para obter acesso inicial ao sistema VMware
@ vSphere. Durante a configuragao inicial do software, essa senha de administrador deve ser
alterada. A mascara de sub-rede para o endereco IPv4 deve ser fornecida na notacao
CIDR. Por exemplo, use o valor de 24 para uma mascara de sub-rede de 255.255.255.0.

11. Em Etapa 8 Pronto para concluir do assistente Deploy OVF Template, revise a configuragao e verifique
se vocé definiu corretamente os parametros para a implantagédo DO OVA.

Depois que a VM tiver sido implantada a partir do modelo e ativada, abra uma sesséo SSH para a VM e faca
login com as credenciais de administrador temporario para verificar se a VM esta pronta para configuragéao.

Configuracéo inicial do sistema

Execute estas etapas em seus sistemas VMware vSphere para obter uma configuragao inicial dos servidores
Keystone Collector implantados por meio DO OVA:

Ao concluir a implantagao, vocé pode usar o utilitario Keystone Collector Management Terminal

@ User Interface (TUI) para executar as atividades de configuragéo e monitoramento. Vocé pode
usar varios controles de teclado, como as teclas Enter e seta, para selecionar as opcoes e
navegar por esta TUI.



1. Abra uma sessao SSH no servidor Keystone Collector. Quando vocé se conetar, o sistema solicitara que
vocé atualize a senha de administrador. Conclua a atualizagdo da senha de administrador conforme
necessario.

2. Inicie sesséo utilizando a nova palavra-passe para aceder a TUI. Ao iniciar sessao, a TUI é apresentada.

Como alternativa, vocé pode inicia-lo manualmente executando o keystone-collector-tui comando
CLL.

3. Se necessario, configure os detalhes do proxy na segdo Configuragao > rede na TUI.

4. Configure o nome do host do sistema, a localizagéo e o servidor NTP na segdo Configuragao > sistema.

5. Atualize os coletores Keystone usando a op¢ao Manutengao > Atualizar coletores. Apds a atualizagao,
reinicie o utilitario TUI de gerenciamento do Keystone Collector para aplicar as alteragdes.

Instale o Keystone Collector em sistemas Linux

Vocé pode instalar o software Keystone Collector em um servidor Linux usando um RPM
ou um pacote Debian. Siga as etapas de instalagdo, dependendo da sua distribuigao
Linux.
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Usando RPM

1.
2.

SSH para o servidor Keystone Collector e elevar-se a root privilégios.

Importe a assinatura publica da Keystone :
# rpm --import https://keystone.netapp.com/repol/RPM-GPG-NetApp-Keystone-
20251020

Certifique-se de que o certificado publico correto foi importado, verificando a impresséao digital da
plataforma Keystone Billing no banco de dados RPM:

# rpm -ga gpg-pubkey --gf '%{Description}'|gpg --show-keys --fingerprint A
impresséo digital correta tem esta aparéncia:

9297 ODB6 0867 22E7 7646 E400 4493 5CBB C9E9 FEDC

Baixe 0 keystonerepo . rpm arquivo:
curl -0 https://keystone.netapp.com/repol/keystonerepo.rpm

Verifique a autenticidade do arquivo:

rpm —--checksig -v keystonerepo.rpmA assinatura de um arquivo auténtico tem a seguinte
aparéncia:

Header V4 RSA/SHA512 Signature, key ID c9e9fedc: OK

Instale o arquivo do repositorio de software DO YUM:
# yum install keystonerepo.rpm

Quando o repositério Keystone estiver instalado, instale o pacote keystone-collector por meio do
gerenciador de pacotes YUM:

# yum install keystone-collector

Para o Red Hat Enterprise Linux 9, execute o seguinte comando para instalar o pacote keystone-
collector:
# yum install keystone-collector-rhel9

Usando Debian

1.

SSH para o servidor Keystone Collector e elevar-se a root privilégios.

sudo su
2. Transfira 0 keystone-sw-repo.deb ficheiro:
curl -0 https://keystone.netapp.com/downloads/keystone-sw-repo.deb
3. Instale o arquivo de repositério de software do Keystone:
# dpkg -i keystone-sw-repo.deb
4. Atualize a lista de pacotes:
# apt-get update
3. Quando o Keystone repo estiver instalado, instale o pacote keystone-Collector:
# apt-get install keystone-collector
Ao concluir a instalagéo, vocé pode usar o utilitario Keystone Collector Management Terminal
User Interface (TUI) para executar as atividades de configuracéo e monitoramento. Vocé pode
@ usar varios controles de teclado, como as teclas Enter e seta, para selecionar as opgdes e

navegar por esta TUI. "Configure o Keystone Collector"Consulte e "Monitorar a integridade do
sistema" para obter informagoes.
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Validagado automatica do software Keystone

O repositério do Keystone esta configurado para validar automaticamente a integridade
do software Keystone para que somente software valido e auténtico seja instalado no
seu local.

A configuragéo do cliente do repositorio do Keystone YUM fornecida no keystonerepo . rpm faz uso da
verificagdo GPG for¢cada (gpgcheck=1) em todos os softwares baixados por meio deste repositério. Qualquer
RPM baixado pelo repositorio do Keystone que falhar na validagéo de assinatura € impedido de ser instalado.
Essa funcionalidade é usada no recurso de atualizagdo automatica programada do Keystone Collector para
garantir que somente software valido e auténtico seja instalado em seu local.

Configure o Keystone Collector

Vocé precisa concluir algumas tarefas de configuragao para permitir que o Keystone
Collector colete dados de uso em seu ambiente de storage. Esta € uma atividade unica
para ativar e associar os componentes necessarios ao seu ambiente de storage.

* O Keystone Collector fornece o utilitario TUI (Interface de Usuario do Terminal de
Gerenciamento de Coletor) do Keystone para executar atividades de configuragéo e
monitoramento. Vocé pode usar varios controles de teclado, como as teclas Enter e seta,

@ para selecionar as op¢des e navegar por esta TUL.

» O Keystone Collector pode ser configurado para organizagdes que nao tém acesso a
Internet, também conhecido como dark site ou private mode. Para saber mais sobre,
"Keystone em modo privado"consulte .

Passos

1. Inicie o utilitario TUI de gerenciamento do Keystone Collector:
$ keystone-collector-tui

2. Va para Configure > KS-Collector para abrir a tela de configuragdo do Keystone Collector para exibir as
opgodes disponiveis para atualizagao.

3. Atualize as opgdes necessarias.

<strong> para ONTAP </strong>

o Collect ONTAP Usage: Esta opgéo permite a coleta de dados de uso para o ONTAP. Adicione os
detalhes do servidor e da conta de servigo do Active 1Q Unified Manager (Unified Manager).

o Coletar dados de desempenho do ONTAP: Essa opgao permite a coleta de dados de
desempenho para o ONTAP. Por predefinigéo, esta opgao esta desativada. Ative esta opgao se o
monitoramento de desempenho for necessario em seu ambiente para fins de SLA. Forneca os
detalhes da conta de usuario do Unified Manager Database. Para obter informag¢des sobre como
criar usuarios de banco de dados, "Crie usuarios do Unified Manager"consulte .

- Remover dados privados: Esta op¢cédo remove dados privados especificos dos clientes e é
ativada por padrao. Para obter informagdes sobre quais dados sado excluidos das métricas se
essa opcao estiver ativada, "Limitar a coleta de dados privados"consulte .
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<strong> para StorageGRID </strong>

o Collect StorageGRID use: Esta op¢ao permite a coleta de detalhes de uso de nés. Adicione o
endereco do no6 do StorageGRID e os detalhes do usuario.

- Remover dados privados: Esta opgédo remove dados privados especificos dos clientes e é
ativada por padrao. Para obter informacdes sobre quais dados sdo excluidos das métricas se
essa opcao estiver ativada, "Limitar a coleta de dados privados"consulte .

4. Alterne o campo Start KS-Collector with System (Iniciar KS-Collector com sistema).

5. Clique em Salvar.
NetApp Keystone Collector - Configure - KS Collector

Start KS-Collector with System
Collect ONTAP usage

123.123.123.123

or-user

Collect StorageGRID usage
sgadminnode.address
collector-user

Collect ONTAP Performance Data

sla-reporter

Remove Private Data
Standard
info
Tunables
Clear Config
Back

6. Certifique-se de que o Keystone Collector esta em um estado saudavel retornando a tela principal da TUI
e verificando as informacgdes Status do servigo. O sistema deve mostrar que os servicos estdo em um

Overall: Healthy
UM: Running

chronyd: Running
ks-collector: Running

estado geral: Saudavel.

7. Saia da TUI de gerenciamento do Keystone Collector selecionando a opgéo Exit to Shell na tela inicial.
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Configurar proxy HTTP no Keystone Collector

O software Collector suporta o uso de um proxy HTTP para se comunicar com a internet. Isso pode ser
configurado na TUL.

Passos

1. Reinicie o utilitario TUI de gerenciamento do Keystone Collector se ja estiver fechado:
$ keystone-collector-tui

2. Ative o campo Proxy HTTP e adicione os detalhes do servidor proxy HTTP, porta e credenciais, se a
autenticacao for necessaria.

3. Clique em Salvar.

NetApp Keystone Collector - Configure - Network

-

HTTP Proxy

example proxy_server

Auth

Limitar a coleta de dados privados

O Keystone Collector reune informagdes limitadas de configuragéo, status e desempenho necessarias para
executar a medicao de assinatura. Had uma opcéo para limitar ainda mais as informacdes coletadas
mascarando informagdes confidenciais do conteldo carregado. Isso ndo afeta o calculo de faturamento. No
entanto, limitar as informagdes pode afetar a usabilidade das informacdes de relatério, ja que alguns
elementos, que podem ser facilmente identificados pelos usuarios, como o nome do volume, sao substituidos
por UUIDs.

Limitar a coleta de dados especificos do cliente € uma opgao configuravel na tela do Keystone Collector TUI.
Esta opcao, Remover dados privados, esta ativada por padrao.
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Keystone Collector - Configure - KS Collector
Start KS-Collector with System
Collect ONTAP usage
123323423 .1723

collector

Collect StorageGRID usage

Collect ONTAP Performance Data

Remove Private Data

Standard
info
Tunab

Para obter informacgdes sobre os itens removidos ao limitar o acesso a dados privados no ONTAP e no
StorageGRID, "Lista de itens removidos ao limitar o acesso a dados privados"consulte .

Confie em uma CA raiz personalizada

A verificacéo de certificados em relagdo a uma autoridade de certificagdo raiz publica (CA) faz parte dos
recursos de seguranga do Keystone Collector. No entanto, se necessario, vocé pode configurar o Keystone
Collector para confiar em uma CA raiz personalizada.

Se vocé usar a inspegao SSL/TLS no firewall do sistema, isso resultara no trafego baseado na Internet a ser
recriptografado com seu certificado de CA personalizado. E necessario configurar as configuracdes para
verificar a origem como uma CA confiavel antes de aceitar o certificado raiz e permitir que as conexodes
ocorram. Siga estes passos:

Passos
1. Prepare o certificado CA. Ele deve estar no formato de arquivo X.509 codificado em _base64.

@ As extensdes de arquivo suportadas sdo .pem .crt,, .cert. Verifique se o certificado
estd em um desses formatos.

2. Copie o certificado para o servidor Keystone Collector. Anote o local onde o arquivo é copiado.

3. Abra um terminal no servidor e execute o utilitario TUl de gerenciamento.
$ keystone-collector-tui

4. Aceda a Configuragdo > Avangado.

5. Ative a opgéo Ativar certificado raiz personalizado.
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Para Selecione o caminho do certificado raiz personalizado:, selecione - Unset -
Prima Enter. E apresentada uma caixa de dialogo para selecionar o caminho do certificado.

Selecione o certificado raiz no navegador do sistema de arquivos ou insira o caminho exato.

© © N ©

Prima Enter. Regressa ao ecrd Avancgado.

10. Selecione Guardar. A configuracao é aplicada.

@ O certificado da CA é copiado para /opt/netapp/ks-collector/ca.pem no servidor
Keystone Collector.

NetApp Keystone Collector - Configure - Advanced

[ 1 Darksite Mode
[X] TLS Verify on Connections to Internet
[X] Enable custom root certificate
Select custom root certificate path:
[X] Finished Initial OVA Install
[X] Collector Auto-Update
Override Collector Images
Save
Back

Criar niveis de servigo de performance

Vocé pode criar Niveis de Servigo de Desempenho (PSLs) usando o utilitario TUI de gerenciamento do
Keystone Collector. A criagdo de PSLs por meio do TUI seleciona automaticamente os valores padrao
definidos para cada nivel de servico de desempenho, reduzindo a chance de erros que podem ocorrer ao
definir manualmente esses valores durante a criagcdo de PSLs por meio do Active IQ Unified Manager.

Para saber mais sobre PSLs, "Niveis de servico de performance"consulte .
Para saber mais sobre os niveis de servigo, "Niveis de servico no Keystone"consulte .

Passos

1. Inicie o utilitario TUI de gerenciamento do Keystone Collector:
$ keystone-collector-tui

2. Va para Configure>AIQUM para abrir a tela AIQUM.
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3. Ative a opcao criar perfis de desempenho AIQUM.

4. Introduza os detalhes do servidor Active 1Q Unified Manager e da conta de utilizador. Estes detalhes séo
necessarios para criar PSLs e ndo serdo armazenados.

NetApp Keystone Collector - Configure — AIQUM

[ 1 Enable Embedded UM

PYEMCreate AIQUM Performance Profiles
AIQUM Address:

AIQUM Username:

AIQUM Password:

Select Keystone version

Select Keystone Service Levels

Save
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

5. Para Selecione a versdo Keystone, -unset- selecione .

6. Prima Enter. Uma caixa de dialogo para selecionar a versdo do Keystone ¢é exibida.

7. Realce STaaS$ para especificar a versdo do Keystone para STaaS do Keystone e pressione Enter.
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NetApp Keystone Collector - Configure - AIQUM

Select Keystone version

AIQUM Ad| KFS
AIQUM Us| SYEEN
AIQUM Pa

Select K

Select K

Save
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

Vocé pode destacar a opcado KFS para os servicos de assinatura do Keystone verséo 1. Os

@ servigos de assinatura da Keystone diferem do Keystone STaaS nos niveis de servigo de
desempenho dos constituintes, nas ofertas de servigo e nos principios de cobranca. Para
saber mais, consulte"Servicos de assinatura do Keystone | versao 1" .

8. Todos os niveis de servigo de desempenho do Keystone suportados serao exibidos na opgéo *Selecionar
niveis de servigo do Keystone * para a versao especificada do Keystone . Habilite os niveis de servigo de
desempenho desejados na lista.
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NetApp Keystone Collector — Configure — AIQUM

[ 1 Enable Embedded UM
[X] Create AIQUM Performance Profiles

AIQUM Address:

AIQUM Username:

AIQUM Password:

Select Keystone version

Select Keystone Service Levels Extreme

Performance
Standard
Value

Save
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

@ Vocé pode selecionar varios niveis de servigco de desempenho simultaneamente para criar
PSLs.

9. Selecione Save (Guardar) e prima Enter. Niveis de Servigo de desempenho serao criados.

Vocé pode visualizar as PSLs criadas, como Premium-KS-STaaS para STaaS ou Extreme KFS para KFS,
na pagina niveis de Servigo de desempenho no Active IQ Unified Manager. Se as PSLs criadas n&o
atenderem aos seus requisitos, vocé podera modificar as PSLs para atender as suas necessidades. Para
saber mais, "Criando e editando niveis de Servico de desempenho"consulte .
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Performance Service Levels @

View and manage the Performance Service Levels that you can assign to workloads.

Search Performance Service Leve = Filter
+ Add o
Name A Type Expected IOPS/TB = Peak IOPS/TB Absolute Minim...  Expected Latency  Capacity Workloads
Extreme - KFS User-defined 6144 12288 1000 1
Used: 0 bytes Available: 263.85 TiB
=] Extreme - KS-STaaS  User-defined 6144 12288 1000 1
Used: 0 bytes Available: 283.85 TiB
Overview

Description  Extreme - KS-STaaS
Added Date 1 Aug 2024, 18:08
Last Modified Date 1 Aug 2024, 18:08
(-] Premium...S-STaaS  User-defined 2048 4096 500 2
Used: 0 bytes Available: 283.85 TiB

Overview

Description ~ Premium - KS-STaaS
Added Date 1 Aug 2024, 18:08
Last Modified Date 1 Aug 2024, 18:08

Se um PSL para o nivel de servigo de desempenho selecionado ja existir no servidor Active 1Q
Unified Manager especificado, vocé néo podera cria-lo novamente. Se vocé tentar fazer isso,
recebera uma mensagem de

erro.

NetApp Keystone Collector — Configure — AIQUM

Warning

AIQUM Ad| Failed to create Performance Service Level for:
AIQUM Us| Extreme. Error: <Response [400]>

AIQUM Pa

Select K

Select K

s
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

Instale o ITOM Collector
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Requisitos de instalagao para o coletor Keystone ITOM

Antes de instalar o ITOM Collector, certifique-se de que seus sistemas estdo preparados
com o software necessario e atendam a todos os pré-requisitos necessarios.

Pré-requisitos para a VM do servidor ITOM Collector:

» Sistemas operacionais suportados:

o Debian 12 ou posterior

o Windows Server 2016 ou posterior

o Ubuntu 20.04 LTS ou posterior

> Red Hat Enterprise Linux (RHEL) 8.x

o Red Hat Enterprise Linux 9.0 ou posterior

o Amazon Linux 2023 ou posterior

@ Os sistemas operacionais recomendados s&do Debian 12, Windows Server 2016 ou

versoes mais recentes.

* Requisito de recurso: Os requisitos de recurso da VM com base no nimero de nés NetApp monitorados

sdo os seguintes:

> 2-10 nés: 4 CPUs, 8 GB de RAM, 40 GB de disco
> 12-20 nos: 8 CPUs, 16 GB de RAM, 40 GB de disco

» Requisito de configuragao: Certifique-se de que uma conta somente leitura e SNMP estejam configurados
nos dispositivos monitorados. A VM do servidor de Coletor ITOM também precisa ser configurada como
um host de trap SNMP e servidor Syslog no cluster NetApp e switches de cluster, se aplicavel.

Requisitos de rede

Os requisitos de rede do ITOM Collector estéo listados na tabela a seguir.

Fonte

ITOM Collector

IPs de
gerenciamento de
clusters e nés do
NetApp ONTAP

ITOM Collector

Interrutores do
cluster

ITOM Collector

Destino

IPs de
gerenciamento de
clusters NetApp
ONTAP

ITOM Collector

Interrutores do
cluster

ITOM Collector

IPs de nos de
StorageGRID

Protocolo

HTTPS, SNMP

SNMP, Syslog

SNMP

SNMP, Syslog

HTTPS, SNMP

Portas
TCP 443, UDP 161

UDP 162, UDP 514

UDP 161

UDP 162, UDP 514

TCP 443, UDP 161

Descricao

Monitoramento dos
controladores
ONTAP

Traps SNMP e
Syslogs de
controladores

Monitorizagao dos
interrutores

Traps SNMP e
Syslogs a partir de
switches

Monitorizagao
SNMP do
StorageGRID
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IPs de nos de ITOM Collector SNMP, Syslog UDP 162, UDP 514 Traps SNMP do
StorageGRID StorageGRID

ITOM Collector Keystone Collector SSH, HTTPS, SNMP TCP 22, TCP 443, Monitoramento e
UDP 161 gerenciamento
remoto do Keystone
Collector

ITOM Collector DNS local DNS UDP 53 Servicos DNS
publicos ou privados

ITOM Collector Servidor(es) NTP de NTP UDP 123 Manutencéo do
escolha tempo

Instale o Keystone ITOM Collector em sistemas Linux.

Conclua algumas etapas para instalar o ITOM Collector, que coleta dados de métricas
em seu ambiente de armazenamento. Vocé pode instala-lo em sistemas Windows ou
Linux, dependendo de suas necessidades.

@ A equipe de suporte do Keystone fornece um link dindmico para baixar o arquivo de
configuragédo ITOM Collector, que expira em duas horas.

Para instalar o ITOM Collector em sistemas Windows, "Instale o ITOM Collector em sistemas
Windows"consulte .

Siga estas etapas para instalar o software em seu servidor Linux:

Antes de comecgar

* Verifique se o shell Bourne esta disponivel para o script de instalacéo do Linux.

* Instale 0 vim-common pacote para obter o binario xxd necessario para o arquivo de configuracao ITOM
Collector.

* Verifique se 0 sudo package esta instalado se estiver planejando executar o ITOM Collector como um
usuario nao-root.

Passos
1. Baixe o arquivo de configuragéo do coletor ITOM para o servidor Linux.

2. Abra um terminal no servidor e execute o seguinte comando para alterar as permissdes e tornar os
binarios executaveis:
# chmod +x <installer file name>.bin

3. Execute o comando para iniciar o arquivo de configuragdo do coletor ITOM:
#./<installer file name>.bin

4. Executar o arquivo de configuragao solicita que vocé:
. Aceite o contrato de licenga do utilizador final (EULA).

a
b. Introduza os detalhes do utilizador para a instalacao.

(9]

. Especifique o diretério pai de instalagéo.

o

. Selecione o tamanho do coletor.

0]

. Fornecga detalhes do proxy, se aplicavel.
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Para cada prompt, uma opcdo padréo é exibida. E recomendavel selecionar a opcdo padrdo, a menos
gue voceé tenha requisitos especificos. Pressione a tecla Enter para escolher a opgao padrdo. Quando
a instalagao for concluida, uma mensagem confirma que o ITOM Collector foi instalado com sucesso.

* O arquivo de configuracao ITOM Collector faz adigdes /etc/sudoers para lidar com
reinicializagbes de servigo e despejos de memoria.

@ ¢ Instalar o ITOM Collector no servidor Linux cria um usuario padrao chamado ITOM para
executar o ITOM Collector sem root Privileges. Vocé pode escolher um usuario diferente ou
executa-lo como root, mas é recomendavel usar o usuario ITOM criado pelo script de
instalag&o do Linux.

O que se segue?

Na instalacdo bem-sucedida, entre em Contato com a equipe de suporte do Keystone para validar a
instalacdo bem-sucedida do ITOM Collector por meio do portal de suporte do ITOM. Apés a verificagao, a
equipe de suporte do Keystone configurara o ITOM Collector remotamente, incluindo descoberta de
dispositivo adicional e configuragdo de monitoramento, e enviara uma confirmagao assim que a configuragao
for concluida. Para quaisquer duvidas ou informacdes adicionais, entre em Contato com
keystone.services@NetApp.com.

Instale o Keystone ITOM Collector em sistemas Windows.

Instale o ITOM Collector em um sistema Windows baixando o arquivo de configuragao
ITOM Collector, executando o assistente InstallShield e inserindo as credenciais de
monitoramento necessarias.

@ A equipe de suporte do Keystone fornece um link dindmico para baixar o arquivo de
configuragédo ITOM Collector, que expira em duas horas.

Vocé pode instala-lo em sistemas Linux com base em suas necessidades. Para instalar o ITOM Collector em
sistemas Linux, "Instale o ITOM Collector em sistemas Linux"consulte .

Siga estas etapas para instalar o software ITOM Collector em seu servidor Windows:

Antes de comecgar

Certifique-se de que o servigo ITOM Collector é concedido Faga logon como um servigo sob Politica
local/atribuicao de direitos de usuario nas configuragdes de diretiva de seguranca local do servidor Windows.

Passos

1. Baixe o arquivo de configuragéo do coletor ITOM para o servidor Windows.
2. Abra o arquivo de configuragao para iniciar o assistente InstallShield.

3. Aceite o contrato de licenga do utilizador final (EULA). O assistente InstallShield extrai os binarios
necessarios e solicita que vocé insira credenciais.

4. Insira as credenciais para a conta em que o ITOM Collector sera executado em:
o Se 0 ITOM Collector nao estiver monitorando outros servidores Windows, use o sistema local.

o Se 0 ITOM Collector estiver monitorando outros servidores Windows no mesmo dominio, use uma
conta de dominio com permissdes de administrador local.

> Se o ITOM Collector estiver monitorando outros servidores do Windows que nao fazem parte do
mesmo dominio, use uma conta de administrador local e conete-se a cada recurso com credenciais de
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administrador local. Vocé pode optar por definir a senha para que ela ndo expire, para reduzir os
problemas de autenticacao entre o ITOM Collector e seus recursos monitorados.

5. Selecione o tamanho do coletor. O padréao é o tamanho recomendado com base no arquivo de
configuragéo. Prossiga com o tamanho sugerido, a menos que vocé tenha requisitos especificos.

6. Selecione Next para iniciar a instalagao. Vocé pode usar a pasta preenchida ou escolher outra. Uma caixa
de status exibe o andamento da instalagdo, seguida da caixa de dialogo Assistente InstallShield concluido.

O que se segue?

Na instalagcdo bem-sucedida, entre em Contato com a equipe de suporte do Keystone para validar a
instalacdo bem-sucedida do ITOM Collector por meio do portal de suporte do ITOM. Apés a verificagao, a
equipe de suporte do Keystone configurara o ITOM Collector remotamente, incluindo descoberta de
dispositivo adicional e configuragdo de monitoramento, e enviara uma confirmagao assim que a configuragao
for concluida. Para quaisquer duvidas ou informacdes adicionais, entre em Contato com
keystone.services@NetApp.com.

Configurar o AutoSupport para Keystone

Ao usar o mecanismo de telemetria AutoSupport, o Keystone calcula o uso com base
nos dados de telemetria do AutoSupport. Para obter o nivel de granularidade necessario,
configure o AutoSupport para incorporar dados do Keystone nos pacotes diarios de
suporte enviados pelos clusters do ONTAP.

Sobre esta tarefa
Observe o seguinte antes de configurar o AutoSupport para incluir dados do Keystone.

* Vocé edita as opgdes de telemetria do AutoSupport usando a CLI do ONTAP. Para obter informagoes
sobre como gerenciar os servigos do AutoSupport e a fungédo de administrador do sistema (cluster), "Visao
geral do Manage AutoSupport" consulte e "Administradores de clusters e SVM".

* Vocé inclui os subsistemas nos pacotes AutoSupport diario e semanal para garantir a coleta precisa de
dados para o Keystone. Para obter informacgdes sobre subsistemas AutoSupport, "Quais sdo os
subsistemas AutoSupport" consulte .

Passos

1. Como usuario administrador de sistema, faca login no cluster Keystone ONTAP usando SSH. Para obter
informacoes, "Aceda ao cluster utilizando o SSH"consulte .

2. Modifique o conteudo do log.

o Para ONTAP 9.16.1 e superior, execute este comando para modificar o contetido do log diario:

autosupport trigger modify -node * -autosupport-message
management.log -basic-additional

wafl, performance, snapshot,object store server,san,raid, snapmirror
-troubleshooting-additional wafl

Se o cluster estiver em uma configuragéo MetroCluster , execute este comando:
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autosupport trigger modify -node * -autosupport-message
management.log -basic-additional

wafl, performance, snapshot,object store server,san,raid, snapmirror,met
rocluster -troubleshooting-additional wafl

o Para versoes anteriores do ONTAP , execute este comando para modificar o conteudo do log diario:

autosupport trigger modify -node * -—-autosupport-message
management.log -basic-additional

wafl, performance, snapshot,platform,object store server, san,raid, snapm
irror -troubleshooting-additional wafl

Se o cluster estiver em uma configuragéao MetroCluster , execute este comando:

autosupport trigger modify -node * -autosupport-message management.log
-basic-additional

wafl, performance, snapshot,platform, object store server, san,raid, snapmirr
or,metrocluster -troubleshooting-additional wafl

o Execute este comando para modificar o conteudo do log semanal:

autosupport trigger modify -autosupport-message weekly
-troubleshooting-additional wafl -node *

Para obter mais informacgdes sobre esse comando, "modificacao do acionador do AutoSupport do no
do sistema"consulte .

Monitorar e atualizar

Monitore a integridade do Keystone Collector

Vocé pode monitorar a integridade do Keystone Collector usando qualquer sistema de
monitoramento compativel com solicitagées HTTP. O monitoramento da integridade pode
ajudar a garantir que os dados estejam disponiveis no painel do Keystone.

Por padrao, os servigos de integridade do Keystone n&do aceitam conexdes de qualquer IP diferente do
localhost. O endpoint de integridade do Keystone é /uber/health, e ele escuta todas as interfaces do
servidor Keystone Collector na porta 7777. Na consulta, um codigo de status de solicitagdo HTTP com uma
saida JSON é retornado do endpoint como uma resposta, descrevendo o status do sistema Keystone
Collector. O corpo JSON fornece um status geral de integridade para o is healthy atributo, que é um
booleano; e uma lista detalhada de status por componente para o component details atributo. Aqui esta
um exemplo:
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$ curl http://127.0.0.1:7777/uber/health
{"is healthy": true, "component details": {"vicmet": "Running", "ks-

collector": "Running", "ks-billing": "Running", "chronyd": "Running"}}

Estes codigos de estado sao devolvidos:

* 200: indica que todos os componentes monitorados estdo saudaveis

* 503: indica que um ou mais componentes ndo sao saudaveis

» 403: Indica que o cliente HTTP que consulta o status de integridade n&o esta na lista allow, que é uma
lista de CIDR de rede permitidos. Para esse status, nenhuma informacao de saude é retornada. A lista
allow usa o método CIDR de rede para controlar quais dispositivos de rede tém permissao para consultar
o sistema de integridade do Keystone. Se vocé receber esse erro, adicione seu sistema de monitoramento
a lista allow de Keystone Collector Management TUIl > Configure > Health Monitoring.

®

Usuarios Linux, observe este problema conhecido:

* Descrigao do problema*: O Keystone Collector executa varios contentores como parte do
sistema de medicao de uso. Quando o servidor Red Hat Enterprise Linux 8.x € endurecido com
as politicas dos Guias de implementagao Técnica de Seguranca (STIG) da Agéncia de
sistemas de Informacgao da Defesa dos EUA (DISA), um problema conhecido com o fapolicyd
(File Access Policy Daemon) foi visto intermitentemente. Este problema ¢é identificado como
"erro 1907870". Solugao: Até que seja resolvida pela Red Hat Enterprise, a NetApp recomenda
que vocé trabalhe em torno desse problema colocando fapolicyd em modo permissivo. Em
letc/fapolicyd/fapolicyd.conf, defina o valor de permissive = 1.

Ver registos do sistema

Vocé pode visualizar os logs do sistema do Keystone Collector para analisar as informagdes do sistema e
executar a solugao de problemas usando esses logs. O Keystone Collector usa o sistema de Registro journald
do host e os logs do sistema podem ser revisados pelo utilitario de sistema padrao journalctl. Vocé pode
aproveitar os seguintes servigos-chave para examinar os logs:

e coletor ks

» ks-saude

 ks-autoupdate

O principal servigo de coleta de dados KS-Collector produz logs em formato JSON com um run-id atributo
associado a cada tarefa de coleta de dados agendada. A seguir, um exemplo de um trabalho bem-sucedido
para coleta de dados de uso padrao:
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{"level":"info","time":"2022-10-31T05:20:01.8312","caller":"1light-
collector/main.go:31","msg":"initialising light collector with run-id
cdflm0f74cgphgfon8cg”, "run-id" :"cdf1lm0f74cgphgfon8cg"}
{"level”":"info","time":"2022-10-
31T05:20:04.62472","caller":"ontap/service.go:215", "msg":"223 volumes
collected for cluster a2049dd4-bfcf-11ec-8500-00505695ce60", "run-
id":"cdflmOf74cgphgfon8cg™}

{"level”":"info","time":"2022-10-
31T05:20:18.8212","caller":"ontap/service.go:215", "msg":"697 volumes
collected for cluster 909cbacc-bfcf-11ec-8500-00505695ce60", "run-
id":"cdf1lmO0f74cgphgfon8cg”}

{"level":"info","time":"2022-10-
31T05:20:41.598Z","caller":"ontap/service.go:215", "msg":"7 volumes
collected for cluster f£7b9%a30c-55dc-11ed-9¢c88-005056b3d66£f", "run-
id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.247z","caller":"ontap/service.go:215", "msg":"24 volumes
collected for cluster a%e2dcff-ab21-11ec-8428-00a098ad3ba2", "run-
id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.7862","caller":"worker/collector.go:75","msg":"4 clusters
collected", "run-id":"cdf1lm0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.839Z","caller":"reception/reception.go:75", "msg":"Sending file
65a71542-cb4d-bdb2-eS%a7-a826bedfdcb7 1667193648.tar.gz type=ontap to
reception”, "run-id":"cdf1lm0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.8407","caller":"reception/reception.go:76","msg":"File bytes
123425", "run-1id" :"cdf1lm0f74cgphgfon8cg"}

{"level”":"info","time":"2022-10-
31T05:20:51.32472","caller":"reception/reception.go:99", "msg": "uploaded
usage file to reception with status 201 Created", "run-
id":"cdf1lmO0f74cgphgfon8cg”}

A seguir, um exemplo de um trabalho bem-sucedido para coleta de dados de desempenho opcional:
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{"level":"info","time":"2022-10-
31T05:20:51.32472","caller":"sql/service.go:28", "msg"
service at 10.128.114.214"}

{"level":"info","time":"2022-10-
31T05:20:51.32472","caller":"sqgl/service.go:55", "msg"
connection at server 10.128.114.214"}

{"level”:"info","time":"2022-10-
31T05:20:51.32472","caller":"sql/service.go:39", "msg"
config object"}

{"level":"info","time":"2022-10-

31T05:20:51.324%Z","caller":"sla reporting/service.go:

ng SLA service"}

{"level”":"info","time":"2022-10-

31T05:20:51.324%Z","caller":"sla reporting/service.go:

service successfully initialised"}

{"level":"info","time":"2022-10-

31T05:20:51.3247","caller":"worker/collector.go:217",
data would be collected for timerange: 2022-10-31T10:

31T10:29:52"}

{"level":"info","time":"2022-10-

31T05:21:31.385Z","caller":"worker/collector.go:244",

:"initialising MySqgl

:"Opening MySgl db

:"Creating MySqgl db

69", "msg":"initialisi

71", "msg" :"SLA

"msg":"Performance
24:52~2022-10-

"msg":"New file

generated: 65a71542-cb4d-bdb2-e%a7-a826bedfdcb’7 1667193651.tar.gz"}

{"level":"info","time":"2022-10-

31T05:21:31.385%Z","caller":"reception/reception.go:75", "msg":"Sending file
65a71542-cb4d-bdb2-e%a7-a826bedfdcb7 1667193651.tar.gz type=ontap-perf to

reception”, "run-id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-

31T05:21:31.38672","caller":"reception/reception.go:76","msg":"File bytes

17767","run-id" : "cdf1lm0f74cgphgfon8cg"}

{"level":"info", "time":"2022-10-

31T05:21:33.0252","caller":"reception/reception.go:99", "msg": "uploaded

usage file to reception with status 201 Created", "run-

id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-31T05:21:33.0252Z","caller":"light-
collector/main.go:88", "msg":"exiting", "run-id" :"cdf1lm0f74cgphgfon8cg™}
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Gerar e coletar pacotes de suporte

A TUI do Keystone Collector permite gerar pacotes de suporte e adicionar solicitagdes de servigo para
resolver problemas de suporte. Siga este procedimento:

Passos

1. Inicie o utilitario TUI de gerenciamento do Keystone Collector:
$ keystone-collector-tui

2. Va para Troubleshooting > Generate Support Bundle.

Mea+ A nr = 4 i
NETA

3. Quando gerado, o local onde o pacote ¢é salvo é exibido. Use FTP, SFTP ou SCP para se conetar ao local
e baixar o arquivo de log para um sistema local.
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4. Quando o arquivo for baixado, vocé pode anexa-lo ao tiquete de suporte do Keystone ServiceNow. Para
obter informagdes sobre como levantar bilhetes, consulte "Gerando solicitacdes de servico".

Atualizar manualmente o Keystone Collector

O recurso de atualizagao automatica do Keystone Collector esta habilitado por padrao,
que atualiza automaticamente o software Keystone Collector a cada nova versao. No
entanto, pode desativar esta funcionalidade e atualizar manualmente o software.

Passos

1. Inicie o utilitario TUI de gerenciamento do Keystone Collector:
S keystone-collector-tui

2. Na tela de manutengao, selecione a op¢ao Atualizar colecionadores agora.

Update collectors now

Alternativamente, execute estes comandos para atualizar a versao:

Para o CentOS:
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sudo yum clean metadata && sudo yum

[a rge-d
Updating Subscription Managemen
Unable to read consumer identity

This system is not registered with an entitlem

he was expired
removed
anagement repositories.
read consumer id ity

tem is not registered with an entitlem
Netapp Keystone

one-collector-1.

olv

Upgrade 1 Pa

Total
Is

nload size: 411 M

[y/N]

doy
this

Running

Trans.

Running trans
Preparing :
Running scriptlet
Running scriptlet
Upgrading
Running scriptle

ean metadata

&& s yum install keysto

You can u

an use subscription

.noarch
.nhoar:
.nhoar:

.noarch

install keystone-collector

ger to regist

-manager to regist

| 411 MB

one Collector package installation

n command "keystone-collector-tui' to

Cleanup
Running scriptlet

el
1in@rhel8-serge-d
keystone-collector-1

$ rpm -q ke
1.noarch

one-collector

Para o Debian:
sudo apt-get update && sudo apt-get upgrade keystone-collector
Reinicie o gerenciamento do Keystone Collector TUI, vocé pode ver a versao mais recente na parte

superior esquerda da tela inicial.

Como alternativa, execute estes comandos para visualizar a versdo mais recente:

Para o CentOS:
rpm -gq keystone-collector

Para o Debian:
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dpkg -1 | grep keystone-collector

Seguranca do Keystone Collector

O Keystone Collector inclui recursos de segurangca que monitoram as métricas de
desempenho e uso dos sistemas Keystone, sem arriscar a segurancga dos dados do
cliente.

O funcionamento do Keystone Collector baseia-se nos seguintes principios de seguranga:

* Privacy by design-Keystone Collector coleta dados minimos para executar a medigao de uso e o
monitoramento de desempenho. Para obter mais informacoes, "Dados coletados para
faturamento”consulte . A "Remover dados privados" op¢ao € ativada por padréo, que mascara e protege
informacdes confidenciais.

* * O Keystone Collector requer permissdes minimas para monitorar os sistemas de armazenamento, o que
minimiza os riscos de seguranca e impede modificagdes ndo intencionais nos dados. Essa abordagem se
alinha ao principio do menor privilégio, aprimorando a postura geral de seguranga dos ambientes
monitorados.

« * Estrutura de desenvolvimento de software segura*- o Keystone usa uma estrutura de desenvolvimento
de software segura em todo o ciclo de desenvolvimento, que reduz riscos, reduz vulnerabilidades e
protege o sistema contra possiveis ameagas.

Endurecimento da segurancga

Por padrao, o Keystone Collector esta configurado para usar configuragbes de segurancga endurecidas. A
seguir estdo as configuracdes de seguranca recomendadas:

» O sistema operacional da maquina virtual Keystone Collector:

o Esta em conformidade com o padréao CIS Debian Linux 12 Benchmark. Fazer alteragdes na
configuragéo do sistema operacional fora do software de gerenciamento Keystone Collector pode
reduzir a seguranga do sistema. Para obter mais informacgdes, "Guia de referéncia do CIS"consulte .

o Recebe e instala automaticamente patches de segurancga verificados pelo Keystone Collector por meio
do recurso de atualizacdo automatica. Desativar esta funcionalidade pode levar a software vulneravel
nao corrigido.

> Autentica as atualizagdes recebidas do Keystone Collector. Desativar a verificagao do repositorio APT
pode levar a instalacao automatica de patches nao autorizados, potencialmente introduzindo
vulnerabilidades.

* O Keystone Collector valida automaticamente certificados HTTPS para garantir a seguranga da conexao.
Desativar esse recurso pode levar a personificagdo de endpoints externos e vazamento de dados de uso.

* O Keystone Collector oferece suporte "CA fidedigna personalizada" a certificagéo. Por padrao, ele confia
em certificados assinados por CAs raiz publica reconhecidos pelo "Programa Mozilla CA Certificate". Ao
ativar CAs confiaveis adicionais, o Keystone Collector habilita a validacdo de certificado HTTPS para
conexdes com endpoints que apresentam esses certificados.

» O coletor Keystone habilita a opgdo Remover dados privados por padréo, que mascara e protege
informacgdes confidenciais. Para obter mais informacgdes, "Limitar a coleta de dados privados"consulte .
Desativar essa opgao faz com que dados adicionais sejam comunicados ao sistema Keystone. Por
exemplo, ele pode incluir informagdes inseridas pelo usuario, como nomes de volume, que podem ser
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consideradas informacdes confidenciais.
Informacgoes relacionadas

* "Visdo geral do Keystone Collector"
» "Requisitos de infraestrutura virtual"

 "Configure o Keystone Collector"

Tipos de dados de usuario coletados pelo Keystone

O Keystone coleta informagdes de configuragao, status e uso das assinaturas do
Keystone ONTAP e do Keystone StorageGRID , bem como dados de telemetria da
maquina virtual (VM) que hospeda o Keystone Collector. Ele pode coletar dados de
desempenho apenas para o ONTAP , se esta opgao estiver habilitada no Keystone
Collector.

Coleta de dados do ONTAP
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<strong> dados de uso coletados para ONTAP: Saiba mais</strong>

A lista a seguir € uma amostra representativa dos dados de consumo de capacidade coletados para o
ONTAP:

* Clusters
o ClusterUuiD
> Nome de utilizador
o SerialNumber
o Localizagcdo (com base na entrada de valor no cluster ONTAP)
> Contacto
> Verséo

* Nos
o SerialNumber
o Nome do n6

* Volumes
> Nome agregado
> Nome do volume
> VolumelnstanceUID
> Bandeira IsClonevolume
> Bandeira de IsFlexGroupConstituent
> IsSpaceEnforcementBandeira logica
o IsSpaceReportingFlag logico
° LogicalSpaceUsedByAfs
> PercentSnapshotSpace
o PerformanceTierlnactiveUserData
o PerformanceTierlnactiveUserDataPercent
> QoSAdaptivePolicyGroup Name (Nome do grupo)
> Nome do Grupo QaSPolicyGroup
o Tamanho
> Usado
> PhysicoUsed (fisico)
> SizeUsedBySnapshots
> Tipo
> VolumeStyleExtended
> Nome do SVM
o Bandeira IsVsRoot

* VVServers

o VserverName
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> VserUuiD
> Subtipo
» Agregados de storage
o StorageType
o Nome agregado
o UUID agregado
o Fisico usado
o Tamanho disponivel
o Tamanho
o Tamanho usado
» Agregar armazenamentos de objetos
> ObjectStoreName
> ObjectStoreUID
o Tipo de fornecedor
> Nome agregado
 Clonar volumes
> FlexClone
o Tamanho
> Usado
o SVM
> Tipo

o

Parentvolume

ParentSVM

o

o

IsConstituinte

o

SplitEstimate

o Estado

> FlexCloneUsedPercent
* LUNSs de storage

o UUID LUN

> Nome LUN

o Tamanho

o Usado

o

Bandeira IsReserved

o

Bandeira IsRequested

o Nome da unidade de registo
QosPolicyUID

> QoSPolicyName

o
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> VolumeUID
> Nome do volume
o SVMUUID
> Nome SVM
* Volumes de storage
> VolumelnstanceUID
> Nome do volume
> Nome do SVM
o SVMUUID
> QosPolicyUID
> QoSPolicyName
o CapacityTierFootprint
o PerformanceTierFootprint
o TotalFootprint
o TieringPolicy

Bandeira IsProtected

o

o Bandeira IsDestination

> Usado

> PhysicoUsed (fisico)

o CloneParentUID

> LogicalSpaceUsedByAfs
* Grupos de politicas de QoS

> PolicyGroup

> QosPolicyUID

o MaxThroughput

o MinThroughput

o MaxThroughputlOPS

o MaxThroughputMBps

o MinThroughputlOPS

o MinThroughputMBps

> Bandeira IsShared
* Grupos de politicas de QoS adaptaveis ONTAP

> QoSPolicyName

> QosPolicyUID

o PeaklOPS

o PeaklOPSAllocation

> AbsoluteMinlOPS



o ExpectedlOPS
o ExpectedlOPSAllocation
e Tamanho do bloco
* Pegadas
o SVM
> Volume
o TotalFootprint
> VolumeBlocksFootprintBin0
> VolumeBlocksFootprintBin1
» MetroCluster
> N6
o Agregado
o LIFs
> Replicagado de configuragéo
o Conexdes
o Clusters
> Volumes
¢ Clusters de MetroCluster
o ClusterUuID
> Nome de utilizador

o RemoteClusterUID

o

RemoteCluserName

o Estado Configuragao local

o Estado de configuragcado remota
* Noés do MetroCluster

o Estado de espelhamento DR

o

LIF interaglomerado

o

Acessibilidade do no
o N6 de parceiro DR
> N6 DR Aux Partner
o Relagao simétrica entre nés DR, DR Aux e HA
o Troca automatica nao planejada
* Replicagao de configuragdo do MetroCluster
o Batimento cardiaco remoto
o Ultimo batimento cardiaco enviado
> Ultimo batimento cardiaco recebido

o Fluxo do Vserver
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° Fluxo de Cluster

o Armazenamento

> Volume de armazenamento em uso
* Mediadores do MetroCluster

o Endereco do Mediador

> Porta do Mediador

> Mediador Configurado

o Mediador Alcancgavel

> Modo
* Métricas de Observablility do coletor

o Tempo de recolha

> Active 1Q Unified Manager APl endpoint consultado

o Tempo de resposta

o Numero de registos

> AlQUMInstance IP

o Coédigo de instancia de colegao



<strong> dados de desempenho coletados para o ONTAP: Saiba mais</strong>

A lista a seguir € uma amostra representativa dos dados de desempenho coletados para o ONTAP:

* Nome do cluster
UUID do cluster
* ID do objeto

* Nome do volume

* UUUID da instancia de volume
+ SVM

* VserUUID

» Série nd

* ONTAPVersion

* Versao AIQUM

* Agregado

* AggregateUUID

* ResourceKey

* Timestamp

» [OPSPerTh

 Laténcia

* ReadlLatency

* WriteMBps

* QosMinThroughputLatency
* Qualidade de vida

* UsedHeadRoom

» CacheMissRatio

» OtherLatency

* Qualidade de vida

* |OPS

* QaSNetworkLeviedade

* AvailableOps

* WriteLatency

* QoSCloudLatency

» QoSClusterlinterconnectLaténcia
* OtherMBps

* Qualidade de vida

» QoSDBladelLatency

» Utilizacao



* ReadlOPS
* Mbps
» OtherlOPS
* QoSPolicyGroupLatency
* ReadMBps
* QoSSyncSnapmirrorLatency
» Dados de nivel de sistema
o Gravacao/Leitura/Outro/IOPS total
o Gravagao/Leitura/Outro/Taxa de transferéncia total
o Gravacao/Leitura/Outro/Laténcia Total
Capacidade de IOPS

<strong> Lista de itens removidos ao limitar o acesso a dados privados: Saiba mais</strong>

Quando a opcdo Remover dados privados esta ativada no Keystone Collector, as seguintes
informagdes de uso sao eliminadas para o ONTAP. Esta opgéao esta ativada por predefinigao.

* Nome do cluster

* Localizacao do cluster

 Contacto de cluster

* Nome do n6

* Nome agregado

* Nome do volume

* QoSAdaptivePolicyGroup Name (Nome do grupo)

* Nome do Grupo QaSPolicyGroup

* Nome do SVM

* Nome da LUN de storage

* Nome agregado

* Nome da unidade de registo

* Nome SVM

* AlIQUMInstance IP

» FlexClone

* RemoteClusterName

Coleta de dados do StorageGRID
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<strong> dados de uso coletados para StorageGRID: Saiba mais</strong>

A lista a seguir € uma amostra representativa dos Logical Data coletados para StorageGRID:

» StorageGRID ID

« ID da conta

* Nome da conta

» Bytes de quota de conta

* Nome do balde

Contagem de objetos do balde

Bytes de dados do bucket

A lista a seguir € uma amostra representativa dos Physical Data coletados para StorageGRID:

StorageGRID ID
* ID de nod

ID do local

« Nome do local

* |Instancia

Bytes de utilizagdo do storage StorageGRID

» Bytes dos metadados da utilizagdo do storage do StorageGRID

Alista a seguir € uma amostra representativa do Availability/Uptime Data coletados para
StorageGRID:

» Porcentagem de tempo de atividade do SLA

<strong> Lista de itens removidos ao limitar o acesso a dados privados: Saiba mais</strong>

Quando a opgdo Remover dados privados esta ativada no Keystone Collector, as seguintes
informacgdes de uso séo eliminadas para o StorageGRID. Esta opgao esta ativada por predefinigao.
* AccountName
* Nome do BucketName
» SiteName

* Instancia/nome-nonodename

Coleta de dados de telemetria
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<strong>Dados de telemetria coletados da VM do Keystone Collector: Saiba mais</strong>

Alista a seguir € uma amostra representativa dos dados de telemetria coletados para sistemas Keystone

* Informacdes do sistema
o Nome do sistema operacional
o Versao do sistema operativo
> ID do sistema operacional
o Nome do host do sistema
o Endereco IP padrao do sistema
* Uso de recursos do sistema
o Tempo de atividade do sistema
> Contagem de nucleos da CPU
o Carga do sistema (1 min, 5 min, 15 min)
o Memoria total
o Memoria livre
o Memoria disponivel
o Memoria compartilhada
o Memoria buffer
o Memoria em cache
> Troca total
o Troca gratis
o Swap em cache
o Nome do sistema de arquivos do disco
o Tamanho do disco
> Disco usado
o Disco disponivel
o Porcentagem de uso do disco
o Ponto de montagem do disco
» Pacotes instalados
» Configuragéo do coletor
* Registros de servigo

o Registros de servigo dos servigos Keystone

Keystone em modo privado
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Saiba mais sobre o Keystone (modo privado)

O Keystone oferece um modo de implantagéo private, também conhecido como dark
site, para atender aos requisitos de negdcios e seguranca. Este modo esta disponivel
para organizagdes com restricdes de conetividade.

A NetApp oferece uma implantagao especializada do Keystone STaaS desenvolvido para ambientes com
conetividade limitada ou sem Internet (também conhecidos como dark sites). Estes sdo ambientes seguros ou
isolados onde a comunicagao externa é restrita devido a requisitos de seguranca, conformidade ou
operacionais.

Para a NetApp Keystone, oferecer servigos para locais escuros significa fornecer o servigo de subscricéo de
storage flexivel do Keystone de uma forma que respeite as restricbes desses ambientes. Isso envolve:

* * Implantacao local*: O Keystone pode ser configurado em ambientes isolados de forma independente,
garantindo que nao haja necessidade de conetividade a Internet ou pessoal externo para acesso a
configuragao.

* Operacgodes off-line: Todos os recursos de gerenciamento de armazenamento com verificagdes de
integridade e faturamento estéo disponiveis off-line para operagoes.

+ Seguranga e conformidade: O Keystone garante que a implantagdo atenda aos requisitos de seguranca
e conformidade de sites obscuros, que podem incluir criptografia avangada, controles de acesso seguro e
recursos de auditoria detalhados.

* Ajuda e suporte: O NetApp oferece suporte global 24/7 horas por dia, 7 dias por semana, com um
gerente de sucesso dedicado do Keystone designado a cada conta para obter assisténcia e solucao de

problemas.
@ O Keystone Collector pode ser configurado sem restricdes de conetividade, também conhecido
como modo standard. Para saber mais, "Saiba mais sobre o Keystone Collector"consulte .

Keystone Collector em modo privado

O Keystone Collector € responsavel por coletar periodicamente dados de uso de sistemas de storage e
exportar as métricas para um reporter de uso off-line e um armazenamento de arquivos local. Os arquivos
gerados, que sao criados nos formatos de texto criptografado e sem formatagao, sdo encaminhados
manualmente para o NetApp pelo usuario apos as verificagdes de validagao. Apods o recebimento, a
plataforma de cobranga do Keystone da NetApp autentica e processa esses arquivos, integrando-os aos
sistemas de gerenciamento de assinaturas e cobrancga para calcular os encargos mensais.

43


https://docs.netapp.com/pt-br/keystone-staas/installation/installation-overview.html

Keystone Billing Platform

_ Subscription
Manager

Customer Premises (Dark site)

|

Dark Usage

BLe <

Storage File Store

GRID ONTAP Customer sends the Data Lake Database DevOps/SRE
(admin node) telemetry data

manually to NetApp

Collector > Reporter Billing Engine
\ Z)
v \ 1 -> Jf_ » () AcTiveia
Unified \\ Dashboards
Manager
N’
|

O servigo Keystone Collector no servidor tem a tarefa de coletar periodicamente dados de uso, processar
essas informagdes e gerar um arquivo de uso localmente no servidor. O servigo de saude realiza verificagbes
de integridade do sistema e € projetado para fazer interface com os sistemas de monitoramento de
integridade usados pelo cliente. Esses relatérios estdo disponiveis para acesso off-line pelos usuarios,
permitindo a validagao e auxiliando na solugéo de problemas.

Customer Premises (Dark Site)
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Keystone Collector Server

HTTPS (TCP/443)
Keystone Collector Keystone Health P
v Service Service =
Unified
Manager
A 4 Y
Storage
ONTAP GRID
(admin node)

Prepare-se para a instalagao do Keystone Collector no modo privado.

Antes de instalar o Keystone Collector em um ambiente sem acesso a Internet, também
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conhecido como dark site ou private mode, certifique-se de que seus sistemas estejam
preparados com o software necessario e atendam a todos os pré-requisitos necessarios.

Requisitos para o VMware vSphere

» Sistema operacional: servidor VMware vCenter e ESXi 8.0 ou posterior
* Nucleo: 1 CPU

* RAM: 2 GB

* Espago em disco: 20 GB vDisk

Requisitos para Linux

« Sistema operacional (escolha um):
> Red Hat Enterprise Linux (RHEL) 8.6 ou qualquer verséo posterior da série 8.x
o Red Hat Enterprise Linux 9.0 ou versdes posteriores
o Debian 12

* Nucleo: 2 CPU

* RAM: 4 GB

* Espacgo em disco: 50 GB vDisk

° Pelo menos 2 GB de entrada gratuita /var/1ib/

° Pelo menos 48 GB de entrada gratuita /opt/netapp

O mesmo servidor também deve ter os seguintes pacotes de terceiros instalados. Se disponivel através do
repositorio, estes pacotes serdo automaticamente instalados como pré-requisitos:
* RHEL 8.6+ (8.x)
o python3 > v3,6.8, python3 v3,9.13
o podman
° S0S
o yum-utils
o python3-dnf-plugin-versionlock
* RHEL 9,0+
o python3 >=v3.9.0, python3 <=v3.9.13
o podman
° S0S
o yum-utils
o python3-dnf-plugin-versionlock
* Debian v12
o python3 > v3,9.0, python3
o podman

o sosreport
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Requisitos de rede

Os requisitos de rede para o Keystone Collector incluem o seguinte:

+ Active 1Q Unified Manager (Gerenciador Unificado) 9,10 ou posterior, configurado em um servidor com a
funcionalidade de gateway de API ativada.

* O servidor do Unified Manager deve estar acessivel pelo servidor Keystone Collector na porta 443
(HTTPS).

* Uma conta de servigo com permissdes de usuario do aplicativo deve ser configurada para o Keystone
Collector no servidor do Unified Manager.

* N&o é necessaria conetividade externa a Internet.

« Todo més, exporte um arquivo do Keystone Collector e envie-o por e-mail para a equipe de suporte da
NetApp . Para obter mais informagdes sobre como entrar em contato com a equipe de suporte, consulte
"Obtenha ajuda com o Keystone".

Instale o Keystone Collector no modo privado

Conclua algumas etapas para instalar o Keystone Collector em um ambiente que nao
tenha acesso a Internet, também conhecido como dark site ou private mode. Este tipo de
instalacao é perfeito para seus sites seguros.

Vocé pode implantar o Keystone Collector em sistemas VMware vSphere ou instala-lo em sistemas Linux,
dependendo dos seus requisitos. Siga as etapas de instalagdo que correspondem a opgao selecionada.

Implante no VMware vSphere

Siga estes passos:

1. Transfira o ficheiro de modelo OVA a partir de "Portal web da NetApp Keystone".

2. Para obter instru¢des sobre como implantar o Keystone Collector com arquivo OVA, consulte a
"Implantando o modelo OVA"segao .

Instale no Linux

O software Keystone Collector € instalado no servidor Linux usando os arquivos .deb ou .rpm fornecidos, com
base na distribuicdo Linux.

Siga estes passos para instalar o software no seu servidor Linux:
1. Baixe ou transfira o arquivo de instalagao do Keystone Collector para o servidor Linux:
keystone-collector-<version>.noarch.rpm
2. Abra um terminal no servidor e execute os seguintes comandos para iniciar a instalagao.
o Usando o pacote Debian
dpkg -i keystone-collector <version> all.deb
o Usando arquivo RPM

yum install keystone-collector-<version>.noarch.rpm
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ou
rpm -1 keystone-collector-<version>.noarch.rpm

3. Digite y quando solicitado a instalar o pacote.

Configure o Keystone Collector no modo privado

Conclua algumas tarefas de configuragao para permitir que o Keystone Collector colete
dados de uso em um ambiente que ndo tenha acesso a Internet, também conhecido
como dark site ou private mode. Esta € uma atividade unica para ativar e associar 0os
componentes necessarios ao seu ambiente de storage. Uma vez configurado, o
Keystone Collector monitorara todos os clusters do ONTAP gerenciados pelo Active 1Q
Unified Manager.

O Keystone Collector fornece o utilitario TUI (Interface de Usuario do Terminal de

@ Gerenciamento de Coletor) do Keystone para executar atividades de configuragao e
monitoramento. Vocé pode usar varios controles de teclado, como as teclas Enter e seta, para
selecionar as opgdes e navegar por esta TUI.

Passos

1. Inicie o utilitario TUI de gerenciamento do Keystone Collector:
keystone-collector-tui

2. Aceda a Configure > Advanced.

3. Alterne a opcao Darksite Mode.

NetApp Keystone Collector - Configure - Advanced

RARDarksite Mode

[ 1] Enable custom root certificate

[X] Collector Auto-Update
Override Collector Images
Save
Back

Selecione Guardar.
Va para Configure > KS-Collector para configurar o Keystone Collector.

Alterne o campo Start KS Collector with System.

N o o k

Alterne o campo Collect ONTAP Usage. Adicione os detalhes do servidor e da conta de usuario do Active
IQ Unified Manager (Unified Manager).

8. Opcional: Alterne o campo usando planos de taxa de categorizagao se a disposicéo de dados for
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necessaria para a assinatura.

9. Com base no tipo de assinatura adquirido, atualize o tipo de uso.
@ Antes de configurar, confirme o tipo de uso associado a assinatura do NetApp.

NetApp Keystone Collector - Configure - KS Collector

[X] Start KS-Collector with System
(] Collect ONTAP usage

B

[X] Using Tiering Rate plans
Dark

Usage Type
Encryption Key Manager
Tunables
Save
Clear Config
Back

10. Selecione Guardar.

11. Va para Configure > KS-Collector para gerar o par de chaves Keystone Collector.

12. Va para Gerenciador de chaves de criptografia e pressione Enter.

NetApp Keystone Collector - Configure - KS Collector

[X] Start KS-Collector with System
[X] Collect ONTAP usage

[ ] Using Tiering Rate plans
Dark

provisioned_vl

Encryption Key Manager

Tunables

Save
Clear Config
Back

13. Selecione Generate Collector Keypair e pressione Enter.
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NetApp Keystone Collector - Configure - KS Collector - Key Manager

Generate Collector Keypair

Back

14. Certifique-se de que o Keystone Collector estd em um estado saudavel retornando a tela principal da TUI
e verificando as informagoes Status do servigo. O sistema deve mostrar que os servigos estdo em um
status geral: Saudavel. Aguarde até 10 minutos, se o status geral permanecer sem integridade apos esse
periodo, revise as etapas de configuragao anteriores e entre em Contato com a equipe de suporte da
NetApp.

Overall: Healthy

UM-Dark: Running

ks-billing: Running
ks-collector-dark: Running

Recent collector data: Healthy
ONTAP REST response time: Healthy

DB Disk space: Healthy

DB Disk space 30d: Healthy

DB API responses: Healthy
Concurrent flushes: Healthy
Slow insert rate: Healthy

15. Saia da TUI de gerenciamento do Keystone Collector selecionando a opg¢ao Sair para Shell na tela inicial.

16. Recuperar a chave publica gerada:
~/collector-public.pem
17. Envie um e-mail com este arquivo para ng-keystone-secure-site-upload@netapp.com para sites seguros

que nao sejam dos Correios dos EUA, ou para ng-keystone-secure-site-usps-upload@netapp.com para
sites seguros dos Correios dos EUA.

Exportar relatério de utilizagao

Vocé deve enviar o relatério de resumo de uso mensal para o NetApp no final de cada més. Vocé pode gerar
este relatério manualmente.

Siga estas etapas para gerar o relatério de uso:

1. Va para uso de exportagao na tela inicial do Keystone Collector TUI.

2. Reuna os arquivos e envie-os para ng-keystone-secure-site-upload@netapp.com para sites seguros que
nao sejam dos Correios dos EUA, ou para ng-keystone-secure-site-usps-upload@netapp.com para sites
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seguros dos Correios dos EUA.

O Keystone Collector gera um arquivo claro e um arquivo criptografado, que deve ser enviado
manualmente para o NetApp. O relatério Limpar arquivo contém os seguintes detalhes que podem ser
validados pelo cliente.

node_serial,derived_service_level,usage_tib,start,duration_seconds
123456781 ,extreme, 25.0,2024-05-27T00:00:00, 86400
123456782,premium,10.0,2024-05-27T00:00:00, 86400
123456783,standard, 15.0,2024-05-27T00:00:00, 86400

<Signature>
31b3d8eb338ee319efl

Atualize ONTAP
O Keystone Collector oferece suporte a atualizagdes do ONTAP por meio do TUI.
Siga estes passos para atualizar o ONTAP:

1. Aceda a Manutenc¢ao > servidor Web de Atualizagcao do ONTAP.

2. Copie o arquivo de imagem de atualizagdo do ONTAP para /opt/NetApp/ONTAP-upgrade/ e selecione
Iniciar servidor Web para iniciar o servidor Web.

NetApp Keystone Collector - Maintenance - ONTAP Upgrade

» Copy ONTAP upgrade image to fopt/netapp/ontap-upgrade/
+ Start web server using button below
» Upgrade ONTAP

Press ctrl+c to stop web Server

Start Webserver

Back

3. Vaparahttp://<collector-ip>:8000 usar um navegador da Web para obter assisténcia de
atualizacéo.
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Reinicie o Keystone Collector

Vocé pode reiniciar o servigo Keystone Collector por meio da TUI. Va para Manutengao > Reiniciar servigos
de Collector na TUI. Isso reiniciara todos os servicos do coletor e seu status pode ser monitorado na tela
inicial do TUI.

NetApp Keystone Collector - Maintenance

Shell

Restart Collector Services

ONTAP Upgrade Webss

Back

Monitore o funcionamento do Keystone Collector no modo privado

Vocé pode monitorar a integridade do Keystone Collector usando qualquer sistema de
monitoramento compativel com solicitagbes HTTP.

Por padrao, os servigos de integridade do Keystone nédo aceitam conexdes de qualquer IP diferente do
localhost. O endpoint de integridade do Keystone é /uber/health, e ele escuta todas as interfaces do
servidor Keystone Collector na porta 7777. Na consulta, um cédigo de status de solicitagdo HTTP com uma
saida JSON é retornado do endpoint como uma resposta, descrevendo o status do sistema Keystone
Collector. O corpo JSON fornece um status geral de integridade para o is _healthy atributo, que é um
booleano; e uma lista detalhada de status por componente para o component details atributo. Aqui esta
um exemplo:

$ curl http://127.0.0.1:7777/uber/health
{"is healthy": true, "component details": {"vicmet": "Running", "ks-

collector": "Running", "ks-billing": "Running", "chronyd": "Running"}}

Estes codigos de estado sédo devolvidos:

* 200: indica que todos os componentes monitorados estdo saudaveis

* 503: indica que um ou mais componentes ndo sao saudaveis

» 403: Indica que o cliente HTTP que consulta o status de integridade néo esta na lista allow, que é uma
lista de CIDR de rede permitidos. Para esse status, nenhuma informacao de saude é retornada.

A lista allow usa o método CIDR de rede para controlar quais dispositivos de rede tém permissao para
consultar o sistema de integridade do Keystone. Se vocé receber o erro 403, adicione seu sistema de
monitoramento a lista allow de Keystone Collector Management TUI > Configure > Health Monitoring.
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NetApp Keystone Collector - Configure - Health Check

/24
/24

Back

Use CIDR notation to list the external networks allowed to guery
the health monitoring endoint. An empty list denotes that no external addr
are allowed to query the health, while /@ allows queries from netwo

Gerar e coletar pacotes de suporte

Para solucionar problemas com o Keystone Collector, vocé pode trabalhar com o suporte da NetApp que pode
pedir um arquivo .tar. Vocé pode gerar esse arquivo por meio do utilitario TUI de gerenciamento do Keystone
Collector.

Siga estas etapas para gerar um arquivo .tar:

1. Va para Troubleshooting > Generate Support Bundle.

2. Selecione o local para salvar o pacote e clique em Generate Support Bundle.

L

NetApp Keystone Collector -

Jhome/esis

[ 1 Upload to Keystone Support

Generate Support Bundle

Back

Esse processo cria um tar pacote no local mencionado que pode ser compartilhado com o NetApp para
solucionar problemas.

3. Quando o arquivo for baixado, vocé pode anexa-lo ao tiquete de suporte do Keystone ServiceNow. Para
obter informagdes sobre como levantar bilhetes, consulte "Gerando solicitacdes de servico".
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Informacgoes sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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