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TR-4955: Recuperacao de desastres com Azure
NetApp Files (ANF) e Azure VMware Solution

(AVS)

A recuperacédo de desastres usando replicagdo em nivel de bloco entre regiées dentro da
nuvem € uma maneira resiliente e econdmica de proteger as cargas de trabalho contra
interrupgdes do site e eventos de corrupgéo de dados (por exemplo, ransomware).

Visao geral

Com a replicagéo de volume entre regides do Azure NetApp Files (ANF), as cargas de trabalho do VMware
em execuc¢ao em um site SDDC do Azure VMware Solution (AVS) usando volumes do Azure NetApp Files
como um armazenamento de dados NFS no site AVS principal podem ser replicadas para um site AVS
secundario designado na regido de recuperacao de destino.

O Disaster Recovery Orchestrator (DRO) (uma solugdo com script € uma interface de usuario) pode ser usado
para recuperar perfeitamente cargas de trabalho replicadas de um AVS SDDC para outro. O DRO automatiza
a recuperagao interrompendo o peering de replicagao e, em seguida, montando o volume de destino como um
armazenamento de dados, por meio do registro de VM no AVS, para mapeamentos de rede diretamente no
NSX-T (incluido em todas as nuvens privadas do AVS).
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Pré-requisitos e recomendagodes gerais
« Verifique se vocé habilitou a replicagdo entre regides criando o peering de replicagdo. Ver "Criar replicagao
de volume para o Azure NetApp Files" .

» Vocé deve configurar o ExpressRoute Global Reach entre as nuvens privadas de origem e de destino do
Azure VMware Solution.


https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering
https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering

* Vocé deve ter uma entidade de servigo que possa acessar recursos.
» A seguinte topologia é suportada: site AVS primario para site AVS secundario.

» Configurar o "replicacao" programe cada volume adequadamente com base nas necessidades do negdcio
e na taxa de alteracdo de dados.

@ Topologias em cascata e fan-in e fan-out nao sdo suportadas.

Comecando

Implantar a solugao Azure VMware

O "Solucao VMware do Azure" (AVS) é um servigco de nuvem hibrida que fornece SDDCs VMware totalmente
funcionais dentro de uma nuvem publica do Microsoft Azure. O AVS é uma solugao propria totalmente
gerenciada e suportada pela Microsoft e verificada pela VMware que usa a infraestrutura do Azure. Portanto,
os clientes obtém o VMware ESXi para virtualizagcdo de computacéo, o vSAN para armazenamento
hiperconvergente e o NSX para rede e segurancga, tudo isso aproveitando a presencga global do Microsoft
Azure, as instalagdes de data center lideres da categoria e a proximidade com o rico ecossistema de servigos
e solugdes nativos do Azure. Uma combinagédo do Azure VMware Solution SDDC e do Azure NetApp Files
proporciona o melhor desempenho com laténcia de rede minima.

Para configurar uma nuvem privada AVS no Azure, siga as etapas neste"link" para documentagao da NetApp
e neste "link" para documentagdo da Microsoft. Um ambiente de luz piloto configurado com uma configuragao
minima pode ser usado para fins de DR. Esta configuragéo contém apenas componentes principais para dar
suporte a aplicativos criticos e pode ser dimensionada e gerar mais hosts para assumir a maior parte da carga
se ocorrer um failover.

@ Na versao inicial, o DRO oferece suporte a um cluster AVS SDDC existente. A criacéo de
SDDC sob demanda estara disponivel em uma proxima versao.

Provisionar e configurar o Azure NetApp Files

"Azure NetApp Files"é um servico de armazenamento de arquivos medido, de alto desempenho e de nivel
empresarial. Siga os passos deste "link" para provisionar e configurar o Azure NetApp Files como um
armazenamento de dados NFS para otimizar implantagdes de nuvem privada do AVS.

Criar replicagao de volume para volumes de armazenamento de dados com tecnologia Azure NetApp
Files

A primeira etapa é configurar a replicagdo entre regides para os volumes de armazenamento de dados
desejados do site primario do AVS para o site secundario do AVS com as frequéncias e retengdes
apropriadas.

Home > Azure NetApp Files > WEANFAVSacct | Volumes > testrepldemo (WEANFAVSacct/testcap/testrepldemao)

Iy testrepldemo (WEANFAVSacct/testcap/testrepldemo) | Replication
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Siga os passos deste "link" para configurar a replicagéo entre regides criando peering de replicagao. O nivel


https://learn.microsoft.com/en-us/azure/reliability/cross-region-replication-azure
https://learn.microsoft.com/en-us/azure/azure-vmware/introduction
vmw-azure-avs-setup.html
https://learn.microsoft.com/en-us/azure/azure-vmware/deploy-azure-vmware-solution?tabs=azure-portal
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-introduction
https://learn.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-hosts?tabs=azure-portal
https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering

de servigo do pool de capacidade de destino pode corresponder ao do pool de capacidade de origem. No
entanto, para este caso de uso especifico, vocé pode selecionar o nivel de servigo padrao e entdo "modificar o
nivel de servigo" no caso de um desastre real ou simulagdes de DR.

@ Um relacionamento de replicagéo entre regides € um pré-requisito e deve ser criado
previamente.

Instalacao DRO

Para comecar a usar o DRO, use o sistema operacional Ubuntu na maquina virtual do Azure designada e
certifique-se de atender aos pré-requisitos. Em seguida, instale o pacote.

Pré-requisitos:

* Principal de servigo que pode acessar recursos.

« Certifique-se de que haja conectividade apropriada com as instancias de origem e destino do SDDC e do
Azure NetApp Files .

* Aresolugdo de DNS deve estar em vigor se vocé estiver usando nomes DNS. Caso contrario, use
enderecos |IP para o vCenter.

Requisitos do sistema operacional:

» Ubuntu Focal 20.04 (LTS)Os seguintes pacotes devem ser instalados na maquina virtual do agente
designado:

* Docker
* Docker- compose

* JgChange docker. sock para esta nova permissdo: sudo chmod 666 /var/run/docker.sock.
@ O deploy.sh O script executa todos os pré-requisitos necessarios.
Os passos sao os seguintes:

1. Baixe o pacote de instalagdo na maquina virtual designada:

git clone https://github.com/NetApp/DRO-Azure.git

@ O agente deve ser instalado na regido do site AVS secundario ou na regiao do site AVS
primario em uma AZ separada do SDDC.

2. Descompacte o pacote, execute o script de implantag&o e insira o IP do host (por exemplo, 10.10.10.10

).

tar xvf draas package.tar
Navigate to the directory and run the deploy script as below:
sudo sh deploy.sh


https://learn.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level
https://learn.microsoft.com/en-us/azure/azure-netapp-files/dynamic-change-volume-service-level

3. Acesse a interface do usuario usando as seguintes credenciais:
° Nome de usuario: admin

° Senha: admin

M NetApp | '\\

Configuracao DRO

Depois que o Azure NetApp Files e o AVS forem configurados corretamente, vocé podera comecgar a
configurar o DRO para automatizar a recuperagéo de cargas de trabalho do site AVS principal para o site AVS
secundario. A NetApp recomenda implantar o agente DRO no site AVS secundario e configurar a conexao do
gateway ExpressRoute para que o agente DRO possa se comunicar pela rede com os componentes AVS e
Azure NetApp Files apropriados.

O primeiro passo € adicionar credenciais. O DRO requer permissao para descobrir o Azure NetApp Files e a
Azure VMware Solution. Vocé pode conceder as permissdes necessarias a uma conta do Azure criando e
configurando um aplicativo do Azure Active Directory (AD) e obtendo as credenciais do Azure necessarias
para o DRO. Vocé deve vincular a entidade de servigo a sua assinatura do Azure e atribuir a ela uma funcgao
personalizada que tenha as permissdes necessarias relevantes. Ao adicionar ambientes de origem e destino,
vocé sera solicitado a selecionar as credenciais associadas a entidade de servi¢o. Vocé precisa adicionar
essas credenciais ao DRO antes de clicar em Adicionar novo site.

Para executar esta operagéo, siga os seguintes passos:
1. Abra o DRO em um navegador compativel e use o nome de usuario e a senha padrdo/admin/admin ). A
senha pode ser redefinida apds o primeiro login usando a opgao Alterar senha.
2. No canto superior direito do console do DRO, clique no icone Configuragoes e selecione Credenciais.
3. Clique em Adicionar nova credencial e siga as etapas do assistente.

4. Para definir as credenciais, insira informagdes sobre a entidade de servigo do Azure Active Directory que
concede as permissdes necessarias:

o Nome da credencial

> |ID do inquilino



o ID do cliente
o Segredo do cliente

° |D da assinatura
Vocé deveria ter capturado essas informagdes ao criar o aplicativo AD.

5. Confirme os detalhes sobre as novas credenciais e clique em Adicionar credencial.

FI NetApp Disaster Recovery Orchestrator “» | Dashboard Discover Resos Replication Plans Job Monitoring
Add New Credential @ Credentiosh Detaits
Enter Credentials Details
Credential Name
Tenant id
Client id
Chent Secret
Subscription id

Depois de adicionar as credenciais, € hora de descobrir e adicionar os sites AVS primario e secundario
(vCenter e a conta de armazenamento de arquivos do Azure NetApp ) ao DRO. Para adicionar o site de
origem e de destino, conclua as seguintes etapas:
6. Acesse a aba Descobrir.
7. Cliqgue em Adicionar novo site.
8. Adicione o seguinte site AVS primario (designado como Fonte no console).
o SDDC vCenter
> Conta de armazenamento do Azure NetApp Files
9. Adicione o seguinte site AVS secundario (designado como Destino no console).
o SDDC vCenter

o Conta de armazenamento do Azure NetApp Files



M NetApp Disaster Recovery Orchestrator *% | Dashbosrd Discover Resource Groups Replication Plans Job Monitoring

Add New Site © sietipe (@) SiteDetsils  (3) wCenterDetai (3) Storage Details
Site Type
Source Destination

Continue

10. Adicione detalhes do site clicando em Fonte, inserindo um nome de site amigavel e selecionando o
conector. Em seguida, clique em Continuar.

@ Para fins de demonstragéo, a adicao de um site de origem € abordada neste documento.

11. Atualize os detalhes do vCenter. Para fazer isso, selecione as credenciais, a regido do Azure e o grupo de
recursos no menu suspenso do SDDC do AVS principal.

12. O DRO lista todos os SDDCs disponiveis na regido. Selecione a URL da nuvem privada designada no
menu suspenso.

13. Entre no cloudadmin@vsphere.local credenciais do usuario. Isso pode ser acessado no Portal do
Azure. Siga os passos mencionados neste "link" . Quando terminar, clique em Continuar.

I NetApp Disaster Recovery Orchestrator ™ Dashboard Discover Resource Groups Rephcation Plans Job Maritoring

Add New Site (@D steType  (2) SteDetaits () vCenter Details  (2) Storage Details

Source AVS Private Cloud

Select Credentials Azure Region Azure Resource Group

DemoCred - West Europe - ANFAVSVaI2

Add Hew Credential [z

AVS Details

Web Chient URL

ANFOMaCIus

Usemname

doudadmin@vsphere.local

Password

seensssnnane

Actept self-signed certificates

14. Selecione os detalhes do Source Storage (ANF) selecionando o grupo de recursos do Azure e a conta do
NetApp .


https://learn.microsoft.com/en-us/azure/azure-vmware/tutorial-access-private-cloud

15. Clique em Criar site.

i NetApp Disaster Recovery Orchestrator % | Dashboard

Add New Site

DemoDest Destination Cloud 1 1 « hitps//10.75.0.2/ () Success
DemoSRC Source Cloud 1 1 tw VM List * hitps/N172.30.156.2/ (@) Success

Uma vez adicionado, o DRO executa a descoberta automatica e exibe as VMs que tém réplicas entre regides
correspondentes do site de origem para o site de destino. O DRO detecta automaticamente as redes e os
segmentos usados pelas VMs e os preenche.
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A proxima etapa € agrupar as VMs necessarias em seus grupos funcionais como grupos de recursos.

Agrupamentos de recursos

Depois que as plataformas forem adicionadas, agrupe as VMs que vocé deseja recuperar em grupos de
recursos. Os grupos de recursos de DRO permitem que vocé agrupe um conjunto de VMs dependentes em
grupos légicos que contém suas ordens de inicializagao, atrasos de inicializagao e validagdes de aplicativos
opcionais que podem ser executadas na recuperagao.

Para comegar a criar grupos de recursos, clique no item de menu Criar novo grupo de recursos.

1. Acesse Grupos de Recursos e clique em Criar Novo Grupo de Recursos.



1 NetApp Disaster Recovery Orchestrator

El..... o B @ L. 51 [

1 Resource Group

Resource Group Name: s Site Name ¥ Source vCenter = | vMmlst

DemoRG DemoSRC hitps://172.30.156.2/

2. Em Novo grupo de recursos, selecione o site de origem no menu suspenso e clique em Criar.
3. Fornega os detalhes do grupo de recursos e clique em Continuar.
4. Selecione as VMs apropriadas usando a opg¢éo de pesquisa.

5. Selecione a Ordem de inicializagao e o Atraso de inicializagao (segs) para todas as VMs selecionadas.
Defina a ordem da sequéncia de inicializagao selecionando cada maquina virtual e definindo a prioridade
para ela. O valor padréo para todas as maquinas virtuais & 3. As op¢des sao as seguintes:

o A primeira maquina virtual a ligar
> Padréo

o A ultima maquina virtual a ser ligada

I NetApp Disaster Recovery Orchestrator

Edit Resource Group (2 Resource Group Details (2) Selectvits () Boot order and Delay
Boot order and Delay|
VM Name Boot Order O Boot Delay (secs)
QALin1 3 0
QALin 3 0

6. Clique em Criar grupo de recursos.

i NetApp Disaster Recovery Orchestrator ™ | Dashbosrd | Discover | Resource Group Replication Plans | Job Menitoring

1 Resoucce Group

Resource Group Name - Site Name

DemoRG DemosSRC hitps//172.30.156.2/ View VM List )

Planos de replicagao

Vocé deve ter um plano para recuperar aplicativos em caso de desastre. Selecione as plataformas vCenter de
origem e destino no menu suspenso, escolha os grupos de recursos a serem incluidos neste plano e inclua
também o agrupamento de como os aplicativos devem ser restaurados e ligados (por exemplo, controladores
de dominio, nivel 1, nivel 2 e assim por diante). Os planos também s&o frequentemente chamados de
projetos. Para definir o plano de recuperagao, navegue até a guia Plano de Replicagéo e clique em Novo
Plano de Replicagéo.



Para comecar a criar um plano de replicagao, conclua as seguintes etapas:

1. Navegue até Planos de Replicacao e clique em Criar Novo Plano de Replicacéo.

N NetApp Disaster Recovery Orchestrator Dashboard Discov Resource Groups Replication Plan Job Monitoring

Source Details Destination Details

1 El: & :

1 Replication Plan

Pian Name H Active Site Status Compliance Source Site w Destination Site

DemoRP © Source © Adtive %, Partially Heaithy DemoSRC DemoDest

2. No Novo Plano de Replicagao, fornega um nome para o plano e adicione mapeamentos de recuperagao
selecionando o Site de Origem, o vCenter associado, o Site de Destino e o vCenter associado.

M NetApp Disaster Recovery Orchestrator *» | Dashboard

Create New Replication Plan @ Replication Plan and Site Details  (2) Select Resource Groups  (3) SetExecution Order () Set VM Detais

Replication Plan Details

Plan Name

DemoRP

Recovery Mapping
Source Site Destination Site
DemoSRC - DemoDest
Source vCenter Destination vCenter
hitps//172.30.156.2/ - hitps//10.75.0.2/
Cluster Mapping

Source Site Resource Destination Site Resource

Source Resource

3. Apds a conclusao do mapeamento de recuperacgao, selecione Mapeamento de Cluster.



N NetApp Disaster Recovery Orchestrator Dashbeard Discover Resource Groups Replication Plans Job Monitoring

Create New Replication Plan @ Replication Plan and Site Details  (2) Select Resource Groups ~ (3) Set Execution Order  (2) Set VM Details ,

Replication Plan Details

Pian Name
DemoRP
Recovery Mapping
Source Site Destination Site
DemaSRC e | DemoDest
Source vCenter Destination vCenter
hitps://172.30.156.2/ - hitps://10.75.0.2

Cluster Mapping

No more Source/Destination cluster resources available for mapping

Source Resource Destination Resource

Cluster-1 Cluster-1 Delete

_]

4. Selecione Detalhes do grupo de recursos e clique em Continuar.

5. Defina a ordem de execugéao para o grupo de recursos. Esta opgéo permite que vocé selecione a
sequéncia de operagdes quando existem varios grupos de recursos.

6. Uma vez feito isso, defina o mapeamento de rede para o segmento apropriado. Os segmentos ja devem
estar provisionados no cluster AVS secundario e, para mapear as VMs para eles, selecione o segmento
apropriado.

7. Os mapeamentos de armazenamento de dados séo selecionados automaticamente com base na selegcéo
de VMs.

A replicagao entre regides (CRR) ocorre no nivel de volume. Portanto, todas as VMs que

@ residem no respectivo volume sao replicadas para o destino CRR. Certifique-se de
selecionar todas as VMs que fazem parte do armazenamento de dados, porque somente as
maquinas virtuais que fazem parte do plano de replicagcao sdo processadas.

i NetApp Disaster Recovery Orchestrator

Create New Replication Plan (%) Replication Plan and Site Details () Select Resource Groups () Set Execution Order (1) Set VM Details

Replication Plan Details

Select Execution Order

Resource Group Name Execution Order @

DemoRG 3

Network Mapping

No more Source/Destination network resources available for mapping

Source Resource Destination Resource

SepSeg SegDR Delete

DataStore Mapping

Source DataStore Destination Volume
TestSrc01 gwe_ntap_acct/gwc DRO_cp/testsrcOlcopy

10



8. Em detalhes da VM, vocé pode redimensionar opcionalmente os parametros de CPU e RAM da VM. Isso
pode ser muito util quando vocé estiver recuperando grandes ambientes para clusters de destino menores
ou quando estiver conduzindo testes de DR sem precisar provisionar uma infraestrutura fisica VMware
individual. Além disso, modifique a ordem de inicializagéo e o atraso de inicializagdo (seg.) para todas as
VMs selecionadas nos grupos de recursos. Ha uma opgao adicional para modificar a ordem de
inicializagdo caso sejam necessarias alteragdes em relagdo ao que vocé selecionou durante a selegao da
ordem de inicializagdo do grupo de recursos. Por padrédo, a ordem de inicializagdo selecionada durante a
selecao do grupo de recursos € usada, no entanto, quaisquer modificacbes podem ser realizadas nesta
fase.

NI NetApp Disaster Recovery Orchestrator = | Dashboard Discover Replication Plan Job Maritoing

Create New Replication Plan (2) Replication Plan and Site Detaifs () Select Reseurce Groups () Set Execution Order () Set VM Detaits

VM Details

No. of CPUs Memory (MB) NiC/IP

Resource Group : DemoRG

1 1 . 1024
el i ® Dynamic g

4 : 1024
QALin 0 e 3

I Previous Create Replication Pian

9. Clique em Criar Plano de Replicagao. Apos a criagdo do plano de replicagéo, vocé pode exercer as
opgodes de failover, failover de teste ou migrar, dependendo de suas necessidades.

1 NetApp Disaster Recovery Orchestrator Dashboard Discover Resource Groups Replication Pla Job Monitoring

Source Details Destination Details

1 Replication Plan

* | Active Site e = | Destination Site

Plan Name

DemoRP @) Source (@) Adive Partially Heatthy DemosRC DemoDest Retource Groups ) =

Durante as opgoes de failover e failover de teste, o snapshot mais recente € usado, ou um snapshot
especifico pode ser selecionado de um snapshot de momento especifico. A opgao de ponto no tempo pode

11



ser muito benéfica se vocé estiver enfrentando um evento de corrupgdo como um ransomware, em que as
réplicas mais recentes ja estdo comprometidas ou criptografadas. O DRO mostra todos os pontos de tempo
disponiveis.

Testfailover Details

Use latest snapshot @O
© select specific snapshot ©

Volume Snapshot

WEANFAVSacctftestcap/testsrcol [ Felect Snapshot - ]

2023.04.26T11:31:55.000Z - gwe_ntap...

2023.04-26T11:21:54.000Z - gWe_ntap...

Para acionar o failover ou testar o failover com a configuragéo especificada no plano de replicagédo, vocé pode
clicar em Failover ou Testar failover. Vocé pode monitorar o plano de replicagdo no menu de tarefas.

i NetApp Disaster Recovery Orchestrator ™

Back
Test Failover Steps
Replication Plan: DemoRP
~ Cloning volumes for test (in parallel) (©) Success 0.7 Seconds O
v Mounting cloned volumes and creating datastores in paraliel (@) Success 0.9 Seconds O
~ Registering VMs {in paraliel) (@) Success 0.1 Seconds D
v Powering on VM in protedtion group - DemoRG - in target fin paraliel) (&) Success 0.1 Seconds (O

Apos o failover ser acionado, os itens recuperados podem ser vistos no site secundario AVS SDDC vCenter
(VMs, redes e armazenamentos de dados). Por padrdo, as VMs sao recuperadas para a pasta Carga de
trabalho.

12
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O failback pode ser acionado no nivel do plano de replicagdo. Em caso de falha de teste, a opgao de
desmontagem pode ser usada para reverter as alteragdes e remover o volume recém-criado. Failbacks
relacionados a failover sdo um processo de duas etapas. Selecione o plano de replicagéo e selecione
Sincronizagao reversa de dados.

M NetApp Disaster Recovery Orchestrator ™% | Dashboard Jiscover

Source Details Destination Details
@ | ! !
Replication Plan Resource Groups Sites vCenters Sites vCenter

1 Replication Plan

Plan Name s | Active Site Compiiance

DemoRP ) Destination (D) Running In Failover Mod:  (7) Healthy DemasRC DemaDest Resource Groups )

Apos a conclusao desta etapa, acione o failback para retornar ao site AVS principal.

13



M NetApp Disaster Recovery Orchestrator 3 Dashboard Viscover ps Replication Plans leb Monitoring

Source Details Destination Details

e . a @ B @

Sites wCenters

1 Replication Pian

Source Site = | Destination Site

DemoRP ©) Destination (@) Active (@ Hearny DémoSRC DemoDest Resource Groug )
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No portal do Azure, podemos ver que a integridade da replicagao foi interrompida para os volumes
apropriados que foram mapeados para o AVS SDDC do site secundario como volumes de leitura/gravagao.
Durante o failover de teste, o DRO nao mapeia o volume de destino ou de réplica. Em vez disso, ele cria um
novo volume do instantaneo de replicagéo entre regides necessario e expde o volume como um
armazenamento de dados, o que consome capacidade fisica adicional do pool de capacidade e garante que o
volume de origem nao seja modificado. Notavelmente, os trabalhos de replicagao podem continuar durante
testes de DR ou fluxos de trabalho de triagem. Além disso, esse processo garante que a recuperagao possa
ser limpa sem o risco de a réplica ser destruida caso ocorram erros ou dados corrompidos sejam
recuperados.

Recuperacao de ransomware

Recuperar-se de um ransomware pode ser uma tarefa assustadora. Especificamente, pode ser dificil para
organizagdes de Tl identificar qual € o ponto de retorno seguro e, uma vez determinado, como garantir que as
cargas de trabalho recuperadas estejam protegidas contra ataques recorrentes (por exemplo, de malware
inativo ou por meio de aplicativos vulneraveis).

O DRO aborda essas preocupagdes permitindo que as organizagdes se recuperem de qualquer momento

disponivel. As cargas de trabalho sdo entao recuperadas para redes funcionais, porém isoladas, para que os
aplicativos possam funcionar e se comunicar entre si, mas ndo sejam expostos a nenhum trafego norte-sul.
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Esse processo oferece as equipes de seguranga um local seguro para realizar analises forenses e identificar
qualquer malware oculto ou adormecido.

Conclusao

A solugao de recuperagéo de desastres do Azure NetApp Files e do Azure VMware oferece os seguintes
beneficios:

» Aproveite a replicagao eficiente e resiliente entre regides do Azure NetApp Files .
* Recupere para qualquer ponto no tempo disponivel com retencao de instantaneos.

» Automatize totalmente todas as etapas necessarias para recuperar centenas a milhares de VMs das
etapas de armazenamento, computacgéao, rede e validagdo de aplicativos.

* Arecuperagao de carga de trabalho aproveita o processo "Criar novos volumes a partir dos instantaneos
mais recentes", que ndo manipula o volume replicado.

« Evite qualquer risco de corrupcgéo de dados nos volumes ou snapshots.
« Evite interrupgdes de replicagcao durante fluxos de trabalho de teste de DR.

» Aproveite os dados de DR e os recursos de computagdo em nuvem para fluxos de trabalho além de DR,
como desenvolvimento/teste, testes de segurancga, testes de patches e atualizagdes e testes de
remediacao.

* A otimizacdo da CPU e da RAM pode ajudar a reduzir os custos da nuvem, permitindo a recuperagéo em
clusters de computacdo menores.

Onde encontrar informagdes adicionais
Para saber mais sobre as informagdes descritas neste documento, revise os seguintes documentos e/ou sites:
* Criar replicagao de volume para o Azure NetApp Files
"https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-create-peering"
* Replicagao entre regides de volumes do Azure NetApp Files

"https://learn.microsoft.com/en-us/azure/azure-netapp-files/cross-region-replication-introduction#service-
level-objectives"

* "Solucao VMware do Azure"
"https://learn.microsoft.com/en-us/azure/azure-vmware/introduction"

 Implantar e configurar o ambiente de virtualizagéo no Azure
"Configurar o AVS no Azure"

 Implantar e configurar a solugdo VMware do Azure

https://learn.microsoft.com/en-us/azure/azure-vmware/deploy-azure-vmware-solution?tabs=azure-portal
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