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Recuperacao de desastres usando BlueXP
DRaa$S

Visao geral

A recuperacao de desastres € a principal preocupacgao de todo administrador do
VMware. Como o VMware encapsula servidores inteiros em uma série de arquivos que
compdem a maquina virtual, os administradores aproveitam técnicas baseadas em
armazenamento em bloco, como clones, snapshots e réplicas, para proteger essas VMs.
Os arrays ONTAP oferecem replicacéo integrada para transferir dados de volume e,
portanto, as maquinas virtuais que residem nos LUNs de armazenamento de dados
designados, de um site para outro. O BlueXP DRaaS integra-se ao vSphere e
automatiza todo o fluxo de trabalho para failover e failback perfeitos em caso de
desastre. Ao combinar a replicagdo de armazenamento com a automacgéo inteligente, os
administradores agora tém uma maneira gerenciavel ndo apenas de configurar,
automatizar e testar planos de recuperacao de desastres, mas também os meios para
executa-los facilmente em caso de desastre.

As partes mais demoradas de um failover de DR em um ambiente VMware vSphere sédo a execucao das
etapas necessarias para inventariar, registrar, reconfigurar e ligar as VMs no site de DR. Uma solugao ideal
tem um RPO baixo (medido em minutos) e um RTO baixo (medido em minutos a horas). Um fator que muitas
vezes € negligenciado em uma solugao de DR é a capacidade de testar a solugdo de DR de forma eficiente
em um intervalo periddico.

Para arquitetar uma solugéo de DR, tenha em mente os seguintes fatores:

* O objetivo do tempo de recuperacgao (RTO). O RTO é a rapidez com que uma empresa pode se recuperar
de um desastre ou, mais especificamente, quanto tempo leva para executar o processo de recuperagéo
para tornar os servigos empresariais disponiveis novamente.

* O objetivo do ponto de recuperagao (RPO). O RPO ¢ a idade dos dados recuperados depois de terem
sido disponibilizados, em relagdo ao momento em que o desastre ocorreu.

» Escalabilidade e adaptabilidade. Esse fator inclui a capacidade de aumentar os recursos de
armazenamento gradualmente conforme a demanda aumenta.

Para mais informacgdes técnicas sobre as solugbes disponiveis, consulte:

* "DR usando BlueXP DRaaS para datastores NFS"
* "DR usando BlueXP DRaaS para datastores VMFS"

DR usando BlueXP DRaa$S para datastores NFS

Implementar a recuperacao de desastres por meio de replicacdo em nivel de bloco do
site de producao para o site de recuperacao de desastres € um método resiliente e
econdmico para proteger cargas de trabalho contra interrupgdes do site e eventos de
corrupgao de dados, como ataques de ransomware. Usando a replicagao do NetApp
SnapMirror , as cargas de trabalho do VMware em execugado em sistemas ONTAP locais



com armazenamento de dados NFS podem ser replicadas para outro sistema de
armazenamento ONTAP localizado em um datacenter de recuperagao designado onde o
VMware também esta implantado.

Esta secao do documento descreve a configuragéo do BlueXP DRaaS para configurar a recuperagao de
desastres de VMs VMware locais para outro site designado. Como parte dessa configuracao, a conta BlueXP ,
o conector BlueXP e os arrays ONTAP adicionados ao espaco de trabalho BlueXP s&do necessarios para
permitir a comunicagao do VMware vCenter com o armazenamento ONTAP . Além disso, este documento
detalha como configurar a replicagao entre sites e como configurar e testar um plano de recuperagao. A ultima
secao contém instrugdes para executar um failover completo do site e como fazer failback quando o site
principal é recuperado e comprado on-line.

Utilizando o servigo de BlueXP disaster recovery , integrado ao console NetApp BlueXP , as empresas podem
descobrir facilmente seus VMware vCenters locais e armazenamento ONTAP . As organizagbes podem entéo
criar agrupamentos de recursos, criar um plano de recuperagéo de desastres, associa-lo a grupos de recursos
e testar ou executar failover e failback. O SnapMirror fornece replicacao de bloco em nivel de armazenamento
para manter os dois sites atualizados com alteragdes incrementais, resultando em um Objetivo de Ponto de
Recuperagéo (RPO) de até 5 minutos. Além disso, é possivel simular procedimentos de recuperagéo de
desastres sem afetar a produgao ou incorrer em custos adicionais de armazenamento.

A BlueXP disaster recovery utiliza a tecnologia FlexClone da ONTAP para criar uma cépia com eficiéncia de
espaco do armazenamento de dados NFS a partir do ultimo Snapshot replicado no site de recuperacao de
desastres. Apds concluir o teste de recuperagao de desastres, os clientes podem excluir facilmente o
ambiente de teste sem afetar os recursos de produgéao replicados reais. Em caso de failover real, o servigo de
BlueXP disaster recovery orquestra todas as etapas necessarias para colocar automaticamente as maquinas
virtuais protegidas no site de recuperagao de desastres designado com apenas alguns cliques. O servigo
também revertera o relacionamento do SnapMirror com o site principal e replicara quaisquer alteragées do
secundario para o primario para uma operacao de failback, quando necessario. Todos esses recursos custam
uma fragdo do prego de outras alternativas conhecidas.
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Comegando
Para comecar a BlueXP disaster recovery, use o console do BlueXP e acesse o servigo.
1. Faca login no BlueXP.

2. Na navegagao a esquerda do BlueXP , selecione Protecdo > Recuperagao de desastres.

3. O painel de BlueXP disaster recovery é exibido.
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Antes de configurar o plano de recuperagao de desastres, certifique-se de que os seguintes pré-requisitos
sejam atendidos:
* O BlueXP Connector é configurado no NetApp BlueXP.

* Ainstancia do conector BlueXP tem conectividade com os sistemas de armazenamento e vCenter de
origem e destino.

¢ Cluster NetApp Data ONTAP para fornecer armazenamento de dados NFS.

* Os sistemas de armazenamento NetApp locais que hospedam datastores NFS para VMware sao
adicionados no BlueXP.

* Aresolugdo de DNS deve estar em vigor ao usar nomes DNS. Caso contrario, use enderecgos IP para o
vCenter.

» Areplicagdo do SnapMirror é configurada para os volumes de armazenamento de dados baseados em
NFS designados.

« Certifique-se de que o ambiente tenha versdes compativeis dos servidores vCenter Server e ESXi.

Depois que a conectividade for estabelecida entre os sites de origem e destino, prossiga com as etapas de
configuracéo, que devem levar alguns cliques e cerca de 3 a 5 minutos.

A NetApp recomenda implantar o conector BlueXP no site de destino ou em um terceiro site,
@ para que o conector BlueXP possa se comunicar pela rede com os recursos de origem e
destino.
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Configuragao de BlueXP disaster recovery

O primeiro passo na preparagao para a recuperagao de desastres & descobrir e adicionar os recursos de
armazenamento e vCenter locais a BlueXP disaster recovery.

Abra o console BlueXP e selecione Prote¢ao > Recuperagao de desastres na navegagao a esquerda.
Selecione Descobrir servidores vCenter ou use o menu superior, selecione Sites > Adicionar > Adicionar
vCenter.
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Adicione as seguintes plataformas:

* Fonte. vCenter local.
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Depois que os vCenters sao adicionados, a descoberta automatizada é acionada.



Configurando a replicagao de armazenamento entre a matriz do site de origem e a
matriz do site de destino

O SnapMirror fornece replicagao de dados em um ambiente NetApp . Construida com base na tecnologia
NetApp Snapshot, a replicacdo SnapMirror € extremamente eficiente porque replica apenas os blocos que
foram alterados ou adicionados desde a atualizagéo anterior. O SnapMirror é facilmente configurado usando o
NetApp OnCommand System Manager ou o ONTAP CLI. O BlueXP DRaaS também cria o relacionamento
SnapMirror , desde que o cluster e o peering SVM sejam configurados previamente.

Para casos em que o armazenamento primario nao & completamente perdido, o SnapMirror fornece um meio
eficiente de ressincronizar os sites primario e de DR. O SnapMirror pode ressincronizar os dois sites,
transferindo apenas dados alterados ou novos de volta para o site principal a partir do site de DR,
simplesmente invertendo os relacionamentos do SnapMirror . Isso significa que os planos de replicagdo no
BlueXP DRaaS podem ser ressincronizados em qualquer diregdo apds um failover sem recopiar o volume
inteiro. Se um relacionamento for ressincronizado na diregédo reversa, somente os novos dados que foram
gravados desde a ultima sincronizagdo bem-sucedida da copia do Snapshot serédo enviados de volta ao
destino.

Se o relacionamento do SnapMirror ja estiver configurado para o volume via CLI ou System
@ Manager, o BlueXP DRaaS assume o relacionamento e continua com o restante das operagoes
de fluxo de trabalho.

Como configura-lo para recuperagao de desastres do VMware

O processo para criar a replicagdo do SnapMirror permanece o mesmo para qualquer aplicativo. O processo
pode ser manual ou automatizado. A maneira mais facil € aproveitar o BlueXP para configurar a replicagdo do
SnapMirror usando o simples recurso de arrastar e soltar do sistema ONTAP de origem no ambiente para o
destino para acionar o assistente que orienta o restante do processo.
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O BlueXP DRaaS também pode automatizar o mesmo, desde que os dois critérios a seguir sejam atendidos:



* Os clusters de origem e destino t€m um relacionamento de pares.

* O SVM de origem e o SVM de destino tém um relacionamento de mesmo nivel.

M NetApp  BluexP "G S et ) T e | % @ ©
- Add replication plan o | WCHITET RaFvETS (=) Appincatio E Rt €& maEping & | Rer s 5 | FEvanw
o Faicer Mappmgs
L}
Gompute resoiates -] Wapped
o
[c1] Wirtiasl natwatis Mappad
: Wirtiaal machines { Wagped
Datsstores
AP for 58 gatsatoias it ) el coun b @l dataciahil
Source datrsiore Tarped datesiorn
e WFE DSOY feven WSS HFS_DS0S] Se MFS_[rS jwrm_nim_ntioSeg, MFS_IS0E CF) Tranuler soheduls )
wnitly, 8
Se o relacionamento do SnapMirror ja estiver configurado para o volume via CLI, o BlueXP
@ DRaaS assume o relacionamento e continua com o restante das operacdes de fluxo de
trabalho.

O que a BlueXP disaster recovery pode fazer por vocé?

Depois que os sites de origem e destino sdo adicionados, a BlueXP disaster recovery executa a descoberta
profunda automatica e exibe as VMs junto com os metadados associados. A BlueXP disaster recovery
também detecta automaticamente as redes e os grupos de portas usados pelas VMs e os preenche.
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Depois que os sites forem adicionados, as VMs podem ser agrupadas em grupos de recursos. Os grupos de
recursos de BlueXP disaster recovery permitem que vocé agrupe um conjunto de VMs dependentes em
grupos légicos que contém suas ordens de inicializagao e atrasos de inicializagao que podem ser executados
na recuperagao. Para comecgar a criar grupos de recursos, navegue até Grupos de recursos e clique em
Criar novo grupo de recursos.
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CD O grupo de recursos também pode ser criado durante a criagdo de um plano de replicagéo.

A ordem de inicializagdo das VMs pode ser definida ou modificada durante a criagdo de grupos de recursos
usando um mecanismo simples de arrastar e soltar.
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Depois que os grupos de recursos forem criados, a proxima etapa é criar o projeto de execugdo ou um plano
para recuperar maquinas virtuais e aplicativos em caso de desastre. Conforme mencionado nos pré-
requisitos, a replicagédo do SnapMirror pode ser configurada antecipadamente ou o DRaaS pode configura-la
usando o RPO e a contagem de retengéo especificados durante a criagao do plano de replicagao.
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Configure o plano de replicagao selecionando as plataformas vCenter de origem e destino no menu suspenso
e escolha os grupos de recursos a serem incluidos no plano, juntamente com o agrupamento de como os
aplicativos devem ser restaurados e ligados e 0 mapeamento de clusters e redes. Para definir o plano de
recuperacao, navegue até a guia Plano de Replicagao e clique em Adicionar Plano.

Primeiro, selecione o vCenter de origem e depois selecione o vCenter de destino.
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O proximo passo € selecionar grupos de recursos existentes. Se nenhum grupo de recursos for criado, o
assistente ajudara a agrupar as maquinas virtuais necessarias (basicamente, criar grupos de recursos
funcionais) com base nos objetivos de recuperagao. Isso também ajuda a definir a sequéncia de operagéo de
como as maquinas virtuais do aplicativo devem ser restauradas.
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O grupo de recursos permite definir a ordem de inicializagao usando a funcionalidade de

(D arrastar e soltar. Ele pode ser usado para modificar facilmente a ordem em que as VMs serao

ligadas durante o processo de recuperagao.
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@ Cada maquina virtual dentro de um grupo de recursos é iniciada em sequéncia com base na
ordem. Dois grupos de recursos s&o iniciados em paralelo.

A captura de tela abaixo mostra a opcao de filtrar maquinas virtuais ou armazenamentos de dados especificos
com base em requisitos organizacionais, caso 0s grupos de recursos nao sejam criados previamente.
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Depois que os grupos de recursos forem selecionados, crie os mapeamentos de failover. Nesta etapa,
especifique como os recursos do ambiente de origem sdo mapeados para o destino. Isso inclui recursos de
computacédo e redes virtuais. Personalizacéo de IP, pré e pds-scripts, atrasos de inicializagdo, consisténcia de
aplicativos e assim por diante. Para obter informagdes detalhadas, consulte"Crie um plano de replicacao" .
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Por padrdo, os mesmos parametros de mapeamento sdo usados para operacgoes de teste e
CD failover. Para definir mapeamentos diferentes para o ambiente de teste, selecione a opgao

Mapeamento de teste depois de desmarcar a caixa de selegao, conforme mostrado abaixo:
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Quando o mapeamento de recursos estiver concluido, clique em Avangar.
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Selecione o tipo de recorréncia. Em palavras simples, selecione Migrar (migragdo unica usando failover) ou a
opcao de replicacao continua recorrente. Neste passo a passo, a op¢ao Replicar esta selecionada.
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Uma vez concluido, revise os mapeamentos criados e clique em Adicionar plano.

VMs de diferentes volumes e SVMs podem ser incluidas em um plano de replicagéo.
@ Dependendo do posicionamento da VM (seja no mesmo volume ou em volumes separados

dentro da mesma SVM, volumes separados em SVMs diferentes), a BlueXP disaster recovery
cria um instantaneo de grupo de consisténcia.
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O BlueXP DRaaS consiste nos seguintes fluxos de trabalho:

« Teste de failover (incluindo simulagdes automatizadas periédicas)

Teste de failover de limpeza
* Failover

e Failback
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Teste de failover

O failover de teste no BlueXP DRaaS é um procedimento operacional que permite que os administradores do
VMware validem totalmente seus planos de recuperagao sem interromper seus ambientes de producgao.
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O BlueXP DRaaS incorpora a capacidade de selecionar o snapshot como um recurso opcional na operagao
de failover de teste. Esse recurso permite que o administrador do VMware verifique se quaisquer alteracoes
feitas recentemente no ambiente sao replicadas no site de destino e, portanto, estdo presentes durante o
teste. Essas mudancas incluem patches para o sistema operacional convidado da VM

M MetApp  BlueXP T — e i i
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16



Quando o administrador do VMware executa uma operagao de failover de teste, o BlueXP DRaaS automatiza
as seguintes tarefas:

» Acionar relacionamentos do SnapMirror para atualizar o armazenamento no site de destino com quaisquer
alteracoes recentes feitas no site de producéo.

* Criagao de volumes NetApp FlexClone dos volumes FlexVol no array de armazenamento DR.

» Conectando os datastores NFS nos volumes FlexClone aos hosts ESXi no site de DR.

» Conectando os adaptadores de rede da VM a rede de teste especificada durante o mapeamento.

* Reconfigurando as configura¢des de rede do sistema operacional convidado da VM, conforme definido
para a rede no site de DR.

» Executar quaisquer comandos personalizados que tenham sido armazenados no plano de replicagao.

* Ligar as VMs na ordem definida no plano de replicagao.

vSphare Chant

Slarage

Operacao de teste de failover de limpeza

A operacao de teste de failover de limpeza ocorre apds a concluséo do teste do plano de replicacéo e o
administrador do VMware responde ao prompt de limpeza.
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Esta agéo redefinira as maquinas virtuais (VMs) e o status do plano de replicagéo para o estado pronto.

Quando o administrador do VMware executa uma operagao de recuperacao, o BlueXP DRaaS conclui o
seguinte processo:

1. Ele desliga cada VM recuperada na copia do FlexClone que foi usada para teste.

2. Ele exclui o volume FlexClone que foi usado para apresentar as VMs recuperadas durante o teste.

Migracao planejada e failover

O BlueXP DRaaS tem dois métodos para executar um failover real: migragédo planejada e failover. O primeiro
método, migragdo planejada, incorpora o desligamento da VM e a sincronizagéo da replicagao do
armazenamento no processo para recuperar ou mover efetivamente as VMs para o site de destino. A
migracéo planejada requer acesso ao site de origem. O segundo método, failover, € um failover planejado/néao
planejado no qual as VMs séo recuperadas no site de destino a partir do ultimo intervalo de replicagédo de
armazenamento que foi concluido. Dependendo do RPO que foi projetado na solugéo, alguma perda de dados
pode ser esperada no cenario de DR.

18



M NetApp  Bluakp (3 Euedi ——

- (f) Disaster recovery Duaskboard Ties Replication plans RE$oucs grouas Jevh rresniboaineg Frew trial (57 dayn laft) - View daialls | -
-]

1 s o I
L

Bamord SHGTIRE gty Pepmsty rerCumater Damctd SOSGANG Heplcats remiema e

Wiw pelan getady
. Ty compliance checik

Tkt 1Rs0vEF

Ecit echudules
Tase wrapshal now

[hsable

Dreletn

Quando o administrador do VMware executa uma operacao de failover, o BlueXP DRaaS automatiza as
seguintes tarefas:

* Interrompa e faga failover dos relacionamentos do NetApp SnapMirror .

» Conecte os datastores NFS replicados aos hosts ESXi no site de DR.

» Conecte os adaptadores de rede da VM a rede do site de destino apropriada.

* Reconfigure as configuragdes de rede do sistema operacional convidado da VM, conforme definido para a
rede no site de destino.

» Execute quaisquer comandos personalizados (se houver) que tenham sido armazenados no plano de
replicagao.

* Ligue as VMs na ordem definida no plano de replicagao.
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Failback

Um failback € um procedimento opcional que restaura a configuragéo original dos sites de origem e destino
apds uma recuperacgao.
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Os administradores do VMware podem configurar e executar um procedimento de failback quando estiverem
prontos para restaurar servigos no site de origem original.

NOTA: O BlueXP DRaasS replica (ressincroniza) quaisquer alteragdes de volta para a maquina virtual de
origem antes de reverter a direcao da replicagdo. Esse processo comega com um relacionamento que
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concluiu o failover para um alvo e envolve as seguintes etapas:

» Desligue e cancele o registro das maquinas virtuais € os volumes no site de destino serdo desmontados.
* Interrompa o relacionamento SnapMirror na fonte original para torna-lo de leitura/gravagao.

» Ressincronize o relacionamento do SnapMirror para reverter a replicagao.

* Monte o volume na origem, ligue e registre as maquinas virtuais de origem.

Para obter mais detalhes sobre como acessar e configurar o BlueXP DRaasS, consulte 0"Saiba mais sobre o
BlueXP Disaster Recovery para VMware" .

Monitoramento e Painel

No BlueXP ou no ONTAP CLI, vocé pode monitorar o status de integridade da replicagéo para os volumes de
armazenamento de dados apropriados, e o status de um failover ou failover de teste pode ser rastreado por
meio do Monitoramento de tarefas.
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Com o painel de BlueXP disaster recovery , avalie com confianga o status dos sites de recuperagao de
desastres e dos planos de replicacdo. Isso permite que os administradores identifiquem rapidamente sites e
planos saudaveis, desconectados ou degradados.
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Isso fornece uma solucao poderosa para lidar com um plano de recuperacao de desastres personalizado e
personalizado. O failover pode ser feito como failover planejado ou failover com o clique de um botdo quando
ocorre um desastre e é tomada a decisao de ativar o site de DR.

Para saber mais sobre esse processo, fique a vontade para seguir o video passo a passo detalhado ou usar
o"simulador de solugdes" .

DR usando BlueXP DRaaS para datastores VMFS

A recuperacao de desastres usando replicacdo em nivel de bloco do site de produgao
para o site de recuperacao de desastres € uma maneira resiliente e econémica de
proteger as cargas de trabalho contra interrupgdes do site e eventos de corrupgéo de
dados, como ataques de ransomware. Com a replicagao do NetApp SnapMirror , as
cargas de trabalho do VMware em execugédo em sistemas ONTAP locais usando o
repositério de dados VMFS podem ser replicadas para outro sistema de armazenamento
ONTAP em um datacenter de recuperacao designado onde o VMware reside.

Esta secao do documento descreve a configuragéo do BlueXP DRaaS para configurar a recuperagao de
desastres de VMs VMware locais para outro site designado. Como parte dessa configuragéo, a conta BlueXP ,
o conector BlueXP e os arrays ONTAP adicionados ao espaco de trabalho BlueXP s&do necessarios para
permitir a comunicagdo do VMware vCenter com o armazenamento ONTAP . Além disso, este documento
detalha como configurar a replicagao entre sites e como configurar e testar um plano de recuperagao. A ultima
secao contém instrugdes para executar um failover completo do site e como fazer failback quando o site
principal é recuperado e comprado on-line.

Usando o servigo de BlueXP disaster recovery , que é integrado ao console NetApp BlueXP , os clientes
podem descobrir seus VMware vCenters locais junto com o armazenamento ONTAP , criar agrupamentos de
recursos, criar um plano de recuperagao de desastres, associa-lo a grupos de recursos e testar ou executar
failover e failback. O SnapMirror fornece replicacao de bloco em nivel de armazenamento para manter os dois
sites atualizados com alterag¢des incrementais, resultando em um RPO de até 5 minutos. Também é possivel
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simular procedimentos de DR como um exercicio regular sem impactar a produgéo e os armazenamentos de
dados replicados ou incorrer em custos adicionais de armazenamento. A BlueXP disaster recovery aproveita a
tecnologia FlexClone da ONTAP para criar uma copia com eficiéncia de espag¢o do armazenamento de dados
VMFS a partir do ultimo Snapshot replicado no site de DR. Apds a conclusao do teste de DR, os clientes
podem simplesmente excluir o ambiente de teste, novamente sem qualquer impacto nos recursos de
producao replicados reais. Quando houver necessidade (planejada ou n&o) de failover real, com apenas
alguns cliques, o servigo de BlueXP disaster recovery orquestrara todas as etapas necessarias para colocar
automaticamente as maquinas virtuais protegidas no site de recuperagao de desastres designado. O servigo
também revertera o relacionamento do SnapMirror com o site principal e replicara quaisquer alteragées do
secundario para o primario para uma operacgao de failback, quando necessario. Tudo isso pode ser alcangado
com uma fragdo do custo em comparagao a outras alternativas bem conhecidas.

i
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Comecgando

Para comecar a BlueXP disaster recovery, use o console do BlueXP e acesse o servigo.

1. Faga login no BlueXP.
2. Na navegagao a esquerda do BlueXP , selecione Protecédo > Recuperacéo de desastres.

3. O painel de BlueXP disaster recovery é exibido.
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Antes de configurar o plano de recuperagao de desastres, certifique-se de que os seguintes pré-requisitos
sejam atendidos:
* O BlueXP Connector é configurado no NetApp BlueXP. O conector deve ser implantado no AWS VPC.

* Ainstancia do conector BlueXP tem conectividade com os sistemas de armazenamento e vCenter de
origem e destino.

» Os sistemas de armazenamento NetApp locais que hospedam datastores VMFS para VMware sao
adicionados no BlueXP.

* Aresolugdo de DNS deve estar em vigor ao usar nomes DNS. Caso contrario, use enderegos IP para o
vCenter.

* Areplicagao do SnapMirror é configurada para os volumes de armazenamento de dados baseados em
VMFS designados.

Depois que a conectividade for estabelecida entre os sites de origem e destino, prossiga com as etapas de
configuragéo, que devem levar de 3 a 5 minutos.

A NetApp recomenda implantar o conector BlueXP no site de recuperagao de desastres ou em
um terceiro site, para que o conector BlueXP possa se comunicar pela rede com recursos de
origem e destino durante interrupgdes reais ou desastres naturais.
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O suporte para datastores VMFS locais para locais esta em fase de pré-visualizagdo de
tecnologia no momento da redagao deste documento. O recurso € suportado por
armazenamentos de dados VMFS baseados nos protocolos FC e ISCSI.

Configuragcao de BlueXP disaster recovery

O primeiro passo na preparagao para a recuperagao de desastres é descobrir e adicionar os recursos de
armazenamento e vCenter locais a BlueXP disaster recovery.

®

Garanta que os sistemas de armazenamento ONTAP sejam adicionados ao ambiente de
trabalho dentro do canvas. Abra o console BlueXP e selecione Prote¢dao > Recuperagao de
desastres na navegacgéao a esquerda. Selecione Descobrir servidores vCenter ou use o menu
superior, selecione Sites > Adicionar > Adicionar vCenter.
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Depois que os vCenters sdo adicionados, a descoberta automatizada é acionada.

Configurando a replicagcao de armazenamento entre o site de origem e o de destino

O SnapMirror usa snapshots ONTAP para gerenciar a transferéncia de dados de um local para outro.
Inicialmente, uma copia completa baseada em um instantaneo do volume de origem é copiada para o destino
para executar uma sincronizacdo de linha de base. A medida que ocorrem alteracdes de dados na origem, um
novo instantaneo é criado e comparado ao instantdneo de base. Os blocos que foram alterados sao entéao
replicados para o destino, com o instantdneo mais recente se tornando a linha de base atual ou o instantaneo
comum mais recente. Isso permite que o processo seja repetido e atualizagdes incrementais sejam enviadas
ao destino.

Quando um relacionamento SnapMirror € estabelecido, o volume de destino fica em um estado somente
leitura online e, portanto, ainda esta acessivel. O SnapMirror funciona com blocos fisicos de armazenamento,
em vez de em um arquivo ou outro nivel logico. Isso significa que o volume de destino € uma réplica idéntica
da origem, incluindo instantaneos, configuragdes de volume, etc. Se os recursos de eficiéncia de espago do
ONTAP , como compactagao de dados e desduplicacéo de dados, estiverem sendo usados pelo volume de
origem, o volume replicado mantera essas otimizagoes.

Interromper o relacionamento do SnapMirror torna o volume de destino gravavel e normalmente seria usado
para executar um failover quando o SnapMirror estiver sendo usado para sincronizar dados com um ambiente
de DR. O SnapMirror é sofisticado o suficiente para permitir que os dados alterados no site de failover sejam
ressincronizados de forma eficiente de volta ao sistema primario, caso ele volte a ficar on-line posteriormente,
e entao permitir que o relacionamento original do SnapMirror seja restabelecido.

Como configura-lo para recuperagao de desastres do VMware

O processo para criar a replicacao do SnapMirror permanece o0 mesmo para qualquer aplicativo. O processo
pode ser manual ou automatizado. A maneira mais facil € aproveitar o BlueXP para configurar a replicagdo do
SnapMirror usando o simples recurso de arrastar e soltar do sistema ONTAP de origem no ambiente para o
destino para acionar o assistente que orienta o restante do processo.

27



o | M % @ O

- ) Canvas My wOriing preoreTiReay Lty extaie 5 0o tn Tabutsr View
o ,.-":J‘\I HTRPETE_Src
= Add Weaing Ereiranman () Enatie Servees. 0 Iki./'
= = Om
L
CATARLS
Lo
Lo Urge=iund GHTAD
L
& SERVICES
- . —_
& oy Backup end 65 34aa
Faphias (&) :
ol o \SF  Peomeny Drgresai Dala
» O
4
§ v Rrars s
J Armaran B3 - Wpne Enia
: Erinbin F sbrvicn o -
\ " s (&Y Teng On
o 2 __-_"“_-I [ Tiered Sits

WEASgs, 1

waaTm

O BlueXP DRaaS também pode automatizar o mesmo, desde que os dois critérios a seguir sejam atendidos:

» Os clusters de origem e destino tém um relacionamento de pares.

* O SVM de origem e o0 SVM de destino tém um relacionamento de mesmo nivel.
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Se o relacionamento do SnapMirror ja estiver configurado para o volume via CLI, o BlueXP
DRaaS assume o relacionamento e continua com o restante das operagdes de fluxo de
trabalho.
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Além das abordagens acima, a replicagdo do SnapMirror também pode ser criada via ONTAP

@ CLI ou System Manager. Independentemente da abordagem usada para sincronizar os dados
usando o SnapMirror, o BlueXP DRaaS orquestra o fluxo de trabalho para operagées de
recuperacao de desastres eficientes e continuas.

O que a BlueXP disaster recovery pode fazer por vocé?

Depois que os sites de origem e destino sdo adicionados, a BlueXP disaster recovery executa a descoberta
profunda automatica e exibe as VMs junto com os metadados associados. A BlueXP disaster recovery
também detecta automaticamente as redes e os grupos de portas usados pelas VMs e os preenche.
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Depois que os sites forem adicionados, as VMs podem ser agrupadas em grupos de recursos. Os grupos de
recursos de BlueXP disaster recovery permitem que vocé agrupe um conjunto de VMs dependentes em
grupos légicos que contém suas ordens de inicializagéo e atrasos de inicializagdo que podem ser executados
na recuperagao. Para comegar a criar grupos de recursos, navegue até Grupos de recursos e clique em
Criar novo grupo de recursos.
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CD O grupo de recursos também pode ser criado durante a criagdo de um plano de replicagéo.

A ordem de inicializagdo das VMs pode ser definida ou modificada durante a criagdo de grupos de recursos
usando um mecanismo simples de arrastar e soltar.
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Depois que os grupos de recursos forem criados, a proxima etapa € criar o projeto de execugédo ou um plano
para recuperar maquinas virtuais e aplicativos em caso de desastre. Conforme mencionado nos pré-
requisitos, a replicagédo do SnapMirror pode ser configurada antecipadamente ou o DRaaS pode configura-la
usando o RPO e a contagem de retencéo especificados durante a criagdo do plano de replicagao.
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Configure o plano de replicagao selecionando as plataformas vCenter de origem e destino no menu suspenso
e escolha os grupos de recursos a serem incluidos no plano, juntamente com o agrupamento de como os
aplicativos devem ser restaurados e ligados e o mapeamento de clusters e redes. Para definir o plano de
recuperacao, navegue até a guia Plano de Replicagédo e clique em Adicionar Plano.

Primeiro, selecione o vCenter de origem e depois selecione o vCenter de destino.
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O proximo passo é selecionar grupos de recursos existentes. Se nenhum grupo de recursos for criado, o
assistente ajudara a agrupar as maquinas virtuais necessarias (basicamente, criar grupos de recursos
funcionais) com base nos objetivos de recuperagao. Isso também ajuda a definir a sequéncia de operacao de
como as maquinas virtuais do aplicativo devem ser restauradas.

M NetApDp BluaXP O EuskP Seach
- Add replcation plan =) wCEnkee servei u Appacabinng (3] Resouos napping A ) Becesrence |5 R
L]
{858 ; () Pravenie

v __..z-....--__ '.__\ J  mamarraledd
o
]

vitusl machires @ Resioce groups Salecied resourcs Groulrs 10 Ingiicate
& Q Seiected resource group (1)

E RGET [eree R TS ] ®

[ B DesoRGusFsnl
O grupo de recursos permite definir a ordem de inicializagdo usando a funcionalidade de

@ arrastar e soltar. Ele pode ser usado para modificar facilmente a ordem em que as VMs serao

ligadas durante o processo de recuperagao.
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@ Cada maquina virtual dentro de um grupo de recursos é iniciada em sequéncia com base na
ordem. Dois grupos de recursos s&o iniciados em paralelo.

A captura de tela abaixo mostra a opcao de filtrar maquinas virtuais ou armazenamentos de dados especificos
com base em requisitos organizacionais, caso 0s grupos de recursos nao sejam criados previamente.
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Depois que os grupos de recursos forem selecionados, crie os mapeamentos de failover. Nesta etapa,
especifique como os recursos do ambiente de origem sdo mapeados para o destino. Isso inclui recursos de
computacédo e redes virtuais. Personalizacéo de IP, pré e pds-scripts, atrasos de inicializagdo, consisténcia de
aplicativos e assim por diante. Para obter informagdes detalhadas, consulte"Crie um plano de replicacao" .

33


https://docs.netapp.com/us-en/bluexp-disaster-recovery/use/drplan-create.html#map-source-resources-to-the-target

- Add replication pdan F e e « | hpplcatorn ohmndr-mnq & Recuracce B | Mpwims
[5] LS FPAT AN
L ' sdSrTnn P oot @
ﬂ‘ Bl * e 3n Wt
e Une e wrne redestiah 850 el Wikid
Fid Wt nmrw el hie w8 Vb
a
Loures Wil EPUa PP Boot Aelsgiren Crasse spoddation Heriph
Dt 1 @il 153) COE | T DS ﬂ
Do
M Derratia ] & =n o [ ]
1) _ Dhprrade ) & (=] -] L)
$_Caraha T 2 'y o) = -] oy
Por padrdo, os mesmos parametros de mapeamento sdo usados para operagdes de teste e
failover. Para aplicar mapeamentos diferentes para o ambiente de teste, selecione a opgao
Mapeamento de teste depois de desmarcar a caixa de selegao, conforme mostrado abaixo:
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Quando o mapeamento de recursos estiver concluido, clique em Avangar.
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Selecione o tipo de recorréncia. Em palavras simples, selecione Migrar (migragdo unica usando failover) ou a
opcao de replicagao continua recorrente. Neste passo a passo, a opg¢ao Replicar esta selecionada.
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Uma vez concluido, revise os mapeamentos criados e clique em Adicionar plano.
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Depois que o plano de replicagao for criado, o failover podera ser executado dependendo dos requisitos,
selecionando a opgéo failover, a opgao test-failover ou a opgao migrate. A BlueXP disaster recovery garante
que o processo de replicagao seja executado de acordo com o plano a cada 30 minutos. Durante as opgdes
de failover e teste-failover, vocé pode usar a cépia mais recente do SnapMirror Snapshot ou selecionar uma
copia especifica do Snapshot de uma coépia pontual do Snapshot (conforme a politica de retengdo do
SnapMirror). A opgao de momento especifico pode ser muito util se houver um evento de corrupgao, como um
ransomware, em que as réplicas mais recentes ja estdo comprometidas ou criptografadas. A BlueXP disaster
recovery mostra todos os pontos de recuperagao disponiveis.
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Para acionar o failover ou testar o failover com a configuragdo especificada no plano de replicagéo, clique em
Failover ou Testar failover.
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O que acontece durante uma operacgao de failover ou failover de teste?
Durante uma operacéo de failover de teste, a BlueXP disaster recovery cria um volume FlexClone no sistema

de armazenamento ONTAP de destino usando a cépia mais recente do Snapshot ou um snapshot selecionado
do volume de destino.
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Uma operagao de failover de teste cria um volume clonado no sistema de armazenamento
ONTAP de destino.

Executar uma operacgéo de recuperagao de teste ndo afeta a replicacdo do SnapMirror .
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Durante o processo, a BlueXP disaster recovery ndo mapeia o volume de destino original. Em vez disso, ele
cria um novo volume FlexClone a partir do Snapshot selecionado e um armazenamento de dados temporario
que faz o backup do volume FlexClone é mapeado para os hosts ESXi.
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Quando a operacgao de failover de teste for concluida, a operagao de limpeza podera ser acionada usando
"Limpar teste de failover". Durante esta operagao, a BlueXP disaster recovery destroi o volume FlexClone
que foi usado na operagao.

No caso de ocorrer um desastre real, a BlueXP disaster recovery executa as seguintes etapas:

1. Quebra o relacionamento SnapMirror entre os sites.

2. Monta o volume do armazenamento de dados VMFS apés a resignagéo para uso imediato.
3. Registre as VMs

4. Ligar VMs

39



R NetApp Blue)p

=
-]
v Fadlover: DemoRPYMFS03
& + DR Faliower Target Start
Bragking Snagllsror rmlaliohalap for vollame - Sre_ 061 BS0E. Using arapahal id Bafl \dab-
& Bfcd-4thI-bose—chelfledcSasd

Mesahlieg valurme - Gre_ISCH_DEOY - in dwisstons - See _J0CS1 D03

Pagedtaring Vil - ISCE Demy il

Fegarering Vi - S8 Dm0l

Fagaterng Vi - SC81_Demovii

Regesbaring Vi - I5C81_ Demml 08

Powering on Y - (S05_Demad 0

Depois que o site principal estiver instalado e funcionando, a BlueXP disaster recovery habilitara a
ressincronizacao reversa para o SnapMirror e habilitara o failback, que novamente pode ser executado com o
clique de um bot&o.
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E se a opgéo de migracgéo for escolhida, ela sera considerada um evento de failover planejado. Nesse caso,
uma etapa adicional é acionada, que € desligar as maquinas virtuais no site de origem. O restante das etapas
permanece o mesmo do evento de failover.

No BlueXP ou no ONTAP CLI, vocé pode monitorar o status de integridade da replicagao para os volumes de
armazenamento de dados apropriados, e o status de um failover ou failover de teste pode ser rastreado por
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Isso fornece uma solugéo poderosa para lidar com um plano de recuperagéo de desastres personalizado e
personalizado. O failover pode ser feito como failover planejado ou failover com o clique de um botdo quando
ocorre um desastre e € tomada a decisao de ativar o site de DR.

Para saber mais sobre esse processo, fique a vontade para seguir o video passo a passo detalhado ou usar
o"simulador de solugbes" .
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