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Comecar

Solucoes NetApp Hybrid Multicloud para cargas de trabalho
do Red Hat OpenShift Container

A NetApp esta observando um aumento significativo de clientes modernizando seus
aplicativos empresariais legados e criando novos aplicativos usando contéineres e
plataformas de orquestracao criadas em torno do Kubernetes. O Red Hat OpenShift
Container Platform € um exemplo que vemos adotado por muitos de nossos clientes.

Visao geral

A medida que mais e mais clientes comecam a adotar contéineres em suas empresas, a NetApp esta
perfeitamente posicionada para ajudar a atender as necessidades de armazenamento persistente de seus
aplicativos com estado e as necessidades classicas de gerenciamento de dados, como protecédo de dados,
seguranca de dados e migragédo de dados. No entanto, essas necessidades s&o atendidas por meio de
diferentes estratégias, ferramentas e métodos.

As opgdes de armazenamento baseadas em NetApp ONTAP listadas abaixo oferecem segurancga, protecao
de dados, confiabilidade e flexibilidade para contéineres e implantacées do Kubernetes.
* Armazenamento autogerenciado no local:

o Armazenamento conectado a estrutura NetApp (FAS ), matrizes FAS All Flash NetApp ( AFF), matriz
All SAN NetApp (ASA) e ONTAP Select

* Armazenamento gerenciado pelo provedor no local:
> O NetApp Keystone fornece armazenamento como servigo (STaaS)
* Armazenamento autogerenciado na nuvem:

> O NetApp Cloud Volumes ONTAP(CVO) fornece armazenamento autogerenciado em
hiperescaladores

* Armazenamento gerenciado pelo provedor na nuvem:

o Amazon FSx for NetApp ONTAP, Azure NetApp Files e Google Cloud NetApp Volumes fornecem
armazenamento baseado em arquivos na nuvem.



ONTAP feature highlights

]

Storage Administration

+ ONTAP CLI & API
= System Manager & BlueXP

+ Multi-tenancy
« FlexVol & FlexGroup
+ LUN

« FlexCache

Performance & Scalability

+ nconnect, session trunking,
multipathing

« SnapShot & SnapRestore + SnapMirror Cloud

* SnapMirror

» FlexClone + Scale-out clusters
* Quotas
Availability & Resilience Access Protocols
= Multi-AZ HA deployment + SnapMirror Business Continuity NFS —v3, v4, v4.1, v4.2 - isCsl
(MetroCluster)
SMB - v2, v3 Multi-protocol access

Storage Efficiency

+ Deduplication & Compression Thin provisioning

Compaction Data Tiering (Fabric Pool)

Security & Compliance

Fpolicy & Vscan LDAP & Kerberos

Active Directory integration Certificate based authentication

* O NetApp BlueXP** permite que vocé gerencie todos os seus ativos de armazenamento e dados a partir

de um Unico plano de controle/interface.

Vocé pode usar o BlueXP para criar e administrar armazenamento em nuvem (por exemplo, Cloud Volumes
ONTAP e Azure NetApp Files), para mover, proteger e analisar dados e para controlar muitos dispositivos de

armazenamento locais e de ponta.

* NetApp Trident** € um orquestrador de armazenamento compativel com CSI que permite o consumo
rapido e facil de armazenamento persistente apoiado por uma variedade de opgdes de armazenamento
NetApp mencionadas acima. E um software de codigo aberto mantido e suportado pela NetApp.

Astra Trident CSI feature highlights

CSl specific
CSI NetApp® Snapshot™ copies and volume creation from CS| Snapshot
coples
CSl topology

Volume expansion

Security
Dynamic-export policy management
iSCSl| initiator-groups dynamic management

iSCSI bidirectional CHAP

Control

+ Storage and performance *  Volume Import
consumption
* Cross Namespace Volume

+ Monitoring Access

Installation methods

Binary *  Operator

Helm chart GitCps

Choose your access mode
* RWO (ReadWriteOnce, i.e 1¢1) + RWOP (ReadWriteOnce POD)
+ RWX (ReadWriteMany, i.e 1¢»n)

* ROX (ReadOnlyMany)

Choose your protocol
NFS
SMB

iSCSI




Cargas de trabalho de contéineres criticas aos negdécios precisam de mais do que apenas volumes
persistentes. Seus requisitos de gerenciamento de dados também exigem protegédo e migragéo dos objetos do
aplicativo Kubernetes.

Os dados do aplicativo incluem objetos do Kubernetes, além dos dados do usuario. Alguns
exemplos séo os seguintes: - objetos do Kubernetes, como especificagbes de pods, PVCs,

@ implantagdes, servigos - objetos de configuragéo personalizados, como mapas de configuragao
e segredos - dados persistentes, como copias de snapshot, backups, clones - recursos
personalizados, como CRs e CRDs

* NetApp Trident Protect*™, disponivel como um software gratuito e de codigo aberto mantido pela NetApp,
fornece recursos avangados de gerenciamento de dados de aplicativos que aprimoram a funcionalidade e
a disponibilidade de aplicativos Kubernetes com estado, apoiados pelos sistemas de armazenamento
NetApp ONTAP e pelo provisionador de armazenamento NetApp Trident CSI. O Trident Protect simplifica
0 gerenciamento, a protecdo e a movimentacéo de cargas de trabalho em contéineres entre nuvens
publicas e ambientes locais. Ele também oferece recursos de automacgéo por meio de sua APl e CLI.

Esta documentagéao de referéncia fornece validagao da protecdo de dados de aplicativos baseados em
contéineres, implantados na plataforma RedHat OpenShift usando o Trident Protect. Além disso, a solugéao
fornece detalhes de alto nivel para a implantagéo e o uso do Red Hat Advanced Cluster Management (ACM)
para gerenciar as plataformas de contéineres. O documento também destaca os detalhes para a integragéo
do armazenamento NetApp com plataformas de contéiner Red Hat OpenShift usando o provisionador Trident
CSl.

Propostas de valor das solugoes NetApp Hybrid Multicloud
para cargas de trabalho do Red Hat OpenShift Container

A maioria dos clientes ndo comeca a criar ambientes baseados em Kubernetes sem
nenhuma infraestrutura existente. Talvez eles sejam uma loja de Tl tradicional
executando a maioria de seus aplicativos corporativos em maquinas virtuais (em grandes
ambientes VMware, por exemplo). Em seguida, eles comegam a construir pequenos
ambientes baseados em contéineres para satisfazer as necessidades de suas equipes
modernas de desenvolvimento de aplicativos. Essas iniciativas geralmente comegam
pequenas e se tornam mais difundidas a medida que as equipes aprendem essas novas
tecnologias e habilidades e comegam a reconhecer os muitos beneficios de adota-las. A
boa noticia para os clientes é que a NetApp pode atender as necessidades de ambos os
ambientes. Este conjunto de solugdes para multicloud hibrida com Red Hat OpenShift
capacitara os clientes da NetApp a adotar tecnologias e servigos de nuvem modernos
sem precisar reformular toda a sua infraestrutura e organizagdo. Nao importa se os
aplicativos e dados do cliente sdo hospedados no local, na nuvem, executados em
maquinas virtuais ou em contéineres, a NetApp pode fornecer gerenciamento de dados
consistente, protegcéo, segurancga e portabilidade. Com essas novas solugdes, 0 mesmo
valor que a NetApp oferece em ambientes de data center locais ha décadas estara
disponivel em todo o horizonte de dados da empresa, sem exigir investimentos
significativos para reequipar, adquirir novas habilidades ou formar novas equipes. A
NetApp esta bem posicionada para ajudar os clientes a resolver esses desafios de
negaocios, independentemente da fase da jornada para a nuvem em que estejam.



NetApp Hybrid Multi-Cloud com Red Hat Openshift:

» Oferece aos clientes designs e praticas validados que demonstram as melhores maneiras para os clientes
gerenciarem, protegerem, garantirem e migrarem seus dados e aplicativos ao usar o Red Hat OpenShift
com solugdes de armazenamento baseadas em NetApp .

» Apresentar as melhores praticas para clientes que executam o Red Hat OpenShift com armazenamento
NetApp em ambientes VMware, infraestrutura bare metal ou uma combinagao de ambos.

* Demonstre estratégias e opgdes para ambientes locais e na nuvem, bem como ambientes hibridos onde
ambos sdo usados.

Solucoes suportadas do NetApp Hybrid Multicloud para
cargas de trabalho do Red Hat OpenShift Container

A solucgao testa e valida a migragéo e a protegao centralizada de dados com a
plataforma de contéiner OpenShift (OCP), OpenShift Advanced Cluster Manager (ACM),
NetApp ONTAP, NetApp BlueXP e NetApp Trident Protect (ACC).

Para esta solugdo, os seguintes cenarios sao testados e validados pela NetApp. A solugéo é separada em
varios cenarios com base nas seguintes caracteristicas:

* no local
* nuvem
o clusters OpenShift autogerenciados e armazenamento NetApp autogerenciado

o clusters OpenShift gerenciados pelo provedor e armazenamento NetApp gerenciado pelo provedor

Desenvolveremos solugoes e casos de uso adicionais no futuro.

Cenario 1: Protecao de dados e migragdao no ambiente local usando o Trident
Protect

No local: clusters OpenShift autogerenciados e armazenamento NetApp autogerenciado

» Usando o ACC, crie cépias de instantaneos, backups e restauracdes para protecao de dados.

» Usando o ACC, execute uma replicagdo SnapMirror de aplicativos de contéiner.

Cenario 1
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Cenario 2: Protecao de dados e migragao do ambiente local para o ambiente AWS
usando o Trident Protect

No local: cluster OpenShift autogerenciado e armazenamento autogerenciado Nuvem AWS: cluster
OpenShift autogerenciado e armazenamento autogerenciado

» Usando o ACC, faga backups e restauragdes para protegéo de dados.

* Usando o ACC, execute uma replicacdo SnapMirror de aplicativos de contéiner.

Cenario 2
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Cenario 3: Protecao de dados e migragao do ambiente local para o ambiente AWS

No local: cluster OpenShift autogerenciado e armazenamento autogerenciado Nuvem AWS: cluster
OpenShift gerenciado pelo provedor (ROSA) e armazenamento gerenciado pelo provedor (FSx ONTAP)

« Usando o BlueXP, execute a replicagdo de volumes persistentes (FSx ONTAP).

» Usando o OpenShift GitOps, recrie metadados do aplicativo.

Cenario 3
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Cenario 4: Protegao de dados e migragao do ambiente local para o ambiente GCP usando o Trident
Protect

No local: cluster OpenShift autogerenciado e armazenamento autogerenciado Google Cloud: cluster
OpenShift autogerenciado e armazenamento autogerenciado

* Usando o ACC, faga backups e restauracdes para protecéo de dados.

* Usando o ACC, execute uma replicacdo SnapMirror de aplicativos de contéiner.
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On-premises Cloud Volumes
appliances OMTAP

Para consideragdes ao usar o ONTAP em uma configuracao MetroCluster , consulte"aqui"” .


https://docs.netapp.com/us-en/ontap-metrocluster/install-stretch/concept_considerations_when_using_ontap_in_a_mcc_configuration.html

Cenario 5: Protecao de dados e migragao do ambiente local para o ambiente do Azure usando o
Trident Protect

No local: cluster OpenShift autogerenciado e armazenamento autogerenciado Azure Cloud: cluster
OpenShift autogerenciado e armazenamento autogerenciado

» Usando o ACC, faga backups e restauracoes para protegédo de dados.

» Usando o ACC, execute uma replicagdo SnapMirror de aplicativos de contéiner.
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Para consideragbes ao usar o ONTAP em uma configuragao MetroCluster , consulte"aqui" .

Versoes de varios componentes usados na validacao da
solucao

A solugao testa e valida a migragao e a protegao centralizada de dados com a
plataforma de contéiner OpenShift, OpenShift Advanced Cluster Manager, NetApp
ONTAP e NetApp Trident Protect.

Os cenarios 1, 2 e 3 da solugao foram validados utilizando as versées conforme tabela abaixo:

Componente Versao

VMware vSphere Client versao 8.0.0.10200 VMware ESXi, 8.0.0, 20842819
Cluster Hub OpenShift 4.11.34

Clusters de Origem e OpenShift 4.12.9 local e na AWS

Destino

* NetApp Trident* Servidor e Cliente Trident 23.04.0

* NetApp Trident Protect® Trident Protect 22.11.0-82


https://docs.netapp.com/us-en/ontap-metrocluster/install-stretch/concept_considerations_when_using_ontap_in_a_mcc_configuration.html

* NetApp ONTAP* ONTAP 9.12.1
AWS FSx ONTAP Unico AZ

O cenario 4 da solucao foi validado utilizando as versdes conforme mostrado na tabela abaixo:

Componente Versao

VMware vSphere Client versao 8.0.2.00000 VMware ESXi, 8.0.2, 22380479
Cluster Hub OpenShift 4.13.13

Clusters de Origem e OpenShift 4.13.12 local e no Google Cloud

Destino

* NetApp Trident* Servidor e Cliente Trident 23.07.0

* NetApp ONTAP* ONTAP 9.121

* Cloud Volumes ONTAP* Unico AZ, nd Unico, 9.14.0

O cenario 5 da solucao foi validado utilizando as versdes conforme mostrado na tabela abaixo:

Componente Versao

VMware vSphere Client versao 8.0.2.00000 VMware ESXi, 8.0.2, 22380479
Clusters de Origem e OpenShift 4.13.25 local e no Azure

Destino

* NetApp Trident* Servidor e cliente Trident e Astra Control Provisioner 23.10.0

* NetApp Trident Protect* Trident Protect 23.10
* NetApp ONTAP* ONTAP 9.12.1
* Cloud Volumes ONTAP* Unico AZ, né Unico, 9.14.0

Integracoes do NetApp Storage com Red Hat OpenShift
Containers
N&o importa se os contéineres do Red Hat OpenShift estdo em execugdo no VMware ou

nos hiperescaladores, o NetApp Trident pode ser usado como o provisionador CSI para
os varios tipos de armazenamento NetApp de backend que ele suporta.

O diagrama a seguir descreve os varios armazenamentos de backend da NetApp que podem ser integrados
aos clusters OpenShift usando o NetApp Trident.
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A Maquina Virtual de Armazenamento ONTAP (SVM) fornece multilocagéo segura. Um Unico cluster
OpenShift pode se conectar a uma Unica SVM ou a varias SVMs ou até mesmo a varios clusters ONTAP . A
classe de armazenamento filtra 0 armazenamento de backend com base em parametros ou rétulos. Os
administradores de armazenamento definem os parametros para conectar ao sistema de armazenamento
usando a configuracédo de backend do Trident. Apds o estabelecimento da conexdo bem-sucedido, ele cria o
backend trident e preenche as informagdes que a classe de armazenamento pode filtrar.

O relacionamento entre a classe de armazenamento e o backend é mostrado abaixo.
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O proprietario do aplicativo solicita um volume persistente usando uma classe de armazenamento. A classe
de armazenamento filtra o armazenamento de backend.

Arelacao entre o pod e o armazenamento de backend é mostrada abaixo.
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Trident Volume
Publication

Trident Backend Trident Volume

SVM

Opcoes de interface de armazenamento de contéiner (CSl)

Em ambientes vSphere, os clientes podem escolher o driver VMware CSI e/ou Trident CSI para integrar com o
ONTAP. Com o VMware CSlI, os volumes persistentes sdo consumidos como discos SCSI locais, enquanto
com o Trident, eles sdo consumidos com a rede.

Como o VMware CSI nao oferece suporte aos modos de acesso RWX com ONTAP, os aplicativos precisam

usar o Trident CSI se 0 modo RWX for necessario. Com implantacdes baseadas em FC, o VMware CSI é o
preferido e o SnapMirror Business Continuity (SMBC) fornece alta disponibilidade em nivel de zona.

11



Suporte VMware CSI

* Armazenamentos de dados baseados em blocos principais (FC, FCoE, iISCSI, NVMeoF)

* Armazenamentos de dados baseados em arquivos principais (NFS v3, v4)

* Armazenamentos de dados vVol (bloco e arquivo)

A Trident conta com os seguintes drivers para oferecer suporte ao ONTAP

 ontap-san (volume dedicado)

* ontap-san-economy (volume compartilhado)

* ontap-nas (volume dedicado)

* ontap-nas-economy (volume compartilhado)

+ ontap-nas-flexgroup (volume dedicado em grande escala)

Tanto para VMware CSI quanto para Trident CSI, o ONTAP oferece suporte a nconnect, entroncamento de

sessao, kerberos, etc. para NFS e multipathing, autenticagédo chap, etc. para protocolos de bloco.

Na AWS, o Amazon FSx for NetApp ONTAP (FSx ONTAP) pode ser implantado em uma unica Zona de
Disponibilidade (AZ) ou em varias AZs. Para cargas de trabalho de produgédo que exigem alta disponibilidade,
o multi-AZ fornece tolerancia a falhas em nivel zonal e tem melhor cache de leitura NVMe em comparacao ao

AZ Unico. Para mais informagdes, consulte"Diretrizes de desempenho da AWS" .

Para economizar custos no local de recuperagao de desastres, um unico AZ FSx ONTAP pode ser

utilizado.
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Para o numero de SVMs suportados pelo FSx ONTAP, consulte"gerenciando maquina virtual de

armazenamento FSx ONTAP"
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/performance.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/managing-svms.html#max-svms
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/managing-svms.html#max-svms

Documentacao adicional

Aqui esta alguma documentagao adicional para referéncia:

10.
1.
12.
13.
14.

1

2
3
4
5.
6
7
8
9

. "VMware vSphere"

. "Documentacao do produto da plataforma OpenShift Container"

. "Instalando clusters de plataforma de contéiner OpenShift"

. "Documentacao avangada do produto de gerenciamento de cluster"
"Criando um cluster usando o ACM"

. "Implantando o Red Hat Quay no OpenShift"

. "Trident"

. "ONTAP 9"

. "NetApp Verda"- Verda (codigo aberto) tem uma coleg¢do de ganchos de execugao de referéncia para
aplicativos populares nativos da nuvem com uso intensivo de dados

"NetApp BlueXP"

"Servico Red Hat OpenShift na AWS"
"Amazon FSx ONTAP"

"Instalando clusters OpenShift no GCP"

"Instalando Clusters OpenShift no Azure"

13


https://docs.vmware.com/en/VMware-vSphere/index.html
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.12
https://docs.openshift.com/container-platform/4.17/installing/overview/index.html
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.4
https://access.redhat.com/documentation/en-us/red_hat_advanced_cluster_management_for_kubernetes/2.4/html/clusters/managing-your-clusters#creating-a-cluster
https://access.redhat.com/documentation/en-us/red_hat_quay/2.9/html-single/deploy_red_hat_quay_on_openshift/index
https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/ontap/
https://github.com/NetApp/Verda
https://docs.netapp.com/us-en/cloud-manager-family/
https://docs.openshift.com/rosa/welcome/index.html
https://docs.netapp.com/us-en/cloud-manager-fsx-ontap/
https://docs.openshift.com/container-platform/4.13/installing/installing_gcp/preparing-to-install-on-gcp.html
https://docs.openshift.com/container-platform/4.13/installing/installing_azure/preparing-to-install-on-azure.html
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marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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