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Anthos com NetApp
NVA-1165: Anthos com NetApp

Banu Sundhar e Suresh Thoppay, NetApp

Este documento de referéncia fornece validacido de implantacdo da solugdo Anthos com
NetApp pela NetApp e nossos parceiros de engenharia quando ela € implantada em
varios ambientes de data center. Ele também detalha a integragéao de armazenamento
com sistemas de armazenamento NetApp usando o orquestrador de armazenamento
Trident para o gerenciamento de armazenamento persistente. Por fim, exploramos e
documentamos uma série de validacdes de solucdes e casos de uso do mundo real.

Casos de uso

A solugao Anthos com NetApp foi arquitetada para oferecer valor excepcional aos clientes com os seguintes
casos de uso:

* Facil de implantar e gerenciar o ambiente Anthos implantado usando o fornecido bmct1 ferramenta em
metal nu ou o0 gkectl ferramenta no VMware vSphere.

* Poder combinado de contéineres corporativos e cargas de trabalho virtualizadas com o Anthos implantado
virtualmente no vSphere ou em bare metal com "cubovirtual” .

» Configuragdo do mundo real e casos de uso destacando os recursos do Anthos quando usado com o
armazenamento NetApp e o Trident, o orquestrador de armazenamento de cédigo aberto para
Kubernetes.

Valor comercial

As empresas estao adotando cada vez mais praticas de DevOps para criar novos produtos, encurtar ciclos de
langamento e adicionar novos recursos rapidamente. Devido a sua natureza &gil inata, contéineres e
microsservigcos desempenham um papel crucial no suporte as praticas de DevOps. No entanto, praticar
DevOps em escala de produgdo em um ambiente corporativo apresenta seus proprios desafios e impde certos
requisitos a infraestrutura subjacente, como os seguintes:

 Alta disponibilidade em todas as camadas da pilha

» Facilidade de procedimentos de implantacao

» Operacgdes e atualizacdes nao disruptivas

* Infraestrutura programavel e orientada por API para acompanhar a agilidade dos microsservigos

* Multilocagdo com garantias de desempenho

» A capacidade de executar cargas de trabalho virtualizadas e em contéineres simultaneamente

* A capacidade de dimensionar a infraestrutura de forma independente com base nas demandas da carga

de trabalho

A solugao Anthos com NetApp reconhece esses desafios e apresenta uma solugdo que ajuda a lidar com
cada preocupacao implementando a implantagao totalmente automatizada do Anthos no local no ambiente de
data center escolhido pelo cliente.


https://cloud.google.com/anthos/clusters/docs/bare-metal/1.9/how-to/vm-workloads

Visao geral da tecnologia

A solucao Anthos com NetApp é composta pelos seguintes componentes principais:

Anthos no local

O Anthos On Prem é uma plataforma Kubernetes empresarial totalmente suportada que pode ser implantada
no hipervisor VMware vSphere ou em uma infraestrutura bare metal de sua escolha.

Para obter mais informacdes sobre o Anthos, consulte o site do Anthos localizado "aqui” .

Sistemas de armazenamento NetApp

A NetApp tem varios sistemas de armazenamento perfeitos para data centers empresariais e implantacoes de
nuvem hibrida. O portfélio da NetApp inclui NetApp ONTAP, Cloud Volumes ONTAP, Google Cloud NetApp
Volumes, Azure NetApp Files, FSx ONTAP para sistemas de armazenamento NetApp ONTAP , todos os quais
podem fornecer armazenamento persistente para aplicativos em contéineres.

Para mais informagoes, visite o site da NetApp "aqui” .

Integracdes de armazenamento NetApp

O Trident € um orquestrador de armazenamento de codigo aberto e totalmente compativel para contéineres e
distribuigcdes Kubernetes, incluindo o Anthos.

Para mais informacgdes, visite o site da Trident "aqui" .

Opcoes de configuragao avangadas

Esta secao é dedicada as personalizacbes que usuarios do mundo real provavelmente precisariam realizar ao
implantar esta solugdo em produgéo, como criar um registro de imagem privada dedicado ou implantar
instancias personalizadas do balanceador de carga.

Matriz de suporte atual para versoes validadas

Ver "aqui" para a matriz de suporte para versdes validadas.

Saiba mais sobre o Anthos

Visao geral do Anthos

O Anthos com NetApp € uma arquitetura de nuvem hibrida verificada e de praticas
recomendadas para a implantagdo de um ambiente local do Google Kubernetes Engine
(GKE) de maneira confiavel e segura. Este documento de referéncia da NetApp Verified
Architecture serve como um guia de design e uma validagao de implantagao da solucéo
Anthos com NetApp implantada em ambientes virtuais e bare metal. A arquitetura
descrita neste documento foi validada por especialistas no assunto da NetApp e do
Google Cloud para fornecer as vantagens de executar o Anthos no ambiente de data
center da sua empresa.


https://cloud.google.com/anthos
https://www.netapp.com
https://docs.netapp.com/us-en/trident/index.html
https://cloud.google.com/anthos/docs/resources/partner-storage#netapp

Anthos

O Anthos € uma solugao de data center Kubernetes de nuvem hibrida que permite que organizagdes
construam e gerenciem infraestruturas modernas de nuvem hibrida, adotando fluxos de trabalho ageis
focados no desenvolvimento de aplicativos. O Anthos on VMware, uma solugao criada com base em
tecnologias de codigo aberto, € executado localmente em uma infraestrutura baseada no VMware vSphere,
que pode se conectar e interoperar com o Anthos GKE no Google Cloud. A adogéo de contéineres, malha de
servigos e outras tecnologias transformacionais permite que as organizagdes experimentem ciclos
consistentes de desenvolvimento de aplicativos e cargas de trabalho prontas para produ¢do em ambientes
locais e baseados em nuvem. A figura a seguir descreve a solugdo Anthos e como uma implantagdo em um
data center local se interconecta com a infraestrutura na nuvem.

Para obter mais informacdes sobre o Anthos, consulte o site do Anthos localizado "aqui” .
O Anthos oferece os seguintes recursos:
* Gerenciamento de configuragao do Anthos. Automatiza a politica e a seguranga de implantagdes

hibridas do Kubernetes.

* Anthos Service Mesh. Melhora a observabilidade, a seguranca e o controle do aplicativo com uma malha
de servico com tecnologia Istio.

* Google Cloud Marketplace para aplicativos Kubernetes. Um catalogo de aplicativos de contéiner
selecionados disponiveis para facil implantacgéo.

* Migre para o Anthos. Migragao automatica de servigos fisicos e VMs do local para a nuvem.

« Stackdriver. Servigo de gerenciamento oferecido pelo Google para registro e monitoramento de
instancias de nuvem.
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Métodos de implantagao para Anthos


https://cloud.google.com/anthos

Clusters do Anthos no VMware

Os clusters do Anthos implantados em ambientes VMware vSphere séo faceis de implantar, manter e
dimensionar rapidamente para a maioria das cargas de trabalho do Kubernetes do usuario final.

Para obter mais informagdes sobre os clusters do Anthos no VMware, implantados com o NetApp, visite a
pagina“aqui" .

Anthos em metal puro

Os clusters do Anthos implantados em servidores bare metal sao independentes de hardware e permitem que
vocé selecione uma plataforma de computagao otimizada para seu caso de uso personalizado.

Para obter mais informagbes sobre o Anthos em clusters bare metal implantados com o NetApp, visite"aqui" .

Clusters do Anthos no VMware

Os clusters do Anthos no VMware sédo uma extensdo do Google Kubernetes Engine que
€ implantada no data center privado de um usuario final. Uma organizacao pode
implantar os mesmos aplicativos projetados para execugdo em contéineres no Google
Cloud em clusters Kubernetes locais. Os clusters do Anthos no VMware podem ser
implantados em um ambiente VMware vSphere existente no seu data center, o que pode
economizar em despesas de capital e permitir operacdes de implantacao e
dimensionamento mais rapidas.

A implantagao de clusters do Anthos no VMware inclui os seguintes componentes:
* Estagao de trabalho do administrador do Anthos. Um host de implantagdo do qual gkectl e kubectl

E possivel executar comandos para implantar e interagir com implantacdes do Anthos.

 Cluster de administragao. O cluster inicial implantado ao configurar clusters do Anthos no VMware. Este
cluster gerencia todas as agdes do cluster de usuario subordinado, incluindo implantagao,
dimensionamento e atualizacao.

* Cluster de usuarios. Cada cluster de usuario é implantado com sua propria instancia ou particao de
balanceador de carga, permitindo que ele atue como um cluster Kubernetes autbnomo para usuarios
individuais ou grupos, ajudando a atingir multilocagdo completa.

O grafico a seguir € uma descrigdo de uma implantagao de clusters do Anthos no VMware.


anthos-vmw.html
anthos-bm.html
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Beneficios

Os clusters do Anthos no VMware oferecem os seguintes beneficios:
» Multilocagao avancgada. Cada usuario final pode ter seu préprio cluster de usuarios, implantado com os
recursos virtuais necessarios para seu proprio ambiente de desenvolvimento.

* Economia de custos. Os usuarios finais podem obter economias de custo significativas ao implantar
varios clusters de usuarios no mesmo ambiente fisico e utilizar seus proprios recursos fisicos para suas
implantagdes de aplicativos, em vez de provisionar recursos em seu ambiente do Google Cloud ou em
grandes clusters bare-metal.

* Desenvolva e depois publique. Implanta¢des locais podem ser usadas enquanto os aplicativos estdo em
desenvolvimento, o que permite testar os aplicativos na privacidade de um data center local antes de
serem disponibilizados publicamente na nuvem.

* Requisitos de seguranca. Clientes com maiores preocupagdes de seguranga ou conjuntos de dados
confidenciais que ndo podem ser armazenados na nuvem publica podem executar seus aplicativos na
segurancga de seus proprios data centers, atendendo assim aos requisitos organizacionais.

VMware vSphere

O VMware vSphere é uma plataforma de virtualizag&o para gerenciamento centralizado de um grande numero
de servidores e redes virtualizados em execugao no hipervisor ESXi.

Para obter mais informacdes sobre o VMware vSphere, consulte o "Site do VMware vSphere" .
O VMware vSphere oferece os seguintes recursos:

* VMware vCenter Server. O VMware vCenter Server fornece gerenciamento unificado de todos os hosts e
VMs a partir de um unico console e agrega o monitoramento de desempenho de clusters, hosts e VMs.

* VMware vSphere vMotion. O VMware vCenter permite que vocé migre VMs a quente entre nds no cluster


https://www.vmware.com/products/vsphere.html

mediante solicitagdo e de maneira nao disruptiva.

» Alta disponibilidade do vSphere. Para evitar interrupcdes em caso de falhas no host, o VMware vSphere
permite que os hosts sejam agrupados e configurados para alta disponibilidade. As VMs que séo
interrompidas por falha de host séo reinicializadas em breve em outros hosts no cluster, restaurando os
servicos.

* Agendador de Recursos Distribuidos (DRS). Um cluster VMware vSphere pode ser configurado para
balancear a carga das necessidades de recursos das VMs que ele esta hospedando. VMs com
contengdes de recursos podem ser migradas dinamicamente para outros nds no cluster para garantir que
haja recursos suficientes disponiveis.

Requisitos de hardware

Calcular

O Google Cloud solicita periodicamente a validagao atualizada das plataformas de servidores parceiros com
novas versdes do Anthos por meio do programa de parceiros da plataforma Anthos Ready. Uma lista de
plataformas de servidores atualmente validadas e as versdes do Anthos suportadas podem ser encontradas
||aquill .

Sistema operacional

Os clusters do Anthos no VMware podem ser implantados em ambientes vSphere 7 e 8, conforme escolhido
pelo cliente para ajudar a corresponder a infraestrutura atual do data center.

A tabela a seguir contém uma lista de versdes do vSphere que foram usadas pela NetApp e nossos parceiros
para validar a solugao.

Sistema operacional Liberar Versdes do Anthos

VCenter 8.0.1 1,28

Hardware adicional

Para concluir a implantagdo do Anthos com a NetApp como uma solucgéo totalmente validada, componentes
adicionais do data center para rede e armazenamento foram testados pela NetApp e nossos engenheiros
parceiros.

A tabela a seguir inclui informagdes sobre esses componentes de infraestrutura adicionais.

Fabricante Componente de hardware
Mellanox switch (rede de dados)

Cisco switch (rede de gerenciamento)
NetApp Sistema de armazenamento AFF

Software adicional

A tabela a seguir inclui uma lista de versdes de software implantadas no ambiente de validagao.

Fabricante Nome do software Versao

NetApp ONTAP 9.12.1


https://cloud.google.com/anthos/docs/resources/partner-platforms

Fabricante

NetApp

Nome do software

Trident

Versao

24.02.0

Durante a validacao da plataforma Anthos Ready realizada pela NetApp, o ambiente de laboratério foi criado
com base no diagrama a seguir, 0 que nos permitiu testar varios cenarios usando varios backends de
armazenamento NetApp ONTAP .
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Recursos de suporte de infraestrutura de rede

A seguinte infraestrutura deve estar em vigor antes da implantagéo do Anthos:

* Pelo menos um servidor DNS fornecendo resolucdo completa de nome de host que pode ser acessado
pela rede de gerenciamento em banda e pela rede de VM.

* Pelo menos um servidor NTP acessivel pela rede de gerenciamento em banda e pela rede de VM.

* Um servidor DHCP disponivel para fornecer concessdes de enderecos de rede sob demanda, caso os

clusters precisem ser dimensionados dinamicamente.

Melhores praticas para implantagoes de produgao

(Opcional) Conectividade de saida de internet para a rede de gerenciamento em banda e a rede de VM.

Esta secao lista diversas praticas recomendadas que uma organizagao deve levar em consideragao antes de

implantar esta solugao em produgao.



Implantar o Anthos em um cluster ESXi de pelo menos trés nés

Embora seja possivel instalar o Anthos em um cluster vSphere com menos de trés nés para fins de
demonstragéo ou avaliagdo, isso ndo € recomendado para cargas de trabalho de produ¢do. Embora dois nos
permitam HA basico e tolerancia a falhas, uma configuragéo de cluster do Anthos deve ser modificada para
desabilitar a afinidade de host padrao, e esse método de implantagdo ndo é compativel com o Google Cloud.

Configurar afinidade de maquina virtual e host

A distribuicdo de ndés do cluster do Anthos em varios nés do hipervisor pode ser feita habilitando a afinidade
de VM e host.

Afinidade ou antiafinidade € uma maneira de definir regras para um conjunto de VMs e/ou hosts que
determinam se as VMs serdo executadas juntas no mesmo host ou hosts do grupo ou em hosts diferentes.
Ele é aplicado a VMs criando grupos de afinidade que consistem em VMs e/ou hosts com um conjunto de
parametros e condi¢des idénticos. Dependendo se as VMs em um grupo de afinidade sdo executadas no
mesmo host ou hosts no grupo ou separadamente em hosts diferentes, os par@metros do grupo de afinidade
podem definir afinidade positiva ou negativa.

Para configurar grupos de afinidade, consulte o link apropriado abaixo para a sua versdo do VMware vSphere.

* "Documentacgéo do vSphere 9.0: Usando regras de afinidade DRS"

* "vSphere 7.0 Documentacao: utilizando regras de afinidade DRS"

O Anthos tem uma opc¢ao de configuragédo em cada individuo cluster.yaml arquivo para
@ criar automaticamente regras de afinidade de nés que podem ser ativadas ou desativadas com
base no numero de hosts ESXi em seu ambiente.

Anthos em metal puro

Os recursos independentes de hardware do Anthos em bare metal permitem que vocé
selecione uma plataforma de computacao otimizada para seu caso de uso personalizado
e também oferecem muitos beneficios adicionais.

Beneficios

Os recursos independentes de hardware do Anthos em bare metal permitem que vocé selecione uma
plataforma de computacao otimizada para seu caso de uso personalizado e também oferecem muitos
beneficios adicionais.

Exemplos incluem o seguinte:

» Traga seu proprio servidor. Vocé pode usar servidores que correspondam a sua infraestrutura existente
para reduzir despesas de capital e custos de gerenciamento.

* Traga seu proéprio sistema operacional Linux. Ao escolher o sistema operacional Linux no qual deseja
implantar seu ambiente Anthos em bare metal, vocé pode garantir que o ambiente Anthos se encaixe
perfeitamente em sua infraestrutura e esquemas de gerenciamento existentes.

* Melhor desempenho e reducgao de custos. Sem a necessidade de um hipervisor, os clusters do Anthos
em bare metal exigem acesso direto aos recursos de hardware do servidor, incluindo dispositivos de
hardware com desempenho otimizado, como GPUs.

* Melhoria no desempenho da rede e reducao da laténcia. Como os nés do servidor Anthos em bare
metal sdo conectados diretamente a sua rede sem uma camada de abstragao virtualizada, eles podem ser


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/9-0/vsphere-resource-management/using-drs-clusters-to-manage-resources/using-vm-host-affinity-rules.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/7-0/vsphere-resource-management/using-drs-clusters-to-manage-resources/using-vm-host-affinity-rules.html

otimizados para baixa laténcia e desempenho.

Requisitos de hardware

Calcular

O Google Cloud solicita periodicamente a validagao atualizada das plataformas de servidores parceiros com
novas versdes do Anthos por meio do programa de parceiros da plataforma Anthos Ready. Uma lista de
plataformas de servidores atualmente validadas e as versées do Anthos suportadas podem ser encontradas
llaquill .

A tabela a seguir contém plataformas de servidor que foram testadas pela NetApp e engenheiros parceiros da
NetApp para validagdo do Anthos em implantagdes bare metal.

Fabricante Fazer Modelo
Cisco UcCs B200 M5
HPE Proliant DL360

Sistema operacional

Os n6s do Anthos em bare metal podem ser configurados com diversas distribuigdes Linux diferentes,
conforme escolhido pelo cliente para ajudar a corresponder a infraestrutura atual do seu datacenter.

A tabela a seguir contém uma lista de sistemas operacionais Linux que foram usados pela NetApp e nossos
parceiros para validar a solugéo.

Sistema operacional Liberar Versdes do Anthos
CentOS 8.4.2105 1,14
Red Hat Enterprise Linux 8,4 1,14
Ubuntu 18.04.5 LTS (com kernel 5.4.0-81- 1,14
generic)
Ubuntu 20.04.2 LTS 1,14

Hardware adicional

Para concluir a implantagdo do Anthos em bare metal como uma solug¢éo totalmente validada, componentes
adicionais do data center para rede e armazenamento foram testados pela NetApp e nossos engenheiros
parceiros.

A tabela a seguir inclui informagdes sobre esses componentes de infraestrutura adicionais.

Fabricante Nome do hardware Modelo
Cisco Nexo C9336C-FX2
NetApp AFF A250, A220

Software adicional

A tabela a seguir inclui uma lista de versdes adicionais de software implantadas no ambiente de validagao.


https://cloud.google.com/anthos/docs/resources/partner-platforms

Fabricante Nome do software Verséao

Cisco NXOS 9.3(5)
NetApp ONTAP 9.11.1P4
NetApp Trident 23.01.0

Durante a validagao da plataforma Anthos Ready realizada pela NetApp e nossa equipe parceira na World
Wide Technology (WWT), o ambiente de laboratério foi construido com base no diagrama a seguir, o0 que nos
permitiu testar a funcionalidade de cada tipo de servidor, sistema operacional, dispositivos de rede e sistemas
de armazenamento implantados na solucéo.

Anthos BareMetal Physical Hardware and Network Diagram
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Este ambiente multi-SO mostra interoperabilidade com versdes de SO suportadas pela solugédo
@ Anthos-on-bare-metal. Prevemos que os clientes padronizardo um ou um subconjunto de
sistemas operacionais para sua implantagéo.

Recursos de suporte de infraestrutura

A seguinte infraestrutura deve estar em vigor antes da implantagéo do Anthos no bare metal:

* Pelo menos um servidor DNS que fornega uma resolugdo completa de nome de host acessivel a partir da
rede de gerenciamento.
* Pelo menos um servidor NTP acessivel pela rede de gerenciamento.

* (Opcional) Conectividade de saida de internet para ambas as redes de gerenciamento em banda.

@ Ha um video de demonstracao de uma implantacdo do Anthos em bare metal na secéo Videos
e demonstracées deste documento.
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Sistemas de armazenamento NetApp

Visao geral do armazenamento NetApp

A NetApp tem diversas plataformas de armazenamento qualificadas com nosso Trident
Storage Orchestrator para provisionar armazenamento para aplicativos implantados
como contéineres.

INSPIRE
innovation with
the cloud

MODERNIZE
IT architecture with
cloud-connected flash

i
lI' 1 Element

ONTAP ENTERPRIS ON-PREMISES
CLOUD

BUILD
. clouds to accelerate
new services

* Os sistemas AFF e FAS executam o NetApp ONTAP e fornecem armazenamento para casos de uso
baseados em arquivo (NFS) e em bloco (iISCSI).

* O Cloud Volumes ONTAP e o ONTAP Select oferecem os mesmos beneficios na nuvem e no espacgo
virtual, respectivamente.

* O Google Cloud NetApp Volumes (GCP) e o Azure NetApp Files fornecem armazenamento baseado em
arquivos na nuvem.

* O Amazon FSx ONTAP é um servigo totalmente gerenciado na AWS que fornece armazenamento para
casos de uso baseados em arquivos.

Cada sistema de armazenamento no portfélio da NetApp pode facilitar o gerenciamento e a
movimentagado de dados entre sites locais € a nuvem, garantindo que seus dados estejam onde
seus aplicativos estao.

NetApp ONTAP

O NetApp ONTAP é uma poderosa ferramenta de software de armazenamento com
recursos como uma interface grafica de usuario intuitiva, APls REST com integragao de
automacéo, analise preditiva e agao corretiva baseadas em |A, atualizagbes de hardware
nao disruptivas e importagao entre armazenamentos.

Para obter mais informagdes sobre o sistema de armazenamento NetApp ONTAP , visite o "Site NetApp
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ONTAP" .

O ONTAP oferece os seguintes recursos:

* Um sistema de armazenamento unificado com acesso simultdneo a dados e gerenciamento de protocolos
NFS, CIFS, iSCSI, FC, FCoE e FC-NVMe.

+ Diferentes modelos de implantag&o incluem configuragbes de hardware all-flash, hibridas e all-HDD no
local; plataformas de armazenamento baseadas em VM em um hipervisor compativel, como o ONTAP
Select; e na nuvem como Cloud Volumes ONTAP.

* Maior eficiéncia de armazenamento de dados em sistemas ONTAP com suporte para hierarquizagao
automatica de dados, compactacéo de dados em linha, desduplicacdo e compactagao.

* Armazenamento baseado em carga de trabalho e controlado por QoS.

* Integracgéao perfeita com uma nuvem publica para hierarquizagao e protegdo de dados. O ONTAP também
fornece recursos robustos de protecao de dados que o diferenciam em qualquer ambiente:

o

o

o

o

o

o

o

* Copias do NetApp Snapshot.* Um backup rapido de dados em um momento especifico usando uma
quantidade minima de espago em disco, sem sobrecarga de desempenho adicional.

* NetApp SnapMirror.* Espelha as copias instantaneas de dados de um sistema de armazenamento
para outro. O ONTAP também oferece suporte ao espelhamento de dados para outras plataformas
fisicas e servicos nativos da nuvem.

* NetApp SnapLock.* Administracéo eficiente de dados nao regravaveis, gravando-os em volumes
especiais que ndo podem ser substituidos ou apagados por um periodo designado.

* NetApp SnapVault.* Faz backup de dados de varios sistemas de armazenamento para uma cépia
central do Snapshot que serve como backup para todos os sistemas designados.

* NetApp SyncMirror.* Fornece espelhamento de dados em nivel RAID em tempo real para dois plexos
diferentes de discos conectados fisicamente ao mesmo controlador.

* NetApp SnapRestore.* Fornece restauragéo rapida de dados de backup sob demanda a partir de
copias de Snapshot.

* NetApp FlexClone.* Fornece provisionamento instant&dneo de uma copia totalmente legivel e
gravavel de um volume NetApp com base em uma copia de instantaneo.

Para mais informacdes sobre o ONTAP, consulte o "Centro de Documentacao ONTAP 9" .

®

O NetApp ONTAP esta disponivel no local, virtualizado ou na nuvem.
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Plataformas NetApp

NetApp AFF/ FAS

A NetApp fornece plataformas de armazenamento robustas all-flash (AFF) e hibridas escalaveis (FAS), feitas
sob medida com desempenho de baixa laténcia, prote¢gdo de dados integrada e suporte multiprotocolo.

Ambos os sistemas sdo equipados com o software de gerenciamento de dados NetApp ONTAP , o software
de gerenciamento de dados mais avangado do setor para gerenciamento de armazenamento simplificado,
integrado a nuvem e de alta disponibilidade, para oferecer a velocidade, a eficiéncia e a seguranga de nivel
empresarial que sua estrutura de dados precisa.

Para obter mais informacdes sobre as plataformas NETAPP AFF e FAS , clique em "aqui" .

ONTAP Select

O ONTAP Select € uma implantacao definida por software do NetApp ONTAP que pode ser implantada em um
hipervisor no seu ambiente. Ele pode ser instalado no VMware vSphere ou no KVM e fornece toda a
funcionalidade e experiéncia de um sistema ONTAP baseado em hardware.

Para mais informagdes sobre o ONTAP Select, clique em "aqui" .

Cloud Volumes ONTAP

O NetApp Cloud Volumes ONTAP é uma versédo do NetApp ONTAP implantada na nuvem, disponivel para
implantagdo em diversas nuvens publicas, incluindo: Amazon AWS, Microsoft Azure e Google Cloud.

Para obter mais informacoes sobre o Cloud Volumes ONTAP, clique em "aqui” .

14


https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/us-en/ontap-select/
https://docs.netapp.com/us-en/occm/#discover-whats-new

Integracoes de armazenamento NetApp

Visao geral da integracao do NetApp Storage

A NetApp fornece diversos produtos que auxiliam nossos clientes a orquestrar e
gerenciar dados persistentes em ambientes baseados em contéineres, como o Anthos.

Programa de parceiros de armazenamento Anthos Ready.

O Google Cloud solicita periodicamente a validagao atualizada das integragdes de armazenamento de
parceiros com novas versdes do Anthos por meio do programa de parceiros de armazenamento Anthos
Ready. Uma lista de solugbes de armazenamento atualmente validadas, drivers CSI, recursos disponiveis e
versdes do Anthos com suporte podem ser encontradas "aqui"” .

A NetApp manteve a conformidade regular trimestral com solicitagdes para validar nosso orquestrador de
armazenamento compativel com Trident CSI e nosso sistema de armazenamento ONTAP com versdes do
Anthos.

A tabela a seguir contém as versdes do Anthos testadas pela NetApp e engenheiros parceiros da NetApp para
validagao dos drivers e conjuntos de recursos do NetApp Trident CSI como parte do programa de parceiros de
armazenamento Anthos Ready:

Tipo de Versao Sistema de Versao Trident  Protocolo Caracteristicas
implantagéo armazenamento

VMware 1,28 ONTAP 9.12.1 24,02 NAS Multiwriter,
Expanséo de
Volume,
SnapShots,
PVCDataSource

VMware 1,28 ONTAP 9.12.1 24,02 SAN Bloco bruto,
expanséao de
volume,
instantaneos,
PVCDataSource

VMware 1,15 ONTAP 9.12.1 23,04 NAS Multiwriter,
Expanséo de
Volume,
SnapShots,
PVCDataSource

VMware 1,15 ONTAP 9.12.1 23,04 SAN Bloco bruto,
expansao de
volume,
instantaneos,
PVCDataSource

VMware 1,14 ONTAP 9.12.1 23,01 NAS Multiwriter,
Expanséo de
Volume,
SnapShots,
PVCDataSource
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VMware

VMware

VMware

VMware

VMware

VMware

metal puro

metal puro

1,10

1,10

ONTAP 9.121

ONTAP 9.121

ONTAP 9.121

ONTAP 9.9.1

ONTAP 9.9.1

Elemento 12.3

ONTAP 9.8

ONTAP 9.8

Integracdes de armazenamento NetApp

23,01

22,10

22,10

22,04

22,04

22,04

22,01

22,01

SAN

NAS

SAN

NAS

SAN

SAN

NAS

SAN

Bloco bruto,
expansao de
volume,
instantaneos,
PVCDataSource

Multiwriter,
Expanséao de
Volume,
SnapShots,
PVCDataSource

Bloco bruto,
expanséo de
volume,
instantaneos,
PVCDataSource

Multiwriter,
Expanséo de
Volume,
SnapShots

Bloco bruto,
expanséao de
volume,
instantaneos

Bloco bruto,
expanséo de
volume,
instantaneos

Multiwriter,
Expanséo de
Volume,
SnapShots

Bloco bruto,
expansao de
volume,
instantaneos

A NetApp fornece diversos produtos para ajudar vocé a orquestrar e gerenciar dados persistentes em

ambientes baseados em contéineres, como o Anthos.

O NetApp Trident € um orquestrador de armazenamento de cddigo aberto e totalmente compativel para
contéineres e distribuicdes do Kubernetes, incluindo o Anthos. Para mais informacdes, visite o site da Trident

"aC{Ui" .

As paginas a seguir contém informagdes adicionais sobre os produtos NetApp que foram validados para
gerenciamento de aplicativos e armazenamento persistente na solugdo Anthos com NetApp .
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Visao geral do Trident

O Trident € um orquestrador de armazenamento de codigo aberto totalmente suportado
para contéineres e distribuicbes Kubernetes, incluindo o Anthos. O Trident funciona com
todo o portfolio de armazenamento da NetApp , incluindo o NetApp ONTAP, e também
oferece suporte a conexdes NFS e iSCSI. O Trident acelera o fluxo de trabalho do
DevOps permitindo que os usuarios finais provisionem e gerenciem o armazenamento
de seus sistemas de armazenamento NetApp sem exigir a intervengao de um
administrador de armazenamento.

Um administrador pode configurar varios backends de armazenamento com base nas necessidades do
projeto e nos modelos de sistema de armazenamento que permitem recursos avangados de armazenamento,
incluindo compactacao, tipos de disco especificos e niveis de QoS que garantem um determinado nivel de
desempenho. Depois de definidos, esses backends podem ser usados pelos desenvolvedores em seus
projetos para criar declaragdes de volume persistentes (PVCs) e anexar armazenamento persistente aos seus
contéineres sob demanda.

Caompute layer

LA

Storaga layer

B Se @ é°

On-preamises Cloud Volumes Amazon FSX AZure Google Cloud
appllances CNTAP for NelApp ONTAF MNethpp Files Melapp Volumes

O Trident tem um ciclo de desenvolvimento rapido e, assim como o Kubernetes, é lancado quatro vezes por
ano.

A documentacao da versao mais recente do Trident pode ser encontrada "aqui" . Uma matriz de suporte para
qual versao do Trident foi testada com qual distribuicado do Kubernetes pode ser encontrada "aqui" .

A partir da versao 20.04, a configuragéo do Trident é realizada pelo operador do Trident . A operadora facilita
implantagdes em larga escala e fornece suporte adicional, incluindo autocorregdo para pods implantados
como parte da instalacado do Trident .

Com o langamento da versao 22.04, um grafico Helm foi disponibilizado para facilitar a instalagdo do Trident
Operator.

Para obter detalhes sobre a instalag&o do Trident , consulte "aqui” .
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Crie um backend de sistema de armazenamento

Apos concluir a instalagao do Trident Operator, vocé deve configurar o backend para a plataforma de
armazenamento NetApp especifica que esta usando. Siga o link abaixo para continuar a instalagdo e
configuragéo do Trident."Crie um backend."

Criar uma classe de armazenamento

Depois de criar o backend, vocé deve criar uma classe de armazenamento que os usuarios do Kubernetes
especificardo quando quiserem um volume. Os usuarios do Kubernetes provisionam volumes usando
declaragdes de volume persistentes (PVCs) que especificam uma classe de armazenamento por nome. Siga o
link abaixo para criar uma classe de armazenamento."Criar uma classe de armazenamento”

Provisionar um volume dinamicamente

Vocé deve criar um objeto de reivindicagdo de volume persistente (PVC) do Kubernetes usando a classe de
armazenamento para provisionar um volume dinamicamente. Siga o link abaixo para criar um objeto de
PVC."Criar um PVC"

Use o volume

O volume provisionado na etapa acima pode ser usado por um aplicativo montando o volume no pod. O link
abaixo mostra um exemplo."Monte o volume em um pod"

Provisionamento de amostra
Manifestos de exemplo para o protocolo iISCSI, window=_blank

Manifestos de exemplo para o protocolo NFS, window=_blank

Opcoes de configuragcao avancadas

Opcoes de configuracao avangadas

Normalmente, a solugao mais facil de implantar € a melhor, mas, em alguns casos,
personalizacdes avancadas sdo necessarias para atender aos requisitos ou
especificacdes de um aplicativo especifico ou do ambiente em que a solugéo esta sendo
implantada. Para isso, a solugdo Red Hat OpenShift com NetApp permite as seguintes
personalizacdes para atender a essas necessidades.

Nesta segédo, documentamos algumas opgoes de configuragdo avangadas, como usar
balanceadores de carga de terceiros ou criar um registro privado para hospedar imagens de
contéiner personalizadas, ambos pré-requisitos para instalar o NetApp Trident Protect.

As paginas a seguir contém informagdes adicionais sobre as op¢des de configuragdo avangadas validadas na
solucdo Red Hat OpenShift com NetApp :

Explorar op¢coes de balanceador de carga
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Explorando op¢des de balanceador de carga

Um aplicativo implantado no Anthos é exposto ao mundo por um servigco entregue por
um balanceador de carga implantado no ambiente local do Anthos.

As paginas a seguir contém informagdes adicionais sobre as opgdes do balanceador de carga validadas na
solucdo Anthos com NetApp :

* "Instalando balanceadores de carga F5 BIG-IP"

* "Instalando balanceadores de carga MetalLB"

* "Instalando balanceadores de carga SeeSaw"

Instalando balanceadores de carga F5 BIG-IP

O F5 BIG-IP é um Application Delivery Controller (ADC) que oferece um amplo conjunto
de servigos avangados de gerenciamento de trafego e seguranca de nivel de produgéo,
como balanceamento de carga L4-L7, descarregamento SSL/TLS, DNS, firewall e muito
mais. Esses servigcos aumentam drasticamente a disponibilidade, a segurancga e o
desempenho dos seus aplicativos.

O F5 BIG-IP pode ser implantado e consumido de varias maneiras, inclusive em hardware dedicado, na
nuvem ou como um dispositivo virtual local. Consulte a documentagao aqui para explorar e implantar o F5
BIG-IP.

O F5 BIG-IP foi a primeira das solugbes de balanceador de carga disponiveis com o Anthos On-Prem e foi
usado em varias das primeiras valida¢des de parceiros do Anthos Ready para a solugdo Anthos com NetApp .

O F5 BIG-IP pode ser implantado no modo auténomo ou no modo cluster. Para fins desta

@ validacao, o F5 BIG-IP foi implantado no modo auténomo. No entanto, para fins de producéo, a
NetApp recomenda a criagdo de um cluster de instancias do BIG-IP para evitar um Unico ponto
de falha.

Um sistema F5 BIG-IP pode ser implantado em hardware dedicado, na nuvem ou como um

@ dispositivo virtual local com versdes superiores a 12.x para ser integrado ao F5 CIS. Para os
fins deste documento, o sistema F5 BIG-IP foi validado como um dispositivo virtual, por
exemplo, usando a edi¢ao BIG-IP VE.

Langamentos validados

Esta solugao faz uso do dispositivo virtual implantado no VMware vSphere. A rede para o dispositivo virtual F5
Big-IP pode ser configurada em uma configuragéo de dois ou trés bragos com base no seu ambiente de rede.
A implantacao neste documento é baseada na configuracado de dois bragos. Detalhes adicionais sobre a
configuragao do dispositivo virtual para uso com o Anthos podem ser encontrados "aqui” .

A equipe de engenharia de solu¢des da NetApp validou as versdes na tabela a seguir em nosso laboratério
para trabalhar com implantagées do Anthos On-Prem:

Fazer Tipo Verséao
F5 BIG-IP VE 15.0.1-0.0.11
F5 BIG-IP VE 16.1.0-0.0.19
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Instalagao

Para instalar o F5 BIG-IP, siga estas etapas:

1. Baixe o arquivo do aplicativo virtual Open Virtual Appliance (OVA) do F5 "aqui" .

Para baixar o aparelho, o usuario deve se registrar no F5. Eles fornecem uma licenca de
demonstracao de 30 dias para o Big-IP Virtual Edition Load Balancer. A NetApp recomenda
uma licenga permanente de 10 Gbps para a implantagdo de producdo de um dispositivo.

2. Clique com o botao direito do mouse no Pool de Recursos de Infraestrutura e selecione Implantar Modelo
OVF. Um assistente sera iniciado e permitira que vocé selecione o arquivo OVA que vocé acabou de
baixar na Etapa 1. Clique em Avangar.

Deploy OVF Template

1 Select an OVF template Select an OVF template

e and folder Select an OVF template from remote URL or local file system

Enter a URL to downioad and install the OVF package from the Internet, or browse to a
location accessible from your computer, such as a local hard drive, a network share, or a

CD/DVD drive

URL

® Local file

Choose Files | BIGIP-15.0.1-0.__ALL-vmware ova

CANCEL NEXT

3. Clique em Avancar para continuar em cada etapa e aceitar os valores padréo para cada tela apresentada
até chegar a tela de selegéo de armazenamento. Selecione o VM_Datastore no qual vocé gostaria de
implantar a maquina virtual e clique em Avancar.

4. A proxima tela apresentada pelo assistente permite personalizar as redes virtuais para uso no ambiente.
Selecione VM_Network para o campo Externo e selecione Management_Network para o campo
Gerenciamento. Interno e HA sdo usados para configuragdes avangadas do dispositivo F5 Big-IP e ndo
séo configurados. Esses parametros podem ser deixados inalterados ou podem ser configurados para se
conectar a grupos de portas distribuidas e sem infraestrutura. Clique em Avancar.
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Deploy OVF Template

+ 1Select an OVF template Select networks

+ 2 Select a name and folder Select a destination network for each source network

+ 3 Select a compute resource

v 4 Review details Source Network Y Destination Network Y
+ 5 License agreements nerna BIG-B-Internal

v 6 Configuration Esiterra VM_Network

v 7 Select storage

HA BIG-P-HA

Man Management_Network

i

[+ 7]
(1
3
1]
3
]

b
T

IP Allocation Settings

IP allocation Static - Manual

CANCEL ‘ BACK ‘ NEXT

5. Revise a tela de resumo do dispositivo e, se todas as informacdes estiverem corretas, clique em Concluir
para iniciar a implantacao.

6. Apos a implantagao do dispositivo virtual, clique com o botéo direito do mouse e ligue-o. Ele deve receber
um enderego DHCP na rede de gerenciamento. O dispositivo € baseado em Linux e tem o VMware Tools
implantado, para que vocé possa visualizar o endereco DHCP que ele recebe no cliente vSphere.

3 BIGIP-15.0.1-0.0.11-vmware-B = actions ~

Summary Monitor Configure Permissions Datastores Networks

suest Managed

BIGIP-15.0.1-0.0.11-vmwa... *

ddresse IP Addresses:
Launch Web nsole Host 22224100 127.20.0.254
Rt Conuole: @) 127.1.1.254
6 17221224 20
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7. Abra um navegador da web e conecte-se ao dispositivo no endereco IP da etapa anterior. O login padrao
é admin/admin e, ap6s o primeiro login, o dispositivo solicita imediatamente que vocé altere a senha do
administrador. Em seguida, ele o levara de volta a uma tela onde vocé deve efetuar login com as novas
credenciais.

BIG-IP Configuration Utility

=5 r-.,J-_--'.._',:..'. ~

Hostname Welcome to the BIG-IP Configuration Utility.
bigip1

Log in with your username and password using the fields on the left
IP Address

17221224 20

Username
admin

Password

Laa il

 Login |

{c) Copyright 1996-2019, F5 Networks, Inc., Seattle, Washington. All rights reserved.
FS Networks, Inc. Legal Notices '

8. A primeira tela solicita que o usuario conclua o Utilitario de configuracéo. Inicie o utilitério clicando em
Avancar.

Setup Utility
To begin configuring this BIG-IP® system, please complete the Setup Utility. To begin, click the "Next" button.

Next..

9. A préxima tela solicita a ativagido da licenga do dispositivo. Clique em Ativar para comecar. Quando
solicitado na proxima pagina, cole a chave de licenca de avaliagdo de 30 dias que vocé recebeu quando

se registrou para o download ou a licenga permanente que vocé adquiriu quando comprou o dispositivo.
Clique em Avancar.
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General Properties

Base Registration Key | BFXBY-PVROQ-QIHCH-NZGSZ-AZCFPDX “I_Re\feﬂ'_l
Adg-On Key | ||Add|
Add-On Registration Key List
Edi Delete
Activation Method *' Automatic (requires outbound connectivity) ' Manual
Outbound Interface mgmt v |
License Comparison Enable License Comparison
Next... |
(D Para que o dispositivo execute a ativagao, a rede definida na interface de gerenciamento
deve conseguir acessar a internet.

10. Na préxima tela, o Contrato de Licenga de Usuario Final (EULA) é apresentado. Se os termos da licenga
forem aceitaveis, clique em Aceitar.

11. A proéxima tela conta o tempo decorrido enquanto verifica as alteragbes de configuragao que foram feitas
até o momento. Clique em Continuar para retomar a configuragao inicial.

BIG-IP system configuration has changed
Tue Nov 05 2019 18.10:20

The configuration for this device has been updated. Consequentiy, the features and functionality previously
available on the BIG-IP system might have changed

Elapsed Time: 49 seconds

«” Please wait while the configuration changes are venfied
The BIG-IP Configuration utility will be updated momentarily

«” Configuration changes have been verified
You may now continue using the BIG-IP Configuration utility

Continue

12. Ajanela Alteragao de configuracao é fechada e o Utilitario de configuragéo exibe o menu Provisionamento
de recursos. Esta janela lista os recursos atualmente licenciados e as alocagdes de recursos atuais para o

dispositivo virtual e cada servico em execucao.
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Current Resource ABpcation

i) CMONT MM
Dek 2e08) o EEm—————————,,,,e,ee e  ————————— —"
Mamary (3808 NI

B Managemant (MGHT] [Sman v WA 0 1070

[ Local Trafe (LTM) | Morminal - £5 Licenaad 0 B4

B Apphication Secundy (ASM) Nane &g Licensad 20 1402

B Fraud Profection Service (FPS) - Nane HiA 12 544

B Guobal Tratic (DNS) Nans B Licensed 0 148

Lok Conirofter (LC) None Ei Unicensed 0 g

B Accass Folcy (APM) Hone Ep Limitad 12 Fi-Ts

M Appication Visibity and Raporfing (AVR | - Nane g Licenied 18 §78

W Pokcy Erforcemant (PEM) Nane EX Uricenzed 1 1223

B Agvanced Firewall (AFM) Nane £5 Livanasg o] 1058

Bl Appication Azcelerabon Manager (AAM) Nana Ei Uricensad 32 3050

 Socwe Web Gateway (SWG) Mana Bi Uracensed 14 4054

l Rutes Language Exfensions [RulesLi) Nore Es Licenmad 0 48

Il URLDS Mirsmai (URLDE) Nare B Unlicenned 35 2048

Il 55U Ovchestrtor (SSLO) Haone B Unicenged a 178

B Camer Grade NAT (CONAT) None Eg, Licenzad 18 338

‘Back || River || Nedt_ |

13. Clicar na opcéao de menu Plataforma a esquerda permite modificagbes adicionais na plataforma. As
modificagdes incluem a definicao do enderego IP de gerenciamento configurado com DHCP, a definigéo
do nome do host e do fuso horario em que o dispositivo esta instalado e a protegédo do dispositivo contra
acessibilidade SSH.

‘General Properties

14. Em seguida, clique no menu Rede, que permite configurar recursos de rede padrao. Clique em Avancar
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Management Config IPV4 ® Automatic (DHCP) ' Manual
Management Config IPVE ‘® Automatic (DHCP) ' Manual
I Host Name | Anthos-F5-Big-IP |
Host IP Address | Use Management Port IP Address v
Time Zone [ AmericaiNew York v
User Administration
|| Disable login
Root Account Password: |
confim: | |
SSH Access ¥ Enabled
SSH IP Allow | * All Addresses v |
[ Back  Nort..|

para iniciar o assistente de Configuragao de Rede Padrao.




Standard Network Configuration

Create a standard network configuration by configuring these features:

Redundancy

VLANs

NTP

DNS

Config Sync

Failover

Mirroring

Peer Device Discovery (for Redundant Configurations)

Next.

Advanced Network Configuration
Create advanced device configurations by clicking Finished and navigating {o the Main {ab of the Configuration Utility.

Finished |

15. A primeira pagina do assistente configura a redundancia; deixe os padrdes e clique em Avangar. A
préxima pagina permite que vocé configure uma interface interna no balanceador de carga. A interface 1.1
mapeia para o VMNIC rotulado como Interno no assistente de implantagcao do OVF.

Internal Network Configuration

Address. 192.168.1.1
Self IP Netmask: 255255 255.0
Port Lockdown:| Allow Default v

Address 192.168.1.10
Port Lockdown: | Allow Default v

Floating IP

Internal VLAN Configuration

VLAN Name internal
VLAN Tag ID auto
VLAN Interfaces 1.1 +
Tagging Select. v
Add
Interfaces
Edit | Delete

Cancel | Next.

Os espacgos nesta pagina para Endereco IP préprio, Mascara de rede e Endereco IP
flutuante podem ser preenchidos com um IP nao roteavel para uso como um espaco

@ reservado. Eles também podem ser preenchidos com uma rede interna que foi configurada
como um grupo de portas distribuidas para convidados virtuais se vocé estiver implantando
a configuragéo de trés bragos. Elas devem ser concluidas para continuar com o assistente.

16. A proxima pagina permite que vocé configure uma rede externa que é usada para mapear servigos para
os pods implantados no Kubernetes. Selecione um IP estatico do intervalo VM_Network, a mascara de
sub-rede apropriada e um IP flutuante desse mesmo intervalo. A interface 1.2 mapeia para o VMNIC
rotulado como Externo no assistente de implantagéo do OVF.
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External Network Configuration

External VLAN ® Create VLAN external ' Select existing VLAN
Address: 10.63.172.101

Seif IP Netmask 255.255.255.0
Port Lockdown: | Aliow None v

Default Gateway 10631721

Fioating 1P Address: 10.63.172.100

Port Lockdown: | Aliow None v

External VLAN Configuration
VLAN Name external

VLAN Tag ID auto

VLAN interfaces 1.2 v
Tagging Select A
Add

Interfaces

Edit || Delete

iCancel J| Mecd.

17. Na préxima pagina, vocé pode configurar uma rede interna de alta disponibilidade se estiver implantando
varios dispositivos virtuais no ambiente. Para prosseguir, vocé deve preencher os campos Endereco IP
préprio e Mascara de rede e selecionar a interface 1.3 como a Interface VLAN, que mapeia para a rede
HA definida pelo assistente de modelo OVF.

High Avai Network C
High Availabiiity VLAN ® Create VLAN HA ' Select existing VLAN
Address: | 192.168.2. 11
Self IP

Netmask:| 255.255.255.0

High Availability VLAN Configuration
VLAN Name HA

VLAN Tag ID auto

VLAN Interfaces 13 v
Tagging: Select v
Add

Interfaces

Edit || Detete

Cancel || Next__ |

18. A préxima pagina permite que vocé configure os servidores NTP. Em seguida, clique em Avangar para
continuar com a configuragdo do DNS. Os servidores DNS e a lista de pesquisa de dominio ja devem
estar preenchidos pelo servidor DHCP. Clique em Avancar para aceitar os padrdes e continuar.

19. No restante do assistente, clique em Avancgar para continuar com a configuragao de peering avangada,
cuja configuracao esta além do escopo deste documento. Em seguida, clique em Concluir para sair do
assistente.

20. Crie partigbes individuais para o cluster de administracdo do Anthos e cada cluster de usuario implantado
no ambiente. Clique em Sistema no menu a esquerda, navegue até Usuarios e clique em Lista de
particoes.
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%] system

Configuration

File Management
Certificate Management
Disk Management
Software Management
License

Resource Provisioning
Platform

High Availability
Archives

Services

Preferences

sFlow

SNMP

Crypto Officading

N -

Logs
Logins

Support

Authentication

Remote Role
Groups

21. Atela exibida mostra apenas a particdo comum atual. Clique em Criar a direita para criar a primeira
particdo adicional e nomeie-a GKE-Admin . Em seguida, clique em Repetir e nomeie a particdo User-
Cluster-1 . Clique no botdo Repetir novamente para nomear a préxima particdo User-Cluster-2 .
Por fim, clique em Concluido para finalizar o assistente. A tela Lista de particdes retorna com todas as
particdes listadas.

|/searchy

| create... |

[¥]]» Name

] Anthos-Admin
) Anthos-Clustert
(L] Anthos-Cluster2

Common

o oo

[ Delete.. |
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Integragdo com o Anthos

Ha uma seg¢do em cada arquivo de configuragao, respectivamente para o cluster de administrador e cada
cluster de usuario que vocé escolher implantar para configurar o balanceador de carga para que ele seja
gerenciado pelo Anthos On Prem.

O script a seguir € um exemplo da configuragéo da partigdo para o cluster GKE-Admin. Os valores que
precisam ser descomentados e modificados sdo colocados em negrito abaixo:

# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsvVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManualLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: F5BigIP
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manualLlB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: 0

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= FH H*

partition and

# # credentials

£f5BigIP:
address: "172.21.224.21"
credentials:

username: "admin"
password: "admin-password"
partition: "GKE-Admin"
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
# seesaw:
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# (Required) The absolute or relative path to the yaml file to use for
IP allocation
# for LB VMs. Must contain one or two IPs.
# ipBlockFilePath: ""
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
# be between 1-255 and unique in a VLAN.
vrid: 0
(Required) The IP announced by the master of Seesaw group
masterIP: ""

#
#
#
# (Required) The number CPUs per machine
# cpus: 4
# (Required) Memory size in MB per machine
# memoryMB: 8192
# (Optional) Network that the LB interface of Seesaw runs in (default:
cluster
# network)
# vCenter:
# vSphere network name
id networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)

# enableHA: false

Instalando balanceadores de carga MetalLB

Esta pagina lista as instrucdes de instalacao e configuracdo do balanceador de carga
gerenciado MetalLB.

Instalando o balanceador de carga MetalLB

O balanceador de carga MetallLB ¢é totalmente integrado ao Anthos Clusters no VMware e tem implantagao
automatizada realizada como parte das configuragdes de cluster de administrador e usuario a partir da versao
1.11. Existem blocos de texto no respectivo cluster.yaml arquivos de configuragao que vocé deve
modificar para fornecer informa¢des do balanceador de carga. Ele é auto-hospedado no seu cluster Anthos,
em vez de exigir a implantagado de recursos externos como outras solu¢des de balanceador de carga
compativeis. Ele também permite criar um ip-pool que atribui enderegos automaticamente com a criagéo de
servigos Kubernetes do tipo balanceador de carga em clusters que ndo sao executados em um provedor de
nuvem.

Integragdo com o Anthos

Ao habilitar o balanceador de carga MetalLB para o administrador do Anthos, vocé deve modificar algumas
linhas no 1oadBalancer: seg¢do que existe no admin-cluster.yaml arquivo. Os Unicos valores que vocé
deve modificar séo para definir o controlPlaneVIP: enderego €, em seguida, defina o kind: como
MetalLB. Veja o seguinte trecho de codigo como exemplo:
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# (Required) Load balancer configuration
loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# addonsvVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManuallB" or
"MetalLB".

# Uncomment the corresponding field below to provide the detailed spec
kind: MetallLB

Ao habilitar o balanceador de carga MetalLB para clusters de usuarios do Anthos, ha duas areas em cada
user-cluster.yaml arquivo que vocé deve atualizar. Em primeiro lugar, de forma semelhante a admin-
cluster.yaml arquivo, vocé deve modificar o controlPlaneVIP: , ingressVIP: , e kind: valores no
loadBalancer: segdo. Veja o seguinte trecho de cddigo como exemplo:

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.240"
# Shared by all services for ingress traffic
ingressVIP: "10.61.181.244"
# (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or
"MetalLB".

# Uncomment the corresponding field below to provide the detailed spec
kind: MetallB

@ O endereco IP do ingressVIP deve existir no pool de enderecgos IP atribuidos ao balanceador de
carga MetalLB posteriormente na configuracao.

Vocé precisa entdo navegar até o metallLB: subsecéo e modificar o addressPools: segdo nomeando a
piscina no - name: variavel. Vocé também deve criar um conjunto de enderecos IP que o MetalLB pode
atribuir a servigos do tipo LoadBalancer, fornecendo um intervalo para o addresses: variavel.
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# # (Required when using "MetallLB" kind in user clusters) Specify the
MetallB config

metallB:

# # (Required) A list of non-overlapping IP pools used by load balancer
typed services.

# # Must include ingressVIP of the cluster.

addressPools:
# # (Required) Name of the address pool

- name: "default"
# # (Required) The addresses that are part of this pool. Each address
must be either
# # in the CIDR form (1.2.3.0/24) or range form (1.2.3.1-1.2.3.5).
addresses:

- "10.61.181.244-10.61.181.249"

O pool de enderecos pode ser fornecido como um intervalo, como no exemplo, limitando-o a
um numero de enderecos em uma sub-rede especifica, ou pode ser fornecido como uma
notagéo CIDR se toda a sub-rede estiver disponivel.

1. Quando servigos do Kubernetes do tipo LoadBalancer sao criados, o MetalLB atribui automaticamente um
IP externo aos servicos e anuncia o endereco |IP respondendo as solicitagdes ARP.

Instalando balanceadores de carga SeeSaw

Esta pagina lista as instrugcdes de instalacao e configuracdo do balanceador de carga
gerenciado SeeSaw.

O Seesaw € o balanceador de carga de rede gerenciado padrao instalado em um ambiente Anthos Clusters
on VMware das versoes 1.6 a 1.10.

Instalando o balanceador de carga SeeSaw

O balanceador de carga SeeSaw é totalmente integrado ao Anthos Clusters no VMware e tem implantacao
automatizada realizada como parte das configuragdes de cluster de administrador e usuario. Existem blocos
de texto no cluster.yaml arquivos de configuragdo que devem ser modificados para fornecer informagdes
do balanceador de carga e, em seguida, ha uma etapa adicional antes da implantagéo do cluster para
implantar o balanceador de carga usando o integrado gkect1 ferramenta.

Os balanceadores de carga SeeSaw podem ser implantados no modo HA ou ndo HA. Para fins

@ desta validagao, o balanceador de carga SeeSaw foi implantado no modo néo HA, que é a
configuragéo padrao. Para fins de produgéo, a NetApp recomenda implantar o SeeSaw em uma
configuragdo de HA para tolerancia a falhas e confiabilidade.

Integragdo com o Anthos

Ha uma seg¢ao em cada arquivo de configuragao, respectivamente para o cluster de administrador e em cada
cluster de usuario que vocé escolher implantar para configurar o balanceador de carga para que ele seja
gerenciado pelo Anthos On-Prem.
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O texto a seguir € um exemplo da configuragao da particao para o cluster GKE-Admin. Os valores que
precisam ser descomentados e modificados sdo colocados em negrito abaixo:

loadBalancer:
# (Required) The VIPs to use for load balancing
vips:
# Used to connect to the Kubernetes API
controlPlaneVIP: "10.61.181.230"
# # (Optional) Used for admin cluster addons (needed for multi cluster
features). Must
# # be the same across clusters
# # addonsvVIP: ""
# (Required) Which load balancer to use "F5BigIP" "Seesaw" or
"ManualLB". Uncomment
# the corresponding field below to provide the detailed spec
kind: Seesaw
# # (Required when using "ManualLB" kind) Specify pre-defined nodeports
# manualLB:

# # NodePort for ingress service's http (only needed for user cluster)

# ingressHTTPNodePort: 0

# # NodePort for ingress service's https (only needed for user
cluster)

# ingressHTTPSNodePort: O

# NodePort for control plane service

controlPlaneNodePort: 30968

# NodePort for addon service (only needed for admin cluster)
addonsNodePort: 31405

# # (Required when using "F5BigIP" kind) Specify the already-existing

H H= FH H*

partition and
# # credentials
# £5BigIP:
# address:
# credentials:
# username:
# password:
# partition:
# # # (Optional) Specify a pool name if using SNAT
# # snatPoolName: ""
# (Required when using "Seesaw" kind) Specify the Seesaw configs
seesaw:
# (Required) The absolute or relative path to the yaml file to use for
IP allocation
# for LB VMs. Must contain one or two IPs.
ipBlockFilePath: "admin-seesaw-block.yaml"
# (Required) The Virtual Router IDentifier of VRRP for the Seesaw
group. Must
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# be between 1-255 and unique in a VLAN.

vrid: 100
# (Required) The IP announced by the master of Seesaw group
masterIP: "10.61.181.236"
# (Required) The number CPUs per machine
cpus: 1
# (Required) Memory size in MB per machine
memoryMB: 2048
# (Optional) Network that the LB interface of Seesaw runs in (default:
cluster
# network)
vCenter:

# vSphere network name
networkName: VM Network
# (Optional) Run two LB VMs to achieve high availability (default:
false)
enableHA: false

O balanceador de carga SeeSaw também possui um balanceador estatico separado seesaw-block.yaml
arquivo que vocé deve fornecer para cada implantagéo de cluster. Este arquivo deve estar localizado no
mesmo diretorio relativo ao cluster. yaml arquivo de implantagdo ou o caminho completo deve ser
especificado na secao acima.

Uma amostra do admin-seesaw-block.yaml 0 arquivo se parece com o seguinte script:
blocks:

- netmask: "255.255.255.0"
gateway: "10.63.172.1"

ips:
- ip: "10.63.172.152"
hostname: "admin-seesaw-vm"

Este arquivo fornece o gateway e a mascara de rede para a rede que o balanceador de carga
fornece ao cluster subjacente, bem como o IP de gerenciamento e o nome do host para a
maquina virtual implantada para executar o balanceador de carga.

Validacao de solucoes e casos de uso

Implantar um aplicativo do Google Cloud Console Marketplace

Esta secao detalha como implantar um aplicativo no seu cluster do Anthos GKE no local,
usando o Google Cloud Console.
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Pré-requisitos

* Um cluster do Anthos implantado no local e registrado no Google Cloud Console
* Um balanceador de carga MetalLB configurado no seu cluster Anthos
* Uma conta com permissdes para implantar aplicativos no cluster

* Uma conta de cobranga com o Google Cloud se vocé escolher um aplicativo com custos associados
(opcional)

Implantando um aplicativo

Para este caso de uso, implantamos um aplicativo WordPress simples em um de nossos clusters Anthos
usando o Google Cloud Console. A implantacdo usa armazenamento persistente fornecido pelo NetApp
ONTAP em uma classe de armazenamento predefinida. Em seguida, demonstramos dois métodos diferentes
para modificar o servigo padrao dos aplicativos para que o balanceador de carga MetalLB fornega a ele um
endereco IP e o exponha ao mundo.

Para implantar um aplicativo dessa maneira, conclua as seguintes etapas:

1. Verifique se o cluster no qual vocé deseja implantar esta acessivel no Google Cloud Console.

Google Cloud Platform & Anthos-Dev v [ Q Search Products, resources, docs (/)

@ Kubernetes Engine Kubernetes clusters CREATE DEPLOY C' REFRESH D) REGISTER

Clusters
OVERVIEW COST OPTIMIZATION

T Filter @EEEREHITYSRNIEERGIEEX)  Enter property name or value

¥s  Workloads

& Services&Ingress D Status Name Location Type Number of nodes Total vCPUs Total memory Notifications Labels 4

Applications D (V] trident-cluster registered /A Anthos 3 12 25.03 GB solutions._... : true
D V] demo-cluster registered /A Anthos 3 12 25.03 GB solutions._... : true

F  Secrets & ConfigMaps

B  storage

“=  Object Browser

A Migrate to containers

@  Backup for GKE

Config Management

2. Selecione Aplicativos no menu do lado esquerdo, selecione o menu de opgdes de trés pontos na parte
superior e selecione Implantar do Marketplace, que abre uma nova janela na qual vocé pode selecionar
um aplicativo do Google Cloud Marketplace.
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3. Procure o aplicativo que vocé deseja instalar, neste caso o WordPress.

W Marketplace Q wordpress| X

Marketplace » “wordpress” » Kubernetes apps

= Filter Type to filier Kubernetes apps
Type
2 results
Kubernetes apps ()
WordPress
Deployment Environment A Google Click to Deploy containers

WordPress is an open source publishing platform for creating websites and blogs. This application supports GKE On Prem deplc

Anthos @) application provides Prometheus metrics, and supports Stackdriver integration.

GKE @)

GKE on-prem 2
Bitpoke App
Price A ( Bitpoke
Free &) The Bitpoke App provides a dashboard to host, deploy, scale, manage and monitor WordPress or WooCommerce sites in a Kuber
integrates seamlessly industry-standard tools: git, Docker, Bedrock, Composer, and Grafana - Prometheus. Further integration of
paid ) possible. The solution is designed for enterprise WordPress agencies, publishers, shops, and hosting companies with millions of

4. Depois de selecionar o aplicativo WordPress, uma tela de visao geral é exibida. Clique no botéo
Configurar.
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WordPress

Version: 59 -

Google Click to Deploy containers

Web publishing platform for websites and blogs

CONFIGURE

Click to to launch configuration page

OVERVIEW PRICING DOCUMENTATION SUPPORT

Overview

WaordPress is an open source publishing platform for creating websites and
blogs.

This application supports GKE On Prem [2 deployment.

This application provides Prometheus metrics, and supports Stackdriver
integration.

Learn more @

About Google Click to Deploy containers

Popular open stacks packaged for containers by Google. The images serve
as base images for building applications on App Engine Flexible Environment
[2, Kubernetes Engine 4, or other Docker hosts.

About Kubernetes apps

Google Kubernetes Engine [ is a managed, production-ready environment
for deploying containerized applications. Kubernetes apps are prepackaged
applications that can be deployed to Google Kubernetes Engine in minutes.

5. Na proxima pagina, vocé deve selecionar o cluster a ser implantado, no nosso caso, o Demo-Cluster.
Selecione ou crie um novo namespace e nome de instancia de aplicativo e selecione quais classes de
armazenamento e tamanhos de volume persistentes vocé precisa para o aplicativo WordPress e seu
banco de dados MariaDB de suporte. Em ambos os casos, escolhemos a classe de armazenamento
ONTAP-NAS-CSI.
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= Google Cloud Flatform 3+ Anthos-Dev. v

Deploy WordPress

CLICK TC DEPLOY ON GKE DEPLDY VIA COMMAND LINE

@ WordPress Overview

Exizting Kubemetes Cluster " 2 %
Solution provided le Click to Deploy containers
demo-huster @ pron by Goog phay i
OR CREATE A NEW CLUSTER .
Pricing
Namespaco
anthaswp P Mole: Thereis no usege fee for this product. Charges will apply for the use of Google
Kuberneles Engine. Please refier to GCP Price List for the latest prceng
The namespace i which 10 deoploy the apphcatsen
Apf: Instance hama * Documentation
wordpress [7]
= User Gisiche [5
th Googl Platform: Press Ki 5 i
Shored for WordPress Application Get started with Google Clowd Platformis WordPress Kubemetes apphcation
omap-nascel (7] = Gotting Storled with WeordPress (£
Official WordPress documentation
Storngo sire for persistent wolumis in WordPreds Application
563 2 Terms of Service
deploying the sof zasing the o ing i miply with the
StorageCiass for L Application E%;.' e?;a.nrln?] e software or accessing sm-ycu freagreemg o comiply with t
ontap-nas-esi ) Google Click to Deploy containers s of service [, GEP Marketploce lermna af service
and the terms of applicable open sowrce software licenses sundled with the software or
servict. Please revdew these terms and licenses carelully for detatls about any
::;mq-u Haw for: pavsiiant voluman in MSaL Hopicaion @ obligations you may have related to the software or service. To the limited extent an
- open source software Hoense refated 1o the software or service axpresely supersedes the
GCP Marketplace Terms of Service, that open source software license governs your use
WordProzs admin e-rmakl sddmss * of that soltware of service
alan cowlesi@netapp.com 7] I
By using thas product, you understand that corlain sccount and usage mfommation may
3 i F
D Enatiie public 1P dcoess 7] be-chared with Google Click to Deploy containers for the purposes of financia|
accounting, sales attribution, performance analysis, and suppart. (]
Enable Stackdrver Methcs Exporter
t . ! #o @ Google i previding this softwane or Seaite "B5-157 and oy suppodt for this soltware of
service will be provided by Google Click to loy containers under their terms of
DEPLOY P ¥ Loog Depiay
Sefvict
@ N&o selecione Habilitar acesso IP publico. Isso cria um servigo do tipo NodePort que nao
pode ser acessado de uma implantagao local do Anthos.

6. Apos clicar no botéao Implantar, vocé vera uma pagina fornecendo detalhes do aplicativo. Vocé pode
atualizar esta pagina ou efetuar login no seu cluster usando a CLI para verificar o status da implantacgao.
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Google Cloud Platform  2e Anthos-Dev v Q Search Products, resources, docs (/) v

@ Kubernetes Engine & Application details C/REFRESH /' EDIT @ DELETE HIDEINFOPANEL  [E) HELP ASSISTANT X Application info

Clusters

@& wordpress

% Workloads

& Services & Ingress

DETAILS EVENTS YAML VERSION HISTORY
Applicati
G Cluster demo-cluster

=] Secrets & ConfigMaps Namespace anthos-wp

Created May 12, 2022, 12:38:34 PM
B  storage Labels No labels set

Annotations Not set
= Object Browser
A Migrate to containers Components
®  Backup for GKE Type Name 4 Status

No rows to display

L ) Config Management

W  Marketplace

7. A CLI pode ser usada para verificar o status do aplicativo enquanto ele esta sendo implantado,
executando o comando para buscar informagdes do pod no namespace do aplicativo: kubectl get
pods -n anthos-wp.

'G) acowles@ac-rhel7:~ — O X

ubuntu@gke-admin-ws-2022-085-83:~$ kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-1lh2bz  ©/1 Error ]
wordpress-mysql-@ /2 ContainerCreating ©
wordpress-wordpress-© /2 ContainerCreating ©
ubuntu@gke-admin-ws-2022-05-83:~%

Observe nesta captura de tela que ha um pod do implantador em estado de erro. Isso é

@ normal. Este pod € um pod auxiliar usado pelo Google Cloud Console para implantar o
aplicativo que se encerra automaticamente depois que os outros pods iniciam o processo
de inicializacao.
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8. Apds alguns instantes, verifique se seu aplicativo esta em execugao.

'G) acowles@ac-rhel7:~ - O X

ubuntu@gke-admin-ws-2022-05-83:~% kubectl get pods -n anthos-wp
NAME READY  STATUS RESTARTS
wordpress-deployer--1-1lh2bz  ©/1 Error 2]
wordpress-mysql-@ 2/2 Running @
wordpress-wordpress-@ 2/2 Running 1 (2m22s ago)
ubuntu@gke-admin-ws-2622-05-83:~%

Expondo o aplicativo
Apods a implantagéo do aplicativo, vocé tem dois métodos para atribuir a ele um IP acessivel mundialmente.

Usando o Google Cloud Console

Vocé pode expor o aplicativo usando o Google Cloud Console e editando a saida YAML dos servigos em um
navegador para definir um IP acessivel publicamente. Para fazer isso, execute os seguintes passos:

1. No Google Cloud Console, clique em Servicos e Entrada no menu do lado esquerdo.
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Google Cloud Platforrn S Anthos-Dev + Q, Search Products, resources, docs (/)
@ Kubernetes Engine Services & Ingress CneFresH [ CREATE INGRESS W DELETE
Cluster Namespace
it Clusters dema-cluster - anthas-wp - RESET SAVE
% Workicads SERVICES INGRESS

Services & Ingress
Services are sets of Pods with a network endpoint that can be used for discovery and

Applications load balancing. Ingresses are collections of rules {or routing external HTTR{S) traffic to
Services.
H  Sectets & Confightaps
= Filter @SRRI Rx)  Filler services and ingresses
B Storage
D Name “f Sratus Type Endpoints Pods Namespace Clusters
B bR B [0  wordpress-apache-exportersve & OK Clusteri®  Nane 11 anthas-wp demo-cluster
A Migrate to containers. O wordpress-mysgl-sve & ok Cluster 1P Mone 111 anthos-wp demo-cluster
D wordpress-mysald-exporter-sve & ok Ciuster P Mone 111 anthos-wp demo-cluster
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Marketplace

£ Release Notes

2. Clique no wordpress-wordpress-svc servigo. Isso abre a tela Detalhes do servigo. Clique no botdo
Editar na parte superior.

= Y O O E’| hitps./consale cloud google.com/kuberne les/service moeylpZ TR ImRIWETY dGhebd Gl 'E:J‘
Google Cloud Platform & AnthosDev | _Q_S&arch Products, resources, docs (/)
@ Kubernetes Engine & Service details (C REFRESH & DELETE @ OPERATIONS
i Clusters

@& wordpress-wordpress-sve
"2 Workicads

OVERVIEW DETAILS EVENTS LOGS YAML

& Services & Ingress
i Applications ©  Select the Cleud Monitoring account to see chans
B Secrets & ConfigMaps
[ storage Cluster deme-cluster

MNamespace anthos-w)
= Obgect Browser pac e

Labels +  appkubernetes io/com. . wordpress-webserver app. kibernetes. in/name; wordpress
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®  Backup for GKE
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¥ Config Management Cluster IP 10.96.8.66

Serving pods

¥ Marketplace
Marme Status Endpaints Restarts Created on

B ReleaseNotes wordpresswordpress 0 @ Runnimng  192.168.1,18 1 May 19,2022, 11:18:58 AM

<l

3. A pagina Detalhes do servico de edigédo € aberta contendo as informag¢des YAML do servigo. Role para
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baixo até ver o spec: sec¢do e a type: valor, que é definido como ClusterIP . Altere este valor para
LoadBalancer e clique no botdo Salvar.
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4. Ao retornar a pagina Detalhes do servigo, o Type: agora lista LoadBalancer e 0 External
endpoints: O campo lista um endereco IP atribuido do pool MetalLB e a porta pela qual o aplicativo
pode ser acessado.

= ] O E| https:fconsale cloud. google com/kubemetes/<ervice/ miey pZCIETmRIBWELY 2 13 RIclsImS hb WU OILC sb2 Nhd Glviiils ﬁ
Google Cloud Platformn 2+ anthos-Dev = | Q. Search Products, resources, docs (/)
@ Kubernetes Engine <« Service details ( REFRESH # EDIT W DELETE SHOW INFO PANEL % OPERATIONS
s Clusters

& wordpress-wordpress-sve

B Workloads

DVERVIEW DETAILS EVENTS LOGS FAML

& Services & Ingress
5 Applications (1] Select the Cloud Monitonng account to see charls
B secrets & ConfigMaps
a Storage Cluster demo-cluster
- = Hamespace anthas-wp
= Gbject Browser e :

Labels -app kuberneles.io/com., .. wordpress-webserver app. kubermetes.io/name; wordpress
dh  Migrate to containers LeadBakancaer

@  Backup for GKE 10.61.181.24580 04
A ackup for GKE

. Gonfig Management Load Balancer
Cluster 1P 10:96.8.66
Load balancer 1P 10.67.181.245

¥ Marketpiace
Logd balancer ada?07 297964341 35056 540802971007

|'_,"' Hetease Motes
Serving pods

< Name Status Endpoints Restaris Createdan ]

Corrigindo o servigo com Kubectl

Vocé pode expor o aplicativo usando o CLI € 0 kubectl patch comando para modificar sua implantagao e
definir um IP acessivel publicamente. Para fazer isso, siga os seguintes passos:

1. Liste os servigos associados aos pods em seu namespace com o0 kubectl get services -n
anthos-wp comando.
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ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svce  ClusterIP  None <none> 9117/TCP
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP
wordpress-mysqld-exporter-svc  ClusterIP  None <none> 91e4/TCP
wordpress-wordpress-svc ClusterIP 10.56.8.66 <none> 80/TCP
ubuntu@gke-admin-ws-2822-85-83:~%

Modifique o tipo de servigo de ClusterIP digitar Loadbalancer usando o seguinte comando:

kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type":

"LoadBalancer"}}' -n anthos-wp'.

Este novo tipo de servigo recebe automaticamente um endereco IP disponivel do pool MetalLB.

G) acowles@ac-rhel7:~

ubuntu@gke-admin-ws-2022-85-03:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
wordpress-apache-exporter-svc  ClusterIP  None <none> 9117/TCP  119m
wordpress-mysql-svc ClusterIP  None <none> 3306/TCP  119m
wordpress-mysqld-exporter-sve  ClusterIP  None <none> 9104/TCP  119m
wordpress-wordpress-svc ClusterIP 10.96.8.66 <none> 80/TCP 119m
ubuntu@gke-admin-ws-2022-05-03:~% kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type": "LoadBalancer"}}' -n anthos-wp
service/wordpress-wordpress-svc patched

ubuntu@gke-admin-ws-2022-85-83:~% kubectl get services -n anthos-wp

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S)
wordpress-apache-exporter-svc ClusterIP None <none> 9117/TCP
wordpress-mysql-svc ClusterIP None <none> 33e6/TCP
wordpress-mysqld-exporter-svc  ClusterIP None {nemey 91e4/TCP
wordpress-wordpress-svc LoadBalancer 10.96.8.66 ( 10.61.181.245) 80:30836/TCP
ubuntu@gke-admin-ws-2022-85-03:~%




Visite o aplicativo no IP externo exposto

Agora que vocé tem o aplicativo exposto com um endereco IP acessivel publicamente, vocé pode visitar sua
instancia do WordPress usando um navegador.

& wordpress - Application detail: X (i WordPress on Google Kuberne: X |+ = o X

<« @ O 8 1061.181.245 S ® 0 =

WordPress on Google Kubernetes Engine Sample Page

Hello world!

Welcome to WordPress. This is your first post. Edit or delete it, then start writing!

May 12, 2022

Onde encontrar informagoes adicionais

Para saber mais sobre as informacdes descritas neste documento, consulte os seguintes
sites:

* Documentacao da NetApp
"https://docs.netapp.com/"

* Documentacéo do NetApp Trident
"https://docs.netapp.com/us-en/trident/index.html"

* Documentacao do Anthos Clusters no VMware
"https://cloud.google.com/anthos/clusters/docs/on-prem/latest/overview"

* Documentacéo do Anthos em bare metal
"https://cloud.google.com/anthos/clusters/docs/bare-metal/latest”

* Documentagédo do VMware vSphere

"https://docs.vmware.com/"
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