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Servico Red Hat OpenShift na AWS com FSxN
Servico Red Hat OpenShift na AWS com NetApp ONTAP

Visao geral

Nesta secéo, mostraremos como utilizar o FSx para ONTAP como uma camada de armazenamento
persistente para aplicativos em execucdo no ROSA. Ele mostrara a instalagédo do driver NetApp Trident CSI
em um cluster ROSA, o provisionamento de um FSx para o sistema de arquivos ONTAP e a implantagao de
um aplicativo com estado de exemplo. Ele também mostrara estratégias para fazer backup e restaurar os
dados do seu aplicativo. Com esta solugao integrada, vocé pode estabelecer uma estrutura de
armazenamento compartilhado que pode ser facilmente dimensionada entre AZs, simplificando os processos
de dimensionamento, protecéo e restauracdo de seus dados usando o driver Trident CSI.

Pré-requisitos

+ "Conta AWS"

* "Uma conta Red Hat"

* Usuario IAM"com permissoes apropriadas" para criar e acessar o cluster ROSA

» "CLI da AWS"

* "ROSA CLI"

* "Interface de linha de comando OpenShift"(oc)

* Leme 3"documentacao”

* "Um cluster HCP ROSA"

* "Acesso ao console web do Red Hat OpenShift"
Este diagrama mostra o cluster ROSA implantado em varias AZs. Os nds mestres e os nés de infraestrutura
do cluster ROSA estdo na VPC da Red Hat, enquanto os nés de trabalho estdo em uma VPC na conta do

cliente. Criaremos um FSx para o sistema de arquivos ONTAP dentro da mesma VPC e instalaremos o driver
Trident no cluster ROSA, permitindo que todas as sub-redes dessa VPC se conectem ao sistema de arquivos.


https://signin.aws.amazon.com/signin?redirect_uri=https://portal.aws.amazon.com/billing/signup/resume&client_id=signup
https://console.redhat.com/
https://www.rosaworkshop.io/rosa/1-account_setup/
https://aws.amazon.com/cli/
https://console.redhat.com/openshift/downloads
https://console.redhat.com/openshift/downloads
https://docs.aws.amazon.com/eks/latest/userguide/helm.html
https://docs.openshift.com/rosa/rosa_hcp/rosa-hcp-sts-creating-a-cluster-quickly.html
https://console.redhat.com/openshift/overview
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Configuracgao inicial

1. Provisao FSx para NetApp ONTAP

Crie um FSx multi-AZ para o NetApp ONTAP na mesma VPC que o cluster ROSA. Ha varias maneiras de
fazer isso. Os detalhes da criagdo do FSxN usando uma pilha CloudFormation séo fornecidos

a.Clone o repositorio GitHub

$ git clone https://github.com/aws-samples/rosa-fsx-netapp-ontap.git

b.Execute o CloudFormation Stack Execute o comando abaixo substituindo os valores dos parametros
pelos seus proprios valores:

$ cd rosa-fsx-netapp-ontap/fsx



$ aws cloudformation create-stack \
-—stack-name ROSA-FSXONTAP \
-—template-body file://./FSxXONTAP.yaml \
--region <region-name> \
--parameters \
ParameterKey=SubnetlID, ParameterValue=[subnetl ID] \
ParameterKey=Subnet2ID, ParameterValue=[subnet2 ID] \
ParameterKey=myVpc, ParameterValue=[VPC ID] \
ParameterKey=FSxONTAPRouteTable, ParameterValue=[routetablel ID,routetable2
_ID] \
ParameterKey=FileSystemName, ParameterValue=ROSA-myFSxONTAP \
ParameterKey=ThroughputCapacity, ParameterValue=1024 \
ParameterKey=FSxAllowedCIDR, ParameterValue=[your allowed CIDR] \
ParameterKey=FsxAdminPassword, ParameterValue=[Define Admin password] \
ParameterKey=SvmAdminPassword, ParameterValue=[Define SVM password] \
-—-capabilities CAPABILITY NAMED IAM

Onde: region-name: o0 mesmo que a regiao onde o cluster ROSA esta implantado subnet1_ID: id da sub-rede
preferencial para FSxN subnet2 |ID: id da sub-rede em espera para FSxN VPC_ID: id da VPC onde o cluster
ROSA esta implantado routetable1_ID, routetable2 ID: ids das tabelas de rota associadas as sub-redes
escolhidas acima your_allowed_CIDR: intervalo CIDR permitido para o FSx para grupos de seguranga ONTAP
regras de entrada para controlar o acesso. Vocé pode usar 0.0.0.0/0 ou qualquer CIDR apropriado para
permitir que todo o trafego acesse as portas especificas do FSx para ONTAP. Definir senha do administrador:
uma senha para fazer login no FSxN Definir senha do SVM: uma senha para fazer login no SVM que sera
criado.

Verifique se seu sistema de arquivos e maquina virtual de armazenamento (SVM) foram criados usando o
console do Amazon FSx , mostrado abaixo:

Amazon F5x b4 Foa ¥ Flewaems ) fe-03a16050beasTeald
yiters DﬂtapFIIESyStem_I ~ Attach | Actions ¥
File Cathe * Summary
File syatern IC S50 storage I 1} ovadla bl Lo
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Sroiepe wirtual e un-gast-2b (Standby) (3

e . Thioughput tapacity Upidata
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napshiots 2024-10-09T711.2%33-00.00

Update

Multi-AZ 1

2.Instale e configure o driver Trident CSI para o cluster ROSA
b.Instalar o Trident

Os nos de trabalho do cluster ROSA vém pré-configurados com ferramentas nfs que permitem usar protocolos
NAS para provisionamento e acesso ao armazenamento.



Se vocé quiser usar iSCSI, precisara preparar os nos de trabalho para iSCSI. A partir da versao Trident 25.02,
vocé pode preparar facilmente os nés de trabalho do cluster ROSA (ou qualquer cluster OpenShift) para
executar operagdes iSCSI no armazenamento FSxN. Ha duas maneiras faceis de instalar o Trident 25.02 (ou
posterior) que automatiza a preparagéo do né de trabalho para iSCSI. 1. usando o node-prep-flag na linha de
comando usando a ferramenta tridentctl. 2. Usando o operador Trident certificado pela Red Hat do hub do
operador e personalizando-o. 3.Usando o Helm.

@ Usar qualquer um dos métodos acima sem habilitar o node-prep permitira que vocé use apenas
protocolos NAS para provisionar armazenamento no FSxN.

Método 1: Use a ferramenta tridentctl
Use o sinalizador node-prep e instale o Trident conforme mostrado. Antes de emitir o comando de instalacao,
vocé deve ter baixado o pacote do instalador. Consulte "a documentacao aqui” .

#./tridentctl install trident -n trident --node-prep=iscsi

Método 2: usar o operador Red Hat Certified Trident e personalizar No OperatorHub, localize o operador
Red Hat Certified Trident e instale-o.

Project: All Projects
%% Administrator

Home OperatorHub

Discover Operators from the Kubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red ¢
Operators optional add-ons and shared services to your developers. After installation, the Operator capabilities will appear in the Develope 1E providing a s

sratorHub
Ope | Anten All items
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Storage
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Builds
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Observe

Modernization & Migration



https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy-tridentctl.html#step-1-download-the-trident-installer-package
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& Administrator

Home

Operators

OperatorHub

Installed Operators

Workloads

Networking

Storage

Builds

Em seguida, crie a instancia do Trident Orchestrator. Use a visualizagdo YAML para definir quaisquer valores

@ NetApp Trident

Installed operator: ready for use

View Operator

personalizados ou habilitar a preparacéo do no iscsi durante a instalacao.

o Administrator

Home

Operators
OperatorHub

Instalied Operators

Workloads

Networling

Storage

Builds

Observe

Compute

User Management

Project: openshift-operators

» COperator

@ NetApp Trident

Provided APIs

) Trident Orchestrator

Used to deploy Astra Trident
@«

Description

details

{[® Trident Configurator

AWS FSN backend

0]

Provider

Created at

@ Mar 28, 2025, 6:23 AN

Links

GitHub Repository

rident documentation
o

pport policy

Release Note




m Project: openshift-operators «
o Administrator

Home Create TridentOrchestrator
Create by completing the form. Default values may be provided by the Operator authors
Operators
Configure via: Formview @ YAML view
OperatorHub
Installed Operators t|*

Workloads

Networking

1
2
3
4
5
6
7
8

Storage

Builds

Observe

Compute

User Management

Project openshift-operators
o Admnstrator
£ ¥ Operator details
Home @ NetApp Trident
Operators
OperatorHub . g = N ey e - f
Installed Operators .
TridentOrchestrators
Worlloads
Nam -
Networking
Name Kind Status Labels
Storage -
uw

Builds

Observe

[root@localhost RedHat]# oc get pods -n trident

NAME READY  STATUS RESTARTS  AGE
trident-controller-86f89c¢855d-8w2jx 6/6 Running © 38s
trident-node-linux-rnrnn 2/2 Running %] 38s
trident-node-1linux-t9bxj 2/2 Running © 38s
trident-node-1linux-vqvl9 2/2 Running © 38s
[root@localhost RedHat]#




Ainstalacdo do Trident usando qualquer um dos métodos acima preparara os nos de trabalho do cluster
ROSA para iSCSI iniciando os servigos iscsid e multipathd e definindo o seguinte no arquivo
/etc/multipath.conf

sh-5.1# systemctl status iscsid
e iscsid.service - Open-1SCSI
Loaded: lcaded (/usr/lib/systemd/system/iscsid.service; enabled; preset: disabled)
Active: active (running) since Fri 2825-€3-21 18:28:13 UT(; 3 days agC
TriggeredBy: = iscsid.socket
Docs: man:iscsid(8)
man:iscsiuvic(8)
man:iscsiadm(8)
Main PID: 23229 (iscsid)
Status: "Ready tc process reguests”
Tasks: 1 (limit: 164942¢)
Memory: 3.2
CPU: 1e%ms
CGroup: /system.slice/iscsid.service

sh-5.14 l

sh-5.1# systemctl status multipathd
« pultipathd.service - Device-Mapper Multipath Device Conmtrcller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled; preset: enabled)
Active: active (running) since Fri 2825-€3-21 18:2€:5€ UT(C; 3 days agc
TriggeredBy: = multipathd.socket
Main PID: 1565 (multipathd)
Status: "up®
Tasks: 7
Memory: 62.4M
CPU: 33min 51.3é3s
CGroup: /system.slice/multipathd.service
Edtor fobeb ket 2 o




sh-5.1#
sh-5.14 cat /etc/multipath.conf
defaults {
find multipaths no
user_friendly names yes

h
blacklist {

]
blacklist_exceptions {
device {
vendor NETAPF
product LUN

3

h
sh-5.14 |}

c.Verifique se todos os pods Trident estido em execugéao

[root@localhost hcp-testing]#

[root@localhost hcp-testingl#

[root@localhost hcp-testingl]# oc get pods -n trident

NAME READY STATUS RESTARTS
trident-controller-f5f6796f-vd2sk 6/6 Running
trident-node-linux-4svgz 2/2 Running
trident-node-1linux-dj9j4 2/2 Running
trident-node-1linux-jlshh 2/2 Running
trident-node-1linux-sqthw 2/2 Running
trident-node-1inux-ttj9c 2/2 Running
trident-node-1linux-vmjr5 2/2 Running
trident-node-linux-wvqgst 2/2 Running
trident-operator-545869857c-kgc7p 1/1 Running
[root@localhost hcp-testingl# _

& DI DD

3. Configurar o backend Trident CSI para usar FSx para ONTAP (ONTAP NAS)

A configuragéo de back-end do Trident informa ao Trident como se comunicar com o sistema de
armazenamento (neste caso, FSx para ONTAP). Para criar o backend, forneceremos as credenciais da
maquina virtual de armazenamento para conexao, juntamente com o gerenciamento de cluster e as interfaces
de dados NFS. N6s usaremos o"driver ontap-nas” para provisionar volumes de armazenamento no sistema de
arquivos FSx.

um. Primeiro, crie um segredo para as credenciais do SVM usando o seguinte yaml



https://docs.netapp.com/us-en/trident/trident-use/ontap-nas.html

apiVersion: vl
kind: Secret
metadata:
name: backend-fsx-ontap-nas-secret
namespace:
type: Opaque
stringData:

trident

username: vsadmin
password: <value provided for Define SVM password as a parameter to the
Cloud Formation Stack>

Vocé também pode recuperar a senha do SVM criada para o FSxN no AWS Secrets Manager,

@ conforme mostrado abaixo.

WS Sevrets Maidger 3 Seree
Secrets c | [ e newseaie |
o er vin by nare, de o, Bog dey, 109 W, O 3 i 1 [
Secrat name Description Last retriewed (UTE)
Outober & 2024

SWMAdmInS rLvward

FandmirPasswond

» Seawis 3 HOP-ROSA-FSXONTAP-SWMAdmin auswond

ANNS Serirty Manags

HCP-ROSA-FSXONTAP-SVMAdminPassword

[} Actioms w

Secret details
D SvMAdminPassword

0 wifiecrmtimaniges

P-ROSA-FSUDNTAP-SVMAG AP awornd

Seciet A

6 arrcawssetretumanagerit-eant-2-3 1 G088 A366T tecret HOP- BOSA-FRODMNTAP- SUMAGmIn P ratword
Agiaf

Dreervbow Rotation Werdona Fwplication Tagn

Retrieve secret value

Secret value e

b. Em seguida, adicione o segredo para as credenciais do SVM ao cluster ROSA usando o seguinte

comando
$ oc apply -f svm secret.yaml

Vocé pode verificar se o segredo foi adicionado no namespace trident usando o seguinte comando

10



$ oc get secrets -n trident |grep backend-fsx-ontap-nas-secret

ost

hcp-testi

Opaque

c. Em seguida, crie o objeto de backend Para isso, va para o diretério fsx do seu repositorio Git clonado.
Abra o arquivo backend-ontap-nas.yaml. Substitua o seguinte: managementLIF pelo nome DNS de
gerenciamento, dataLIF pelo nome DNS NFS do Amazon FSx SVM e svm pelo nome do SVM. Crie o objeto

de backend usando o seguinte comando.

Crie o objeto de backend usando o seguinte comando.

$ oc apply -f backend-ontap-nas.yaml

@ Vocé pode obter o nome DNS de gerenciamento, o nome DNS NFS e o nome SVM no console

Amazon FSx, conforme mostrado na captura de tela abaixo

Amazon FS5x b 4
Summary
1-07a733022584/2045 (9 RORA-10-097H 1231460
s

sVl (3 ®

w ONTAP
aBd5eThl-B653-11ef-8127-01 4301500927 DEFALLT

v OpenIfS

ki |
= A F G-
ik
I

OTa733da258412045 (3
Endpoints Adminittration Wolumet Tagi
Endpaints
vii-07al53da 258412045 15-03216050beaeT ca 24 fod us-east-2 amazonaps.com
Wim-0Ta 75 3da2 5841 2045 140301 60500eae T ca2 4. fo us-eait- Lamaenig com (1§
aesl Surm-07 242 5841 2045 Fe-05a 160500, 24l 12 BTAEONIWS. (04
s}

ASHE ]

d. Agora, execute o seguinte comando para verificar se o objeto de backend foi criado e se a Fase esta

mostrando Bound e o Status é Success

11



PHASE

50e29 Bound

4. Criar classe de armazenamento Agora que o backend do Trident esta configurado, vocé pode criar uma
classe de armazenamento do Kubernetes para usar o backend. A classe de armazenamento é um objeto de
recurso disponibilizado ao cluster. Ele descreve e classifica o tipo de armazenamento que vocé pode solicitar
para um aplicativo.

um. Revise o arquivo storage-class-csi-nas.yaml na pasta fsx.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: trident-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "ext4d"
allowVolumeExpansion: True
reclaimPolicy: Retain

b. Crie uma classe de armazenamento no cluster ROSA e verifique se a classe de armazenamento
trident-csi foi criada.

Isso conclui a instalacao do driver Trident CSI e sua conectividade com o FSx para o sistema de arquivos
ONTAP . Agora vocé pode implantar um aplicativo Postgresql com estado de exemplo no ROSA usando
volumes de arquivo no FSx para ONTAP.

c. Verifique se ndo ha PVCs e PVs criados usando a classe de armazenamento trident-csi.

12



d. Verifique se os aplicativos podem criar PV usando o Trident CSI.

Crie um PVC usando o arquivo pvc-trident.yaml fornecido na pasta fsx.

pvc-trident.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 10Gi
storageClassName: trident-csi

You can issue the following commands to create a pvc and verify that it
has been created.

image:redhat-openshift-container-rosa-011l.png["criar PVC de teste usando
Trident"]

Para usar 0 iSCSI, vocé deve ter habilitado o iSCSI nos nés de trabalho, conforme mostrado
@ anteriormente, e precisa criar um backend iISCSI e uma classe de armazenamento. Aqui estao
alguns arquivos yaml de exemplo.

13



cat tbc.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: fsxadmin
password: <password for the fsxN filesystem>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-san
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management 1if of fsxN filesystem>
backendName: backend-tbc-ontap-san
svm: svm FSxNForROSAiSCSI
credentials:
name: backend-tbc-ontap-san-secret

cat sc.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: trident-csi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true

5. Implantar um aplicativo Postgresql com estado de exemplo

um. Use o helm para instalar o postgresq|l

$ helm install postgresqgl bitnami/postgresgl -n postgresgl —--create
-namespace

14



b. Verifique se o pod do aplicativo esta em execug¢ao e se um PVC e um PV foram criados para o
aplicativo.

[root@localhost hcp-testing]# oc get pods -n postgresql
NAME READY STATUS RESTARTS AGE
nostegresql-0  1/1 Running ©

icp-testing]@

c. Implantar um cliente Postgresql

Use o seguinte comando para obter a senha do servidor postgresql que foi instalado.

$ export POSTGRES PASSWORD=S$ (kubectl get secret --namespace postgresql
postgresgl -o jsoata.postgres-password}" | base64d -d)

Use o seguinte comando para executar um cliente postgresql e conectar-se ao servidor usando a
senha

15



$ kubectl run postgresgl-client --rm --tty -i --restart='Never'
--namespace postgresgl --image docker.io/bitnami/postgresqgl:16.2.0-debian-
11-rl --env="PGPASSWORD=$POSTGRE S _PASSWORD" \

> —-command -- psgl --host postgresgl -U postgres -d postgres -p 5432

d. Crie um banco de dados e uma tabela. Crie um esquema para a tabela e insira 2 linhas de dados na
tabela.

CREATE DATABASE erp;

connected to databs: s " as user "postgres”
TABLE PERSONS(ID INT PRIMA =Y NOT NULL, FIRSTNAME TEXT NOT NULL, LASTNAME TEXT NOT NULL);

INTO PERSONS VALUES(1, 'John','Doe');

rp=# SELECT * FROM PERSONS;
id | firstname | lastname

1 | John
(1 row)

16



erp=# INSERT INTO PERSONS VALUES(2,'Jane',’'Scott');
INSERT © 1

erp=# SELECT * from PERSONS;

id | firstname | lastname

1 | John
2 | Jane
(2 rows)

Servigco Red Hat OpenShift na AWS com NetApp ONTAP

Este documento descrevera como usar o NetApp ONTAP com o Red Hat OpenShift
Service na AWS (ROSA).

Criar instantaneo de volume

1. Criar um instantaneo do volume do aplicativo Nesta secdo, mostraremos como criar um instantaneo do
Trident do volume associado ao aplicativo. Esta sera uma copia de um momento especifico dos dados do
aplicativo. Se os dados do aplicativo forem perdidos, podemos recuperar os dados desta copia de momento.
OBSERVACAO: este instantaneo é armazenado no mesmo agregado que o volume original no ONTAP(no
local ou na nuvem). Portanto, se o agregado de armazenamento ONTAP for perdido, ndo poderemos
recuperar os dados do aplicativo a partir do seu snapshot.

**um. Crie uma VolumeSnapshotClass Salve o seguinte manifesto em um arquivo chamado volume-snapshot-
class.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: fsx-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

Crie um snapshot usando o manifesto acima.

[root@localhost hcp-testing]# oc create -f volume-snapshot-class.yaml
volumesnapshotclass.snapshot.storage.k8s.1i0/fsx-snapclass created

[root@localhost hcp-testing]#

b. Em seguida, crie um snapshot Crie um snapshot do PVC existente criando o VolumeSnapshot para fazer
uma copia de um momento especifico dos seus dados do Postgresql. Isso cria um instantdneo do FSx que
ocupa quase nenhum espago no backend do sistema de arquivos. Salve o seguinte manifesto em um arquivo

17



chamado volume-snapshot.yaml:

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: postgresgl-volume-snap-01
spec:
volumeSnapshotClassName: fsx-snapclass
source:

persistentVolumeClaimName: data-postgresqgl-0

c. Crie o instantaneo do volume e confirme que ele foi criado

Exclua o banco de dados para simular a perda de dados (a perda de dados pode ocorrer por varios motivos,
aqui estamos apenas simulando isso excluindo o banco de dados)

d. Exclua o banco de dados para simular a perda de dados (a perda de dados pode ocorrer por varios
motivos, aqui estamos apenas simulando isso excluindo o banco de dados)

postgres=# \c erp;
psgl (16.2, server 16.4)

ou are now connected to database "erp” as user "postgres".
erp=# SELECT * FROM persons;

id | firstname | lastname

2 | Jane
(2 rows)

at "postgresql" (172.30.103.67), port 5432 failed: FATAL: database "erp" does not exist

Restaurar a partir do instantaneo de volume

1. Restaurar do Snapshot Nesta se¢cdo, mostraremos como restaurar um aplicativo a partir do snapshot do
Trident do volume do aplicativo.

18



um. Crie um clone de volume a partir do snapshot

Para restaurar o volume ao seu estado anterior, vocé deve criar um novo PVC com base nos dados do
instantadneo que vocé tirou. Para fazer isso, salve o seguinte manifesto em um arquivo chamado pvc-
clone.yaml

apiVersion: vl

kind: PersistentVolumeClaim
metadata:

name: postgresgl-volume-clone
spec:

accessModes:

- ReadWriteOnce
storageClassName: trident-csi
resources:

requests:

storage: 8Gi
dataSource:

name: postgresqgl-volume-snap-01

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

Crie um clone do volume criando um PVC usando o snapshot como fonte usando o manifesto acima. Aplique
o manifesto e certifique-se de que o clone foi criado.

b. Excluir a instalagao original do postgresql
root@localhost hcp-tésfing]#
[root@localhost hcp-testingl# helm uninstall postgresgl -n postgresqgl
release "postgresql” uninstalled

[ root@localhost hcp-testingl# oc get pods -n postgresql

[

No resources found in postgresql namespace.
[root@localhost hcp-testingl# _

c. Crie um novo aplicativo postgresql usando o novo clone PVC

19



$ helm install postgresql bitnami/postgresgl --set
primary.persistence.enabled=true --set
primary.persistence.existingClaim=postgresgl-volume-clone -n postgresqgl

|root@localhost hecp-testing
[root@localhost hep-testing]¥ helm install postgresql bitnami/postgresql --set primary.persistence.enabled=true \
» --set primary.persistence.existingClaim=postgresql-volume-clone -n postgresqgl
{AME: postgresql
DEPLOYED: Mon Oct 14 12:63:31 2024
{AMESPACE: postgresqgl
deployed
1

: hone
HOTES;
HART NAME: postgresql
HART VERSION: 15.5.21
APP VERSION: 16.4.8

** Please be patient while the chart is being deployed **
ostgresQL can be accessed via port 5432 on the following DNS names from within your cluster:
postgresgl.postgresgl.sve.cluster. local Read/Write connection
To get the password for "postgres™ run:
export POSTGRES PASSWORD=$(kubect] pet secret --namespace postgresqgl postgresql -o jsonpath="{.data.postgres-password}” | ba
To connect to your database run the following command:

kubectl run postgresql-client --rm --tty -i --restart='Never' --namespace postgresql --image docker.io/bitnami/postgresql:16
--command -- psgql --host postgresql -U postpgres -d postpres -p 5432
> NOTE: If you access the container using bash, make sure that you execute "/opt/bitnami/scripts/postgresql/entrypoint.sh /b
1801} does not exist™

To connect to your database from outside the cluster execute the following commands:

kubectl port-forward namespace postgresgl svo/postgresgl 5432:5432 &
PGPASSHORD="$POSTGRES_PASSWORD™ psql --host 127.8.8.1 -U postgres -d postgres -p 5432

JARNING: The configured password will be ignored on new installation in case when previous PostgresSQL release was deleted through
sword, and setting it through helm won't take effect. Deleting persistent volumes (PVs) will solve the issue.

There are "resources” sections in the chart not set. Using "resourcesPreset™ is not recommended for production. For pro
r to your workload needs:
- [Jril'r'rtf"".I"I?!-nlll‘:"!_’?-
readReplicas.resources
+info https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/

[root@localhost hop-testingld

d. Verifique se o pod do aplicativo esta em execugéao

root@localhost hcp-testingl# oc get pods -n postgresqgl

READY  STATUS RESTARTS  AGE
postgresql-0 1/1 Running © 2mls
root@localhost hcp-testingl# _

e. Verifique se o pod usa o clone como seu PVC




root@localhost hcp-testing]#
root@localhost hcp-testing]# oc describe pod/postgresql-© -n postgresql,

r (a temporary directory shares a pod's lifetime)

s lifetime)

Age From

Im55s def C r Successfully igned pos:
3m54s AttachVolume.Attach succeeded for volume

from ovn-kuber

f) Para validar se o banco de dados foi restaurado conforme o esperado, volte ao console do contéiner e
mostre os bancos de dados existentes
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Video de demonstracao

Amazon FSx for NetApp ONTAP com Red Hat OpenShift Service na AWS usando o Hosted Control Plane

Mais videos sobre o Red Hat OpenShift e as solugdes OpenShift podem ser encontrados"aqui” .
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../videos/openshift-videos.html
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