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VMware Tanzu com NetApp
NVA-1166: VMware Tanzu com NetApp

Alan Cowles e Nikhil M Kulkarni, NetApp

Este documento de referéncia fornece validacdo de implantacdo de diferentes versdes
de solugcdes VMware Tanzu Kubernetes, implantadas como Tanzu Kubernetes Grid
(TKG), Tanzu Kubernetes Grid Service (TKGS) ou Tanzu Kubernetes Grid Integrated
(TKGI) em varios ambientes de data center diferentes, conforme validados pela NetApp.
Ele também descreve a integracdo de armazenamento com os sistemas de
armazenamento NetApp e o orquestrador de armazenamento Trident para o
gerenciamento de armazenamento persistente e o Trident Protect para backup e
clonagem de aplicativos com estado usando esse armazenamento persistente. Por fim, o
documento fornece demonstragdes em video das integrag¢des e validagcdes da solugao.

Casos de uso

A solugao VMware Tanzu com NetApp foi arquitetada para oferecer valor excepcional para clientes com os
seguintes casos de uso:

« Ofertas faceis de implantar e gerenciar do VMware Tanzu Kubernetes Grid implantadas no VMware
vSphere e integradas aos sistemas de armazenamento da NetApp .

* O poder combinado de contéineres empresariais e cargas de trabalho virtualizadas com as ofertas do
VMware Tanzu Kubernetes Grid.

» Configuragdo do mundo real e casos de uso destacando os recursos do VMware Tanzu quando usado
com o armazenamento NetApp e o conjunto de produtos NetApp Trident .

* Protegdo consistente com aplicativos ou migracao de cargas de trabalho em contéineres implantadas em
clusters VMware Tanzu Kubernetes Grid cujos dados residem em sistemas de armazenamento NetApp
usando o Trident Protect.

Valor comercial

As empresas estao adotando cada vez mais praticas de DevOps para criar novos produtos, encurtar ciclos de
langamento e adicionar novos recursos rapidamente. Devido a sua natureza 4gil inata, contéineres e
microsservigcos desempenham um papel crucial no suporte as praticas de DevOps. No entanto, praticar
DevOps em escala de produgdo em um ambiente corporativo apresenta seus proprios desafios e impde certos
requisitos a infraestrutura subjacente, como os seguintes:

 Alta disponibilidade em todas as camadas da pilha

» Facilidade de procedimentos de implantacao

» Operacgdes e atualizagcdes nao disruptivas

* Infraestrutura programavel e orientada por API para acompanhar a agilidade dos microsservigos

* Multilocagdo com garantias de desempenho

» Capacidade de executar cargas de trabalho virtualizadas e em contéineres simultaneamente

« Capacidade de dimensionar a infraestrutura de forma independente com base nas demandas da carga de



trabalho
» Capacidade de implantacdo em um modelo de nuvem hibrida com contéineres em execucédo em data
centers locais e na nuvem.

O VMware Tanzu com NetApp reconhece esses desafios e apresenta uma solugéo que ajuda a resolver cada
preocupacgao implantando as ofertas do VMware Tanzu Kubernetes no ambiente de nuvem hibrida escolhido
pelo cliente.

Visao geral da tecnologia

A solugao VMware Tanzu com NetApp é composta pelos seguintes componentes principais:

Plataformas VMware Tanzu Kubernetes

O VMware Tanzu esta disponivel em uma variedade de versdes que a equipe de engenharia de solugbes da
NetApp validou em nossos laboratérios. Cada versao do Tanzu integra-se com sucesso ao portfélio de
armazenamento da NetApp e cada uma pode ajudar a atender a determinadas demandas de infraestrutura.
Os destaques com marcadores a seguir descrevem o0s recursos e ofertas de cada versao do Tanzu descrita
neste documento.

Grade VMware Tanzu Kubernetes (TKG)

* Ambiente Kubernetes upstream padrao implantado em um ambiente VMware vSphere.
« Anteriormente conhecido como Essential PKS (da aquisigdo da Heptio, fevereiro de 2019).

* O TKG ¢é implantado com uma instancia de cluster de gerenciamento separada para suporte no vSphere
6.7U3 em diante.

* As implantagbes do TKG também podem ser implantadas na nuvem com AWS ou Azure.

* Permite o uso de nés de trabalho do Windows ou Linux (Ubuntu/Photon).

* NSX-T, proxy HA, rede AVI ou balanceadores de carga podem ser usados para o plano de controle.
* O TKG oferece suporte ao MetalLB para o plano de aplicagdo/dados.

» Pode usar o vSphere CSI, bem como CSls de terceiros, como o NetApp Trident.
Servigo de grade VMware Tanzu Kubernetes (TKGS)

* Ambiente Kubernetes upstream padrao implantado em um ambiente VMware vSphere.
» Anteriormente conhecido como Essential PKS (da aquisigdo da Heptio, fevereiro de 2019).

* TKGS implantado com cluster de supervisor e clusters de carga de trabalho somente no vSphere 7.0U1
em diante.

» Permite o uso de nés de trabalho do Windows ou Linux (Ubuntu/Photon).

* NSX-T, proxy HA, rede AVI ou balanceadores de carga podem ser usados para o plano de controle.

O TKGS suporta MetalLLB para plano de aplicagcao/dados.
* Pode usar o vSphere CSI, bem como CSls de terceiros, como o NetApp Trident.

» Fornece suporte para vSphere Pods com Tanzu, permitindo que os pods sejam executados diretamente
em hosts ESXi habilitados no ambiente.

VMWare Tanzu Kubernetes Grid Integrado (TKGI)

» Anteriormente conhecido como Enterprise PKS (da aquisi¢gdo da Heptio, fevereiro de 2019).



* Pode usar NSX-T, HA Proxy ou Avi. Vocé também pode fornecer seu proprio balanceador de carga.

» Suportado a partir do vSphere 6.7U3, bem como AWS, Azure e GCP.

» Configuragéao via assistente para permitir facilidade de implantacéo.

» Executa o Tanzu em VMs imutaveis controladas e gerenciadas pelo BOSH.

* Pode usar o vSphere CSI, bem como CSls de terceiros, como o NetApp Trident (algumas condigbes se
aplicam).

vSphere com Tanzu (vSphere Pods)

» Os pods nativos do vSphere sdo executados em uma camada fina baseada em fétons com hardware
virtual prescrito para isolamento completo.

* Requer NSX-T, mas isso permite suporte a recursos adicionais, como um registro de imagem Harbor.

* Implantado e gerenciado no vSphere 7.0U1 em diante usando um cluster de Supervisor virtual como o
TKGS. Executa pods diretamente em nés ESXi.

 Totalmente integrado ao vSphere, maior visibilidade e controle pela administragdo do vSphere.

» Pods isolados baseados em CRX para o mais alto nivel de seguranca.

» Suporta somente vSphere CSI para armazenamento persistente. Ndo ha suporte para orquestradores de
armazenamento de terceiros.

Sistemas de armazenamento NetApp

A NetApp tem varios sistemas de armazenamento perfeitos para data centers empresariais e implantagdes de
nuvem hibrida. O portfélio da NetApp inclui os sistemas de armazenamento NetApp ONTAP, NetApp Element
e NetApp e-Series, todos os quais podem fornecer armazenamento persistente para aplicativos em
contéineres.

Para obter mais informacoes, visite o site da NetApp "aqui” .

Integracdes de armazenamento NetApp

O Trident € um orquestrador de armazenamento de codigo aberto e totalmente suportado para contéineres e
distribuicdes Kubernetes, incluindo VMware Tanzu.

Para mais informagdes, visite o site da Trident "aqui” .

Matriz de suporte atual para versoes validadas

Tecnologia Propdsito Versao do software

NetApp ONTAP Armazenar 9.9.1

NetApp Trident Orquestracao de Armazenamento  22.04.0

VMware Tanzu Kubernetes Grid Orquestragao de contéineres 1.4+

Servigo de grade VMware Tanzu Orquestracao de contéineres 0.0.15 [Espacos para nomes do
Kubernetes vSphere]

1.22.6 [Cluster de Supervisores
Kubernetes]


https://www.netapp.com
https://docs.netapp.com/us-en/trident/index.html

VMware Tanzu Kubernetes Grid Orquestragao de contéineres 1.13.3

integrado

VMware vSphere Virtualizagédo de data center 7.0U3
Centro de dados VMware NSX-T ~ Rede e Seguranca 3.1.3
Balanceador de carga avangado do Balanceador de carga 20.1.3
VMware NSX

Portfélio de produtos VMware Tanzu

Visao geral do VMware Tanzu

O VMware Tanzu é um portfdlio de produtos que permite as empresas modernizar seus
aplicativos e a infraestrutura em que eles sdo executados. O conjunto completo de
recursos do VMware Tanzu une as equipes de desenvolvimento e operacdes de Tl em
uma unica plataforma para adotar a modernizacao tanto em seus aplicativos quanto em
sua infraestrutura de forma consistente em ambientes de nuvem hibrida e local para
entregar continuamente um software melhor para produgao.

VMware Tanzu Portfolio
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Para entender mais sobre as diferentes ofertas e seus recursos no portfélio Tanzu, visite a
documentagao"aqui” .

Em relagao ao catalogo de operagdes do Kubernetes da Tanzu, a VMware tem uma variedade de
implementagdes para o Tanzu Kubernetes Grid, todas as quais provisionam e gerenciam o ciclo de vida dos
clusters do Tanzu Kubernetes em diversas plataformas. Um cluster Tanzu Kubernetes é uma distribuicao
completa do Kubernetes criada e suportada pela VMware.

A NetApp testou e validou a implantagéo e a interoperabilidade dos seguintes produtos do portfélio VMware
Tanzu em seus laboratérios:


https://docs.vmware.com/en/VMware-Tanzu/index.html

» "Grade VMware Tanzu Kubernetes (TKG)"
» "Servico de grade VMware Tanzu Kubernetes (TKGS)"
« "VMware Tanzu Kubernetes Grid Integrated (TKGI)"

* "VMware vSphere com Tanzu (pods vSphere)"

Visao geral do VMware Tanzu Kubernetes Grid (TKG)

O VMware Tanzu Kubernetes Grid, também conhecido como TKG, permite que vocé
implante clusters Tanzu Kubernetes em ambientes de nuvem hibrida ou publica. O TKG
€ instalado como um cluster de gerenciamento, que € um cluster do Kubernetes, que
implanta e opera os clusters Tanzu Kubernetes. Esses clusters Tanzu Kubernetes sdo os
clusters de carga de trabalho do Kubernetes nos quais a carga de trabalho real é
implantada.

O Tanzu Kubernetes Grid se baseia em alguns dos promissores projetos da comunidade upstream e oferece
uma plataforma Kubernetes desenvolvida, comercializada e suportada pela VMware. Além da distribuigdo do
Kubernetes, o Tanzu Kubernetes Grid fornece complementos adicionais que sao servigos essenciais de nivel
de produgao, como registro, balanceamento de carga, autenticagéo e assim por diante. O VMware TKG com
cluster de gerenciamento € amplamente utilizado em ambientes vSphere 6.7 e, embora seja compativel, ndo é
uma implantagao recomendada para ambientes vSphere 7 porque o TKGS tem recursos de integragdo nativos
com o vSphere 7.
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Para obter mais informagdes sobre o Tanzu Kubernetes Grid, consulte a documentagao"aqui” .

Dependendo se o Tanzu Kubernetes Grid esta sendo instalado no local no cluster vSphere ou em ambientes
de nuvem, prepare e implante o Tanzu Kubernetes Grid seguindo o guia de instalagdo"aqui" .

Depois de instalar o cluster de gerenciamento para Tanzu Kubernetes Grid, implante os clusters de usuario ou
clusters de carga de trabalho conforme necessario, seguindo a documentagao“aqui” . O cluster de
gerenciamento VMware TKG exige que uma chave SSH seja fornecida para instalagao e operagéo de clusters
Tanzu Kubernetes. Esta chave pode ser usada para efetuar login nos nos do cluster usando o capv usuario.


https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid/1.5/vmware-tanzu-kubernetes-grid-15/GUID-release-notes.html
https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid/1.5/vmware-tanzu-kubernetes-grid-15/GUID-mgmt-clusters-prepare-deployment.html
https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid/1.5/vmware-tanzu-kubernetes-grid-15/GUID-tanzu-k8s-clusters-index.html

Visao geral do VMware Tanzu Kubernetes Grid Service (TKGS)

O VMware Tanzu Kubernetes Grid Service (também conhecido como vSphere with
Tanzu) permite que vocé crie e opere clusters Tanzu Kubernetes nativamente no
vSphere e também permite que vocé execute algumas cargas de trabalho menores
diretamente nos hosts ESXi. Ele permite que vocé transforme o vSphere em uma
plataforma para executar cargas de trabalho em contéineres nativamente na camada do
hipervisor. O Tanzu Kubernetes Grid Service implanta um cluster de supervisor no
vSphere quando habilitado, que implanta e opera os clusters necessarios para as cargas
de trabalho. Ele é nativamente integrado ao vSphere 7 e aproveita muitos recursos
confiaveis do vSphere, como vCenter SSO, biblioteca de conteudo, rede vSphere,
armazenamento vSphere, vSphere HA e DRS e seguranca vSphere para uma
experiéncia mais integrada do Kubernetes.

O vSphere with Tanzu oferece uma plataforma Unica para ambientes de aplicativos hibridos, onde vocé pode
executar os componentes do seu aplicativo em contéineres ou em VMs, proporcionando melhor visibilidade e
facilidade de operagbes para desenvolvedores, engenheiros de DevOps e administradores do vSphere. O
VMware TKGS s6 é compativel com ambientes vSphere 7 e é a unica oferta no portfélio de operacdes do
Tanzu Kubernetes que permite executar pods diretamente em hosts ESXi.
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Para obter mais informacgdes sobre o Tanzu Kubernetes Grid Service, siga a documentagéao"aqui” .

Ha muitas consideragdes arquitetdnicas relacionadas a conjuntos de recursos, rede e assim por diante.
Dependendo da arquitetura escolhida, os pré-requisitos e o processo de implantagéo do Tanzu Kubernetes
Grid Service diferem. Para implantar e configurar o Tanzu Kubernetes Grid Service em seu ambiente, siga o
guia"aqui” . Além disso, para efetuar login nos nés do cluster Tanzu Kubernetes implantados via TKGS, siga o
procedimento descrito neste "link" .


https://docs.vmware.com/en/VMware-vSphere/7.0/vmware-vsphere-with-tanzu/GUID-152BE7D2-E227-4DAA-B527-557B564D9718.html
https://docs.vmware.com/en/VMware-vSphere/7.0/vmware-vsphere-with-tanzu/GUID-74EC2571-4352-4E15-838E-5F56C8C68D15.html
https://docs.vmware.com/en/VMware-vSphere/7.0/vmware-vsphere-with-tanzu/GUID-37DC1DF2-119B-4E9E-8CA6-C194F39DDEDA.html

A NetApp recomenda que todos os ambientes de produgéo sejam implantados em varias implantagdes
principais para tolerancia a falhas, com a opgao de configuragao dos nds de trabalho para atender aos
requisitos das cargas de trabalho pretendidas. Portanto, uma classe de VM recomendada para uma carga de
trabalho altamente intensiva teria pelo menos quatro vCPUs e 12 GB de RAM.

Quando os clusters Tanzu Kubernetes sao criados em um namespace, 0s usuarios com owner ou edit a
permissao pode criar pods diretamente em qualquer namespace usando a conta de usuario. Isso ocorre
porque 0s usuarios com o owner OU edit permissao é atribuida a fungdo de administrador do cluster. No
entanto, ao criar implanta¢des, conjuntos de daemons, conjuntos com estado ou outros em qualquer
namespace, vocé deve atribuir uma fungdo com as permissées necessarias as contas de servigo
correspondentes. Isso é necessario porque as implantagdes ou conjuntos de daemons utilizam contas de
servigo para implantar os pods.

Veja o exemplo a seguir de ClusterRoleBinding para atribuir a fungéo de administrador de cluster a todas as
contas de servi¢o no cluster:

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRoleBinding
metadata:
name: all sa ca
subjects:
- kind: Group
name: system:serviceaccounts
namespace: default
roleRef:
kind: ClusterRole
name: psp:vmware-system-privileged
apiGroup: rbac.authorization.k8s.io

Visao geral do VMware Tanzu Kubernetes Grid Integrated Edition (TKGI)

O VMware Tanzu Kubernetes Grid Integrated (TKGI) Edition, anteriormente conhecido
como VMware Enterprise PKS, é uma plataforma autbnoma de orquestracéo de
contéineres baseada no Kubernetes com recursos como gerenciamento de ciclo de vida,
monitoramento de integridade do cluster, rede avangada, registro de contéineres e assim
por diante. O TKGI provisiona e gerencia clusters do Kubernetes com o plano de controle
do TKGI, que consiste no BOSH e no Ops Manager.

O TKGI pode ser instalado e operado em ambientes vSphere ou OpenStack locais ou em qualquer uma das
principais nuvens publicas em suas respectivas ofertas de laaS. Além disso, a integragdo do TKGI com NSX-T
e Harbour permite casos de uso mais amplos para cargas de trabalho corporativas. Para saber mais sobre o
TKGI e seus recursos, visite a documentagéao"aqui” .


https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid-Integrated-Edition/index.html

Tanzu Kubernetes Grid Integrated Edition

TKGI Management Plane

Kubernetes Cluster Kubernetes Cluster
HARBOR
NSX-T

(7]
=
=

Physical Infrastructure

O TKGI ¢ instalado em uma variedade de configuragdes em diversas plataformas com base em diferentes
casos de uso e designs. Siga o guia"aqui" para instalar e configurar o TKGI e seus pré-requisitos. O TKGI usa
VMs Bosh como nés para clusters Tanzu Kubernetes que executam imagens de configuragéo imutaveis e
quaisquer alteracdes manuais em VMs Bosh n&o permanecem persistentes apds reinicializagdes.

Notas importantes:
* O NetApp Trident requer acesso privilegiado ao contéiner. Portanto, durante a instalagdo do TKGl,

certifique-se de selecionar a caixa de sele¢ao Habilitar contéineres privilegiados na etapa para configurar
os planos de noés do cluster Tanzu Kubernetes.

Worker Node Instances @ Worker Persistent Disk Size @ Worker Availability Zones @
3 50GB - @ =

Worker VM Type @ Max Worker Node Instances (D
medium.disk (cpu: 2, ram: 4 GB, disk: 32 GB) 50

Errand VM Type @
medium.disk (cpu: 2, ram: 4 GB, disk: 32 GB) Enable Privileged Containers (Use with caution) @

Admission Plugins
(I PodsecurityPolicy @
(P SecurityContextDeny @

Cluster Services

Node Drain Timeout (minutes, min: 0, max: 1440) © @D Force node to drain even if it has running pods not managed by a

0
ReplicationController, ReplicaSet, Job, DaemonSet or Stateful Set @
Pod Shutdown Grace Period (seconds, min: -1, max: 86400) @D Force node to drain even if it has running DaemonSet managed pods @
@D Force node to drain even if it has running pods using emptyDir @
10

(P Force node to drain even if pods are still running after timeout @

SAVE PLAN BELETE

* A NetApp recomenda que todos os ambientes de produgdo sejam implantados em varias implantagdes


https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid-Integrated-Edition/1.14/tkgi/GUID-index.html

principais para tolerancia a falhas, com a opg¢ao de configuragao dos nds de trabalho para atender aos
requisitos das cargas de trabalho pretendidas. Portanto, um plano de cluster TKGI recomendado
consistiria em pelo menos trés mestres e trés trabalhadores com pelo menos quatro vCPUs e 12 GB de
RAM para uma carga de trabalho altamente intensiva.

Visao geral do VMware vSphere com Tanzu

O VMware vSphere com Tanzu, também conhecido como vSphere Pods, permite que
vocé use os noés do hipervisor ESXi no seu ambiente VMware vSphere como nés de
trabalho em um ambiente Kubernetes bare metal.

ESXi Host

CPU

vSphere Pod

Container
Container

Linux Kemel

Memory

=

Storage

vSphere Pod

Container

Linux Kernel

Meamory

=

Storage

Um ambiente VMware vSphere com Tanzu é habilitado no Gerenciamento de Carga de Trabalho, assim como
um cluster TKGS nativo.

Um Supervisor Cluster virtualizado é criado para fornecer um plano de controle altamente disponivel para o

Kubernetes, e Namespaces individuais s&o criados para cada aplicativo para garantir o isolamento de
recursos para os usuarios.

3 (- Namespaces

y [®) test-ns

£ SupervisorControlPlaneVM (1)
£ SupervisorControlPlaneVM (2)

£ SupervisorControlPlaneVM (3)

Quando o VMware vSphere with Tanzu esta habilitado, cada um dos hosts ESXi tem o aplicativo Spherelet
instalado e configurado. Isso permite que cada n6 atue como um trabalhador em uma implantagéo do
Kubernetes e gerencie os pods implantados em cada né.



Supervisor Cluster A

Config Status @ & Running (1)

Kubernetes Status & Ready

®

Version 0.0.15-19705778

Spherelet Version 1.3.2-19554634

Atualmente, o VMware vSphere with Tanzu e o vSphere Pods suportam apenas o driver vSphere CSl local.
Isso funciona fazendo com que os administradores criem politicas de armazenamento no cliente vSphere que
selecionam entre os destinos de armazenamento atualmente disponiveis para serem usados como
repositorios de dados do vSphere. Essas politicas sdo usadas para criar volumes persistentes para aplicativos
em contéineres.

Embora atualmente nao haja suporte para o driver NetApp Trident CSI que permite
conectividade direta com matrizes de armazenamento externas ONTAP e Element, esses

@ sistemas de armazenamento NetApp séo frequentemente usados para dar suporte ao
armazenamento primario do ambiente vSphere, e as ferramentas avangadas de gerenciamento
de dados e eficiéncia de armazenamento da NetApp podem ser usadas dessa maneira.

Se vocé quiser ler mais sobre o VMware vSphere com Tanzu, consulte a documentagéao"aqui” .

Sistemas de armazenamento NetApp

Visao geral dos sistemas de armazenamento NetApp

A NetApp tem diversas plataformas de armazenamento qualificadas com Trident e
Trident Protect para provisionar, proteger e gerenciar dados para aplicativos em
contéineres e, assim, ajudar a definir e maximizar o rendimento do DevOps.

A NetApp tem diversas plataformas de armazenamento qualificadas com o Trident para provisionar, proteger e
gerenciar dados para aplicativos em contéineres.

10


https://docs.vmware.com/en/VMware-vSphere/7.0/vmware-vsphere-with-tanzu/GUID-152BE7D2-E227-4DAA-B527-557B564D9718.html
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* Os sistemas AFF e FAS executam o NetApp ONTAP e fornecem armazenamento para casos de uso
baseados em arquivo (NFS) e em bloco (iISCSI).

* O Cloud Volumes ONTAP e o ONTAP Select oferecem os mesmos beneficios na nuvem e no espacgo
virtual, respectivamente.

* O Google Cloud NetApp Volumes (AWS/GCP) e o Azure NetApp Files fornecem armazenamento baseado
em arquivos na nuvem.

Cada sistema de armazenamento no portfolio da NetApp pode facilitar tanto o gerenciamento
(D de dados quanto a movimentagao entre sites locais e a nuvem, para que seus dados estejam
onde seus aplicativos estéo.

As paginas a seguir contém informagdes adicionais sobre os sistemas de armazenamento NetApp validados
na solugdo VMware Tanzu with NetApp:

« "NetApp ONTAP"

NetApp ONTAP

O NetApp ONTAP é uma poderosa ferramenta de software de armazenamento com
recursos como uma interface grafica de usuario intuitiva, APls REST com integragéo de
automacéo, analise preditiva e agao corretiva baseadas em |A, atualizagbes de hardware
nao disruptivas e importagao entre armazenamentos.

O NetApp ONTAP ¢é uma poderosa ferramenta de software de armazenamento com recursos como uma
interface grafica de usuario intuitiva, APIs REST com integragdo de automagéao, analise preditiva e acao
corretiva baseadas em |A, atualizagdes de hardware ndo disruptivas e importagdo entre armazenamentos.

Para obter mais informacdes sobre o sistema de armazenamento NetApp ONTAP , visite o "Site NetApp
ONTAP" .

O ONTAP oferece os seguintes recursos:
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* Um sistema de armazenamento unificado com acesso simultdneo a dados e gerenciamento de protocolos
NFS, CIFS, iSCSI, FC, FCoE e FC-NVMe.

+ Diferentes modelos de implantagéo incluem configuragbes de hardware all-flash, hibridas e all-HDD no
local; plataformas de armazenamento baseadas em VM em um hipervisor compativel, como o ONTAP
Select; e na nuvem como Cloud Volumes ONTAP.

* Maior eficiéncia de armazenamento de dados em sistemas ONTAP com suporte para hierarquizagao
automatica de dados, compactacao de dados em linha, desduplicagcdo e compactagao.

* Armazenamento baseado em carga de trabalho e controlado por QoS.

* Integracéo perfeita com uma nuvem publica para hierarquizagéo e protecao de dados. O ONTAP também
fornece recursos robustos de protegao de dados que o diferenciam em qualquer ambiente:

o * Copias do NetApp Snapshot.” Um backup rapido de dados em um momento especifico usando uma
quantidade minima de espago em disco, sem sobrecarga de desempenho adicional.

o * NetApp SnapMirror.* Espelha as copias instantaneas de dados de um sistema de armazenamento
para outro. O ONTAP também oferece suporte ao espelhamento de dados para outras plataformas
fisicas e servicos nativos da nuvem.

o * NetApp SnapLock.” Administragéo eficiente de dados n&o regravaveis, gravando-os em volumes
especiais que ndo podem ser substituidos ou apagados por um periodo designado.

> * NetApp SnapVault.* Faz backup de dados de varios sistemas de armazenamento para uma copia
central do Snapshot que serve como backup para todos os sistemas designados.

> * NetApp SyncMirror.* Fornece espelhamento de dados em nivel RAID em tempo real para dois plexos
diferentes de discos conectados fisicamente ao mesmo controlador.

o * NetApp SnapRestore.” Fornece restauracéo rapida de dados de backup sob demanda a partir de
copias de Snapshot.

> * NetApp FlexClone.* Fornece provisionamento instantaneo de uma copia totalmente legivel e
gravavel de um volume NetApp com base em uma copia de instantaneo.

Para mais informacdes sobre o ONTAP, consulte o "Centro de Documentacao ONTAP 9" .

@ O NetApp ONTAP esta disponivel no local, virtualizado ou na nuvem.
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Plataformas NetApp

NetApp AFF/ FAS

A NetApp fornece plataformas de armazenamento robustas all-flash (AFF) e hibridas escalaveis (FAS), feitas

sob medida com desempenho de baixa laténcia, protecdo de dados integrada e suporte a varios protocolos.
Ambos os sistemas sdo equipados com o software de gerenciamento de dados NetApp ONTAP , o software
de gerenciamento de dados mais avangado do setor para gerenciamento de armazenamento simplificado,
altamente disponivel e integrado a nuvem, para fornecer velocidade, eficiéncia e seguranga de nivel
empresarial para suas necessidades de estrutura de dados.

Para mais informagdes sobre as plataformas NETAPP AFF/ FAS , clique "aqui” .

ONTAP Select

O ONTAP Select € uma implantacéo definida por software do NetApp ONTAP que pode ser implantada em um

hipervisor no seu ambiente. Ele pode ser instalado no VMware vSphere ou no KVM e fornece toda a
funcionalidade e experiéncia de um sistema ONTAP baseado em hardware.

Para mais informagdes sobre o ONTAP Select, clique em "aqui” .

Cloud Volumes ONTAP

O NetApp Cloud Volumes ONTAP é uma versao implantada na nuvem do NetApp ONTAP que pode ser
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implantada em diversas nuvens publicas, incluindo Amazon AWS, Microsoft Azure e Google Cloud.

Para obter mais informacdes sobre o Cloud Volumes ONTAP, clique em "aqui” .

Integracoes de armazenamento NetApp

Visao geral da integragcao de armazenamento NetApp

NetApp provides a number of products which assist our customers with
orchestrating and managing persistent data in container based

environments.

A NetApp fornece diversos produtos para ajudar vocé a orquestrar, gerenciar, proteger e migrar aplicativos em
contéineres com estado e seus dados.

Any workload
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O NetApp Trident € um orquestrador de armazenamento de codigo aberto e totalmente compativel para
contéineres e distribuicdes Kubernetes, como Red Hat OpenShift, Rancher, VMware Tanzu etc. Para mais
informacgdes, visite o site da Trident "aqui” .

As paginas a seguir contém informagdes adicionais sobre os produtos NetApp que foram validados para
gerenciamento de aplicativos e armazenamento persistente na solugdo VMware Tanzu with NetApp:

* "NetApp Trident"

NetApp Trident

Visao geral do Trident

O Trident € um orquestrador de armazenamento de cddigo aberto e totalmente
suportado para contéineres e distribuicoes Kubernetes, incluindo VMware Tanzu.

O Trident € um orquestrador de armazenamento de codigo aberto e totalmente suportado para contéineres e
distribuigcbes Kubernetes, como Red Hat OpenShift, VMware Tanzu, Anthos by Google Cloud, Rancher etc. O
Trident funciona com todo o portfélio de armazenamento da NetApp , incluindo os sistemas de
armazenamento NetApp ONTAP e Element, e também oferece suporte a conexdes NFS e iSCSI. O Trident
acelera o fluxo de trabalho do DevOps permitindo que os usuarios finais provisionem e gerenciem o
armazenamento de seus sistemas de armazenamento NetApp sem exigir a intervengao de um administrador
de armazenamento.

Um administrador pode configurar varios backends de armazenamento com base nas necessidades do
projeto e nos modelos de sistema de armazenamento que permitem recursos avangados de armazenamento,
incluindo compactacao, tipos de disco especificos ou niveis de QoS que garantem um determinado nivel de
desempenho. Depois de definidos, esses backends podem ser usados pelos desenvolvedores em seus
projetos para criar declaragdes de volume persistentes (PVCs) e anexar armazenamento persistente aos seus
contéineres sob demanda.

Compute layer

B O

Storage layer

B Se @ &)Y

On-premises Cloud Volumes Amazon FSx Azure Google Cloud
appliances ONTAP for NetApp ONTAP MetApp Files NetApp Volumes

O Trident tem um ciclo de desenvolvimento rapido e, assim como o Kubernetes, é lancado quatro vezes por
ano.
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A versao mais recente do Trident é a 22.04, lancada em abril de 2022. Uma matriz de suporte para qual
versdo do Trident foi testada com qual distribuicdo do Kubernetes pode ser encontrada "aqui” .

A partir da versao 20.04, a configuragéo do Trident é realizada pelo operador do Trident . A operadora facilita
implantagdes em larga escala e fornece suporte adicional, incluindo autocorre¢do para pods implantados
como parte da instalacado do Trident .

Com o langamento da versao 21.01, um grafico Helm foi disponibilizado para facilitar a instalagdo do Trident
Operator.

Implantar o operador Trident usando o Helm

1. Primeiro defina a localizag&o do cluster do usuario kubeconfig arquivo como uma variavel de ambiente
para que vocé nao precise referencia-lo, porque o Trident ndo tem opgéo para passar esse arquivo.

[netapp-user@rhel7]$ export KUBECONFIG=~/tanzu-install/auth/kubeconfig

2. Adicione o repositorio helm do NetApp Trident .

[netapp-user@rhel7]$ helm repo add netapp-trident
https://netapp.github.io/trident-helm-chart
"netapp-trident" has been added to your repositories

3. Atualize os repositorios do helm.

[netapp-user@rhel7]$ helm repo update

Hang tight while we grab the latest from your chart repositories...
...Successfully got an update from the "netapp-trident" chart repository
...Successfully got an update from the "bitnami" chart repository
Update Complete. [lHappy Helming![]

4. Crie um novo namespace para a instalagéo do Trident.

[netapp-user@rhel7]$ kubetcl create ns trident

5. Crie um segredo com as credenciais do DockerHub para baixar as imagens do Trident .

[netapp-user@rhel7]$ kubectl create secret docker-registry docker-
registry-cred --docker-server=docker.io --docker-username=netapp
-solutions-tme --docker-password=xxxxxx -n trident

6. Para clusters de usuarios ou cargas de trabalho gerenciados pelo TKGS (vSphere com Tanzu) ou TKG
com implantagdes de cluster de gerenciamento, conclua o seguinte procedimento para instalar o Trident:

a. Certifique-se de que o usuario conectado tenha permissdes para criar contas de servigo no
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namespace Trident e que as contas de servico no namespace Trident tenham permissdes para criar

pods.

b. Execute o comando helm abaixo para instalar o operador Trident no namespace criado.

[netapp-user@rhel7]$ helm install trident netapp-trident/trident-

operator -n trident --set imagePullSecrets|[0]=docker-registry-cred

7. Para um cluster de usuario ou carga de trabalho gerenciado por implantagdes do TKGI, execute o

seguinte comando helm para instalar o operador Trident no namespace criado.

[netapp-user@rhel7]$ helm install trident netapp-trident/trident-

operator -n trident --set imagePullSecrets[0]=docker-registry-

cred, kubeletDir="/var/vcap/data/kubelet"

8. Verifique se os pods Trident estdo funcionando.

NAME READY
AGE

trident-csi-6vv62 2/2
14m

trident-csi-cfd844bcc-sghcg 6/6
12m

trident-csi-dfcmz 2/2
14m

trident-csi-pb2n7 2/2
14m

trident-csi-gswb6z 2/2
14m

trident-operator-67c94c4768-xw978 1/1
14m

[netapp-user@rhel7]$ ./tridentctl -n trident version

o frmm e +
| SERVER VERSION | CLIENT VERSION |
Fom e oo +
| 22.04.0 | 22.04.0 |
Fommm e oo +

Criar backends de sistema de armazenamento

STATUS

Running

Running

Running

Running

Running

Running

RESTARTS

Apos concluir a instalagao do Trident Operator, vocé deve configurar o backend para a plataforma de
armazenamento NetApp especifica que esta usando. Siga os links abaixo para continuar a instalagdo e

configuragéo do Trident.
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* "NetApp ONTAP NFS"
* "NetApp ONTAP iSCSI"

Configuragao do NetApp ONTAP NFS

Para habilitar a integragao do Trident com o sistema de armazenamento NetApp ONTAP
via NFS, vocé deve criar um backend que permita a comunicacdo com o sistema de
armazenamento. Configuramos um backend basico nesta solugdo, mas se vocé estiver
procurando por opgdes mais personalizadas, visite a documentacao"aqui” .

Crie um SVM no ONTAP

1. Efetue login no ONTAP System Manager, navegue até Armazenamento > VMs de armazenamento e
clique em Adicionar.

2. Insira um nome para o SVM, habilite o protocolo NFS, marque a caixa de selecdo Permitir acesso do
cliente NFS e adicione as sub-redes em que seus nés de trabalho estdo nas regras de politica de
exportacdo para permitir que os volumes sejam montados como PVs em seus clusters de carga de
trabalho.

Add Storage VM X

STORAGE VM NAME

trident_svm

Access Protocol

@ SMB/CIFS, NFS, S3 iSCs|

Enable SMB/CIFS
Enable NFS

Allow NFS client access

Add at least one rule to allow NFS clients to access volumes in this storage VM. @

EXPORT POLICY

Default
RULES

Rule Index Clients Access Protocols Read-Only Rule Read/Wr

0.0.0.0/0 Any Any Any
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Se vocé estiver usando a implantacdo NAT de clusters de usuarios ou clusters de carga de
trabalho com NSX-T, sera necessario adicionar a sub-rede de saida (no caso de TKGSO0) ou
a sub-rede de IP flutuante (no caso de TKGI) as regras de politica de exportagao.

3. Fornega os detalhes para os LIFs de dados e os detalhes para a conta de administragdo do SVM e clique
em Salvar.

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

K8s-Ontap-01

P ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN

172.21.252.180 24 irzZizs21 X Default v

Storage VM Administration

Manage administrator account
USER NAME
vsadmin

PASSWORD

CONFIRM PASSWORD

Add a network interface for storage VM management.

4. Atribuir os agregados a um SVM. Navegue até Armazenamento > VMs de armazenamento, clique nas
reticéncias ao lado da SVM recém-criada e clique em Editar. Marque a caixa de seleg¢ao Limitar criagédo de
volume a niveis locais preferenciais e anexe os agregados necessarios a ela.
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Edit Storage VM X

STORAGEVM NAME

trident_svm

DEFAULT LANGUAGE

c.utf_8 v

DELETED VOLUME RETENTION PERIOD (B)

12 HOURS

Resource Allocation

Limit volume creation to preferred local tiers

LOCAL TIERS

K8s_Ontap_01 _SSD_1 X

No caso de implantagdes NAT de clusters de usuarios ou cargas de trabalho nos quais o Trident deve ser
instalado, a solicitagdo de montagem de armazenamento pode chegar de uma porta ndo padrao devido ao
SNAT. Por padrdo, o ONTAP so6 permite solicitagbes de montagem de volume quando originadas da porta



raiz. Portanto, faga login no ONTAP CLI e modifique a configuragao para permitir solicitagoes de
montagem de portas ndo padréo.

ontap-01> vserver nfs modify -vserver tanzu svm -mount-rootonly disabled

Criar backends e StorageClasses

1. Para sistemas NetApp ONTAP que atendem NFS, crie um arquivo de configuragéo de backend no
jumphost com backendName, managementLIF, dataLIF, svm, nome de usuario, senha e outros detalhes.

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nas+10.61.181.221",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.221",

"svm": "trident svm",

"username": "admin",

"password": "password"

E uma pratica recomendada definir o valor backendName personalizado como uma
combinacgao do storageDriverName e do dataLIF que atende ao NFS para facilitar a
identificagao.

2. Crie o backend do Trident executando o seguinte comando.

[netapp-user@rhel7]$ ./tridentctl -n trident create backend -f backend-
ontap-nas.json

Fommmmmeemsssseses == P m===
e Fommomome Fommmomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmrmsorrrereeemomoms Fommmmmmomeomomm=
o Fom—————— fom - +

| ontap-nas+10.61.181.221 | ontap-nas | be7a619d-c81d-445c-b80c-
5¢87a73cbble | online | 0 |

e ettt Fom e
B e o= Pommmmmm== +

3. Com o backend criado, vocé deve criar uma classe de armazenamento. A definicao de classe de
armazenamento de exemplo a seguir destaca os campos obrigatorios e basicos. O parametro
backendType deve refletir o driver de armazenamento do backend Trident recém-criado.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-nfs
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

Crie a classe de armazenamento executando o comando kubectl.

[netapp-user@rhel7 trident-installer]$ kubectl create -f storage-class-
nfs.yaml
storageclass.storage.k8s.io/ontap-nfs created

Com a classe de armazenamento criada, vocé deve criar a primeira reivindicagdo de volume persistente
(PVC). Um exemplo de definicdo de PVC é fornecido abaixo. Certifique-se de que 0 storageClassName
campo corresponde ao nome da classe de armazenamento recém-criada. A definicado de PVC pode ser
personalizada conforme necessario, dependendo da carga de trabalho a ser provisionada.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-nfs

Crie o PVC emitindo o comando kubectl. A criagdo pode levar algum tempo dependendo do tamanho do
volume de apoio que esta sendo criado, entdo vocé pode acompanhar o processo conforme ele é
concluido.

[netapp-user@rhel’ trident-installer]$ kubectl create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-b4370d37-0fad4-4cl7-bd86-94f96c94b42d 1Gi

RWO ontap-nfs Ts



Configuragao do NetApp ONTAP iSCSI

Para integrar o sistema de armazenamento NetApp ONTAP com clusters VMware Tanzu

Kubernetes para volumes persistentes via iSCSI, a primeira etapa é preparar os nos
efetuando login em cada n6 e configurando os utilitarios ou pacotes iSCSI para montar
volumes iSCSI. Para tal, siga o procedimento descrito neste"link" .

@ A NetApp nao recomenda esse procedimento para implantagdes NAT de clusters VMware
Tanzu Kubernetes.

O TKGI usa VMs Bosh como nés para clusters Tanzu Kubernetes que executam imagens de
configuragdo imutaveis, e quaisquer alteragdes manuais de pacotes iISCSI em VMs Bosh nao

@ permanecem persistentes apds reinicializa¢des. Portanto, a NetApp recomenda o uso de
volumes NFS para armazenamento persistente para clusters Tanzu Kubernetes implantados e
operados pela TKGI.

Depois que os nés do cluster estiverem preparados para volumes iSCSI, vocé devera criar um backend que
permita a comunicagdo com o sistema de armazenamento. Configuramos um backend basico nesta solugao
mas, se vocé estiver procurando por opgdes mais personalizadas, visite a documentagao"aqui” .

Crie um SVM no ONTAP

Para criar um SVM no ONTAP, conclua as seguintes etapas:

1. Efetue login no ONTAP System Manager, navegue até Armazenamento > VMs de armazenamento e
clique em Adicionar.

2. Insira um nome para o SVM, ative o protocolo iISCSI e fornecga detalhes para os LIFs de dados.
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Add Storage VM

STORAGE VM NAME

trident_svm_iscsi

Access Protocol
SMB/CIFS, NFS, S3 & iscsl

Enable iSCSI

NETWORK INTERFACE

K8s-Ontap-01

IP ADDRESS SUBMET MASK GATEWAY BROADCAST DOMAIN
10.61.181.231 24 10.61.181.1 X Defa.... ¥
Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN

10.61.181.232 24 10.61.181.1 X Defa... g 4

3. Insira os detalhes da conta de administragdo do SVM e clique em Salvar.
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Storage VM Administration

Manage administratoraccount

USER NAME

vsadmin

PASSWORD

CONFIRM PASSWORD

Add a network interface for storage VM management.

4. Para atribuir os agregados ao SVM, navegue até Armazenamento > VMs de armazenamento, clique nas
reticéncias ao lado do SVM recém-criado e clique em Editar. Marque a caixa de seleg¢ao Limitar criagédo de
volume a niveis locais preferenciais e anexe os agregados necessarios a ela.
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Edit Storage VM X

STORAGE VM MAME

trident_svm_iscsi
DEFAULT LANGUAGE

c.utf 8 v

DELETED VOLUME RETENTION PERICD @

12 HOURS

Resource Allocation

Limit volume creation to preferred local tiers

LOCALTIERS

K8s_Ontap 01 _SSD_1 X

1. Para sistemas NetApp ONTAP que atendem NFS, crie um arquivo de configuragéo de backend no
jumphost com backendName, managementLIF, dataLIF, svm, nome de usuario, senha e outros detalhes.

Criar backends e StorageClasses
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"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap-san+10.61.181.231",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.231",

"svm": "trident svm iscsi",

"username": "admin",

"password": "password"

2. Crie o backend do Trident executando o seguinte comando.

[netapp-user@rhel7 trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-san.json

Fommmmmmecemssssesesse== Fommmemeemmes=a==
Fommmmmmmmescrrrrrrrre e reme e e mmm o Frommmmom= Fommmommm= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e S e e e

o esseseses s s s s e eses P Fommmmmm== +

| ontap-san+10.61.181.231 | ontap-san | 6788533c-7fea-4a35-b797-
fb9bb3322b91 | online | 0 |

fommmmmeemeessesesesese== P mesase==
Bt e e o= Fommmmmm== +

3. Depois de criar um backend, vocé deve criar uma classe de armazenamento. A definicdo de classe de
armazenamento de exemplo a seguir destaca os campos obrigatorios e basicos. O parametro
backendType deve refletir o driver de armazenamento do backend Trident recém-criado. Observe
também o valor do campo nome, que deve ser referenciado em uma etapa posterior.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-iscsi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

Existe um campo opcional chamado fsType que € definido neste arquivo. Em backends

@ iSCSI, esse valor pode ser definido para um tipo especifico de sistema de arquivos Linux
(XFS, ext4 e assim por diante) ou pode ser excluido para permitir que os clusters Tanzu
Kubernetes decidam qual sistema de arquivos usar.
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4. Crie a classe de armazenamento executando o comando kubectl.

[netapp-user@rhel’7 trident-installer]$ kubectl create -f storage-class-
iscsi.yaml
storageclass.storage.k8s.io/ontap-iscsi created

5. Com a classe de armazenamento criada, vocé deve criar a primeira reivindicagéo de volume persistente
(PVC). Um exemplo de definicdo de PVC é fornecido abaixo. Certifique-se de que 0 storageClassName
campo corresponde ao nome da classe de armazenamento recém-criada. A definicdo de PVC pode ser
personalizada conforme necessario, dependendo da carga de trabalho a ser provisionada.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-iscsi

6. Crie o PVC emitindo o comando kubectl. A criagdo pode levar algum tempo dependendo do tamanho do
volume de apoio que esta sendo criado, entdo vocé pode acompanhar o processo conforme ele é
concluido.

[netapp-user@rhel7 trident-installer]$ kubectl create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-T7ceaclba-0189-43c7-8£98-094719f7956¢C 1Gi

RWO ontap-iscsi 3s

Informacgodes adicionais: VMware Tanzu com NetApp

Para saber mais sobre as informacdes descritas neste documento, consulte os seguintes
sites:

* Documentagao da NetApp

"https://docs.netapp.com/"
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https://docs.netapp.com/

Documentacéao Trident
"https://docs.netapp.com/us-en/trident/"

Documentacéao Ansible

"https://docs.ansible.com/"

Documentacédo do VMware Tanzu
"https://docs.vmware.com/en/VVMware-Tanzu/index.html|"
Documentacao da grade do VMware Tanzu Kubernetes

"https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid/1.5/vmware-tanzu-kubernetes-grid-
15/GUID-index.html"

Documentacéao do servico VMware Tanzu Kubernetes Grid

"https://docs.vmware.com/en/VMware-vSphere/7.0/vmware-vsphere-with-tanzu/GUID-152BE7D2-E227-
4DAA-B527-557B564D9718.html"

Documentagéao do VMware Tanzu Kubernetes Grid Integrated Edition

"https://docs.vmware.com/en/VMware-Tanzu-Kubernetes-Grid-Integrated-Edition/index.html"
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Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.

30


http://www.netapp.com/TM

	VMware Tanzu com NetApp : NetApp container solutions
	Índice
	VMware Tanzu com NetApp
	NVA-1166: VMware Tanzu com NetApp
	Casos de uso
	Valor comercial
	Visão geral da tecnologia
	Matriz de suporte atual para versões validadas

	Portfólio de produtos VMware Tanzu
	Visão geral do VMware Tanzu
	Visão geral do VMware Tanzu Kubernetes Grid (TKG)
	Visão geral do VMware Tanzu Kubernetes Grid Service (TKGS)
	Visão geral do VMware Tanzu Kubernetes Grid Integrated Edition (TKGI)
	Visão geral do VMware vSphere com Tanzu

	Sistemas de armazenamento NetApp
	Visão geral dos sistemas de armazenamento NetApp
	NetApp ONTAP

	Integrações de armazenamento NetApp
	Visão geral da integração de armazenamento NetApp

	NetApp Trident
	Visão geral do Trident
	Configuração do NetApp ONTAP NFS
	Configuração do NetApp ONTAP iSCSI

	Informações adicionais: VMware Tanzu com NetApp


