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Faca backup da replicacao com o SnapVault

Visao geral - Backup de replicacao com o SnapVault

Em nossa configuragéo de laboratério, usamos um segundo sistema de arquivos FSX for
ONTAP em uma segunda zona de disponibilidade da AWS para mostrar a replicagao de
backup para o volume de dados HANA.

Como discutido no ""Estratégia de protecao de dados""capitulo , o destino de replicagdo deve ser um segundo
sistema de arquivos FSX for ONTAP em outra zona de disponibilidade para ser protegido contra uma falha do
sistema de arquivos FSX for ONTAP primario. Além disso, o volume compartilhado HANA deve ser replicado
para o sistema de arquivos FSX for ONTAP secundario.
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Visao geral das etapas de configuragao

Existem algumas etapas de configuragdo que vocé deve executar na camada FSX for ONTAP. Vocé pode
fazer isso com o Gerenciador de nuvem do NetApp ou a linha de comando FSX for ONTAP.

1. Peer FSX para sistemas de arquivos ONTAP. Os sistemas de arquivos FSX para ONTAP devem ser
peered para permitir replicacao entre si.

2. SVMs pares. Os SVMs devem ser peered para permitir a replicacéo entre si.

3. Crie um volume de destino. Crie um volume no SVM de destino com tipo de volume DP . O tipo DP é
necessario para ser usado como um volume de destino de replicacao.

4. Crie uma politica do SnapMirror. Isso é usado para criar uma diretiva para replicagdo com o tipo vault.

a. Adicione uma regra a politica. A regra contém o rétulo SnapMirror e a retengéo de backups no local
secundario. Vocé deve configurar o mesmo rétulo do SnapMirror posteriormente na politica do
SnapCenter para que o SnapCenter crie backups do Snapshot no volume de origem que contém esse
rétulo.

5. Crie uma relagao SnapMirror. Define a relagéo de replicagao entre o volume de origem e destino e anexa
uma politica.


https://docs.netapp.com/pt-br/netapp-solutions-sap/backup/fsxn-snapcenter-architecture.html#data-protection-strategy

6. Inicialize o SnapMirror. Isso inicia a replicagao inicial na qual os dados de origem completos séo
transferidos para o volume de destino.

Quando a configuragéo de replicacado de volume estiver concluida, vocé devera configurar a replicagéo de
backup no SnapCenter da seguinte forma:

1. Adicione o SVM de destino ao SnapCenter.
2. Criar uma nova politica do SnapCenter para backup instantaneo e replicacédo do SnapVault.
3. Adicionar a politica a protecéo de recursos DO HANA.

4. Agora vocé pode executar backups com a nova politica.

Os capitulos a seguir descrevem os passos individuais com mais detalhes.

Configurar relagcoes de replicacao no FSX para sistemas de
arquivos ONTAP

Vocé pode encontrar informacdes adicionais sobre as opg¢des de configuragao do
SnapMirror na documentagado do ONTAP em "Fluxo de trabalho de replicacao do
SnapMirror (NetApp.com)".

* Fonte FSX para sistema de arquivos ONTAP: FsxId00fa9%e3c784b6abbb
* Fonte SVM: sapcc-hana-svm
* Escolha o sistema de arquivos FSX for ONTAP: FsxId05£f7£f00af49dc7a3e

* SVM-alvo: sapcc-backup-target-zone5

Peer FSX para sistemas de arquivos ONTAP

FsxId00fa9%9e3c784b6abbb: :> network interface show -role intercluster

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

FsxId00fa%9e3c784b6abbb
inter 1 up/up 10.1.1.57/24
FsxId00fa9%e3c784bbabbb-01
ele
true
inter 2 up/up 10.1.2.7/24
FsxId00fa%e3c784bbabbb-02
ele
true
2 entries were displayed.


https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-replication-workflow-concept.html
https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-replication-workflow-concept.html

FsxId05f7f00af49dc7a3e: :> network interface show

Logical Status Network
Is
Vserver Interface Admin/Oper Address/Mask
Home

-role intercluster

Current

Node

Current

Port

FsxId05f7f00af49dc7a3e
inter 1 up/up 10.1.2.144/24
FsxId05£f7f00af49dc7a3e-01

true
inter 2 up/up 10.1.2.69/24
FsxId05f7f00af49dc7a3e-02

true

2 entries were displayed.

ele

ele

FsxId05f7f00af49dc7a3e::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.1.57, 10.1.2.7

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship,

phrase or sequence of characters that would be hard to guess.

Enter the passphrase:
Confirm the passphrase:

use a

Notice: Now use the same passphrase in the "cluster peer create" command

in the other cluster.

@ peer-addrs Sao IPs de cluster do cluster de destino.



FsxId00fa9e3c784b6abbb::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.2.144, 10.1.2.69

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a
phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

FsxId00fa%9e3c784bbabbb: :>

FsxId00fa9%e3c784b6abbb::> cluster peer show

Peer Cluster Name Cluster Serial Number Availability

Authentication

FsxId05f7f00af49dc7a3e 1-80-000011 Available ok
SVMs pares

FsxId05f7f00af49dc7a3e: :> vserver peer create -vserver sapcc-backup-
target-zoneb5 -peer-vserver sapcc-hana-svm -peer-cluster
FsxId00fa%e3c784bbabbb -applications snapmirror

Info: [Job 41] 'vserver peer create' job queued

FsxId00fa9e3c784bbabbb::> vserver peer accept -vserver sapcc-hana-svm
-peer-vserver sapcc-backup-target-zoneb
Info: [Job 960] 'vserver peer accept' job queued

FsxId05f7f00af49dc7a3e: :> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver

sapcc-backup-target-zoneb
peer-source-cluster
peered FsxId00fa%e3c784b6abbb
snapmirror
sapcc-hana-svm



Crie um volume de destino

Vocé deve criar o volume de destino com o tipo DP para sinaliza-lo como um destino de replicagéo.

FsxId05£f7f00af49dc7a3e::> volume create -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -aggregate aggrl -size 100GB -state online
-policy default -type DP -autosize-mode grow shrink -snapshot-policy none
-foreground true -tiering-policy all -anti-ransomware-state disabled

[Job 42] Job succeeded: Successful

Crie uma politica do SnapMirror

A politica SnapMirror e a regra adicionada definem a retencéo e o rétulo SnapMirror para identificar snapshots
gue devem ser replicados. Ao criar a politica SnapCenter mais tarde, vocé deve usar o mesmo rétulo.

FsxId05f7f00af49dc7a3e::> snapmirror policy create -policy snapcenter-
policy -tries 8 -transfer-priority normal -ignore-atime false -restart
always —-type vault -vserver sapcc-backup-target-zoneb

FsxId05f7f00af49dc7a3e: :> snapmirror policy add-rule -vserver sapcc-
backup-target-zone5 -policy snapcenter-policy —-snapmirror-label
snapcenter -keep 14

FsxId00fa%9e3c784bbabbb: :> snapmirror policy showVserver Policy
Policy Number Transfer

Name Name Type Of Rules Tries Priority Comment

FsxId00fa%e3c784bbabbb

snapcenter-policy vault 1 8 normal -
SnapMirror Label: snapcenter Keep: 14
Total Keep: 14

Criar relacionamento SnapMirror

Agora, a relacdo entre o volume de origem e destino é definida, bem como o tipo XDP e a politica que criamos
anteriormente.



FsxId05f7f00af49dc7a3e::> snapmirror create -source-path sapcc-hana-
svm:PFX data mnt00001 -destination-path sapcc-backup-target-
zoneb5:PFX data mnt00001 -vserver sapcc-backup-target-zoneb -throttle
unlimited -identity-preserve false -type XDP -policy snapcenter-policy
Operation succeeded: snapmirror create for the relationship with
destination "sapcc-backup-target-zoneb5:PFX data mnt00001".

Inicialize o SnapMirror

Com este comando, a replicacao inicial é iniciada. Esta € uma transferéncia completa de todos os dados do
volume de origem para o volume de destino.

FsxId05f7f00af49dc7a3e::> snapmirror initialize -destination-path sapcc-
backup-target-zone5:PFX data mnt00001 -source-path sapcc-hana-
svm:PFX data mnt00001

Operation is queued: snapmirror initialize of destination "sapcc-backup-
target-zone5:PFX data mnt00001".

Vocé pode verificar o status da replicagdo com 0 snapmirror show comando.

FsxId05£f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Uninitialized
Transferring 1009MB true
02/24 12:34:28



FsxId05f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Snapmirrored
Idle - true -

Adicionar um SVM de backup ao SnapCenter

Para adicionar um SVM de backup ao SnapCenter, siga estas etapas:

1. Configurar o SVM onde o volume de destino do SnapVault esta localizado no SnapCenter.

FINetApp SnapCenter® @ = @- fsadmn SnapCenterAdmin  @SignOut

ONTAP Storage

X

‘Add Storage System

Add Storage System @

Storage Syst
ONTAP Storage Connections orage Sy

2. Na janela mais opgoes, selecione All Flash FAS como a plataforma e selecione secundario.



More Options

Platform
Protocol
Port

Timeout

All Flash FAS

HTTPS

443

60

seconds

Secondary @

i ]

(J Preferred IP (i ]

Save Cancel

O SVM agora esta disponivel no SnapCenter.

2 scadmin  SnapCenterAdmin [ Sign Out

M NetApp SnapCenter®

| ONTAP storage

<

UEl ONTAP SVMs ~ [ Search by Name +
New

:EE Dashboard

@ Resources ONTAP Storage Connections

e Monitor ] Name 1 P Cluster Name User Name Platform Controller License
[ sapcc-backup-target-zoneS 10.1.2.31 vsadmin AFF Not applicable

,’ﬁﬁ Reports
[ sapcc-hana-svm 198.19.255.9 vsadmin AFF v

& Hosts

:—l Storage Systems

== Settings

A  Aers

Crie uma nova politica do SnapCenter para replicacao de
backup

Vocé deve configurar uma politica para a replicacdo de backup da seguinte forma:

1. Fornega um nome para a politica.

N NetApp SnapCenter® @ = @O Lsadmin  SnapCenterAdmin @ SignOut

Global Settings  Polices  Usersand Access  Roles
< ——
SAP HANA

Dashboard

:

Name. 1z BackupType Schedule Type Replication

Resources

© aQ

Monitor
BlockintegrityCheck File Based Backup Weekly

Reports

B

Localsnap Data Backup Hourly

Ed

Hosts
Storage Systems

Settings

L i iy

Alerts

2. Selecione copia de segurancga instantdnea e uma frequéncia de programacao. Diariamente € normalmente
usado para replicagéo de backup.



New SAP HANA Backup Policy

m Provide a policy name

2 Settings Policy name LocalSnapAndSnapVault (1]

Details Replication to backup volume
3 Retention | P P

4 Replication

L

Summary

3. Selecione a retencdo para os backups Snapshot.

New SAP HANA Backup Policy

o hame Select backup settings
2 Settings Backup Type ® Snapshot Based O File-Based @
3 Retention

Schedule Frequency
4 Replicatien Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

5 Summary & O demahd

O Hourly

® Daily

O Weekly

O Monthly

Essa é a retencao dos backups diarios do Snapshot feitos no storage primario. A retencao para backups
secundarios no destino SnapVault ja foi configurada anteriormente usando o comando add rule no nivel
ONTAP. Consulte "Configurar relagdes de replicagdo no FSX para sistemas de arquivos ONTAP" (xref).

New SAP HANA Backup Policy

o ame Retention settings
o SSEings Dally retention settings
® Total h i ' s
@® Total Snapshot copies to keep : 3 [i]
(O Keep Snapshot coples for 14 days

4 Replication

5 Summary

4. Selecione o campo Atualizar SnapVault e forneca uma etiqueta personalizada.

Esse rétulo deve corresponder ao rétulo SnapMirror fornecido no add rule comando no nivel ONTAP.



New SAP HANA Backup Policy 2

o Name Select secondary replication options €
o Settings [ Update SnapMirror after creating a local Snapshot copy.
o Retention Update SnapVauit after creating a local Snapshot copy.
Secondary policy label Custom Label -~ 0
4 Replication
snapcenter|
5 Summar
x Error retry count 3 i ]

New SAP HANA Backup Policy x

0 NETE Summary

o Settings Policy name LocalSnapAndSnapvault
Detalls Replication to backup velume

© retention
Backup Type Snapshot Based Backup

o Replication Schedule Type Daily
Daily backup retention Total backup coples to retain: 3

5 Summary
Replication SnapVault enabled , Secondary policy label: Custom Label : snapcenter , Error retry
count: 3

A nova politica SnapCenter esta agora configurada.

N NetApp SnapCenter® = ~ A scadmin  SnapCenterAdmin @ Sign Out
Global Settings  Policles ~ UsersandAccess  Roles  Credential  Software
<
SAP HANA
Dashboard
-
sear m (i) (]
@ Resources sty copy Oeuats Dot
O v Name 18 BackupType Schedule Type Replication
BlockintegrityCheck File Based Backup Weekly
4 Reports
@il Repor
Localsnap Data Backup Hourly
& Hosts LocalSnapAndsnapVault Data Backup Dally SnapVault
1 Storage Systems.
Settings

Adicione uma politica a protecao de recursos

Vocé precisa adicionar a nova politica a configuragéo de protegéo de recursos DO
HANA, conforme mostrado na figura a seguir.

M NetApp SnapCenter® 2 scadmin  SnapCenterAdmin @ Sign Out

SAP HANA ‘ PFX Topology X | Multitenant Database Container - Protect

Manage Copies

or Primary Backupls) [ o o 7 <

search Resource Application Settings Policies Notification Summary

Backup Name
Select one or more policies and configure schedules
SnapCenter_hana-1_Localsnap_Hourly_02-

24-2022_14.00.03.6698 LocalSnap, BlockintegrityCheck ~ + 0

SnapCenter_hana-1_Localsnap_Hourly_02- v Localsnap
24-2022_08.00.02.2808

v BlockintegrityCheck s
SnapCenter_hana-1_Localsnap_Hourly_02- LocalSnapAndsnapVault

24-2022_02.00.02.1758 1Schedules Configure Schedules
e e BlockintegrityCheck Weekly: Run on days: Sunday s | x
23-2022_20.00.02.3280 LocalSnap Hourly: Repeat every 6 hours. [ & x
SnapCenter_hana-1_Localsnap_Hourly_02-

23-2022.14.00.05.4361

SnapCenter_hana-1_Localsnap_Hourly_02- Total 2

22-2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02-
22-2022.14.00.02.8713
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Uma programagao diaria é definida em nossa configuragao.

I NetApp SnapCenter® - scadmin ~ SnapCenterAdmin [ Sign Out

SAP HANA - PFX Topology X | Multitenant Database Container - Protect x

Manage Copies

PR Primary Backup(s) o o e 4 s

search Resource  Application Settings Policies Notification Summary

Backup Name

Select one or more policies and configure schedules
SnapCenter_hana-1 LocalSnap_Hourly_02-

242022_14.00.03.6698 LocalSnap, BlockintegrityCheck, LocalSnapAr + O

SnapCenter_hana-1_LocalSnap_Hourly_02-

4
S Configure schedules for selected policies

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022.02.0002.1758 Falky Iz Applied Schedules Configure Schedules

SnapCenter_hana-1_LocalSnap_Hourly_02- EOERIBEIXYChECK Weekly: Run on days: sunday s | =
ZRRANRTN0 Localsnap Hourly: Repeat every 6 hours 7 |
SnapCenter.tiana 1 LocalSnap_ Hourt 02- LocalSnapAndsnapVault Dally: Repeat every 1 day 7 | =
23-2022_14.00.05.4361 s P e 1y 1 days
SnapCenter_hana-1_LocalSnap_Hourly_02- iy

22-2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02-
22:2022.14.00.02.8713

Crie um backup com replicacao
Um backup é criado da mesma forma que com uma cépia Snapshot local.

Para criar um backup com replicagéo, selecione a politica que inclui a replicagéo de backup e clique em
Backup.

Backup #

Create a backup for the selected resource

Resource Name PEX

Policy LocalSnapAndSnapVault ~| O

No log de tarefas do SnapCenter, vocé pode ver a etapa Atualizagdo secundaria, que inicia uma operagao de

11



atualizagédo do SnapVault. A replicagao alterou blocos do volume de origem para o volume de destino.

£¥

T % L 8% Y Y &5 %S L AS R R R Y SY %

Job Details

v hana-1

¥ Backup

» Validate Dataset Parameters

* Validate Plugin Parameters

» Complete Application Discovery

» Initialize Filesystem Plugin

» Discover Filesystern Resources

» Validate Retention Settings

b Quiesce Application

* Quiesce Filesystem

» Create Snapshot

* UnQuiesce Filesystem

* UnQulesce Application

b Get Snapshot Detalls

» Get Filesystem Meta Data

* Finalize Filesystemn Plugin

b Collect Autosupport data
Secondary Update

» Register Backup and Apply Retention

» Register Snapshot attributes

» Application Clean-Up

» Data Collection

b Agent Finallze Workflow

¥ (Job 49 ) SnapVault update

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnapAndSnapVault'
% ¥ Hackup O Hesource Group ‘nand-1_nana_MuUL_FEX WItn policy ‘LocalbnapAndsnapvault

€ Task Name: Secondary Update Start Time: 02/24/2022 3:14:37 PM End Time: 02/24/2022 3:14:46 PM

|. View Logs | Cancel [ob | Close

12
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No sistema de arquivos FSX for ONTAP, uma captura instantdnea no volume de origem € criada usando o
rétulo SnapMirror snapcenter , conforme configurado na politica SnapCenter.

FsxId00fa9%e3c784bbabbb: :> snapshot show -vserver sapcc-hana-svm -volume
PFX data mnt00001 -fields snapmirror-label
vserver volume snapshot

snapmirror-label

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 13.10.26.5482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 14.00.05.2023 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 08.00.06.3380 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 14.00.01.6482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-14-
2022 20.00.05.0316 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 08.00.06.3629 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 14.00.01.7275 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-

1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853

snapcenter

8 entries were displayed.

No volume de destino, uma cépia Snapshot com o mesmo nome é criada.

FsxId05f7£f00af49dc7a3e: :> snapshot show -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -fields snapmirror-label

vserver volume snapshot

snapmirror-label

sapcc-backup-target-zone5 PFX data mnt00001 SnapCenter hana-
1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853 snapcenter
FsxId05£f7f00af49dc7a3e: >

O novo backup Snapshot também esta listado no catalogo de backup DO HANA.

13



Backup Catalog

Database: |SYSTEMDB

[ Show Log Backups [] Show Delta Backups

Backup Details
ID:
Status:

Backup Type:

o e
£

Started

Apr 28, 2022, 4:22:06 PM
Apr 28, 2022, 2:00:26 PM
Apr 28, 2022, 8:00:35 AM
Apr 15, 2022, 5:00:44 PM
Apr 14, 2022, 8:00:32 PM
Apr 5, 2022, 2:00:29 PM
Apr 5, 2022, 8:00:

Mar 31, 2022, 2
Mar 31, 2022, 1:
Feb 22, 2022, 12:55:21 PM

Destination Type:

Duration Size Backup Type Destination Ty..
00h 00m 15s 5.50 GB Data Backup Snapshot Started:
00h 00m 15s 5.50 GB Data Backup Snapshot Finished:
00h 00m 15s 5.50 GB Data Backup Snapshot Duration:
00h 06m 59s 5.50 GB Data Backup Snapshot Size:
00h 00m 16s 5.50 GB Data Backup Snapshot Throughput:
00h 00m 15s 5.50 GB Data Backup Snapshot
00h 00m 155 550GB Data Backup Snapshot System P
00h 00m 155 5.50 GB Data Backup Snapshot Comment:
00h 00m 165 5.50 GB Data Backup Snapshot
00h 00m 21s 3.56 GB Data Backup File

1651162926424

Successful

Data Backup

Snapshot

Apr 28, 2022, 4:22:06 PM (UTC)
Apr 28, 2022, 4:22:21 PM (UTC)
00h 00m 155

5.50 GB

na.

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

Additional Information:

<ok>

Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type EBID
hana-1 nameserver 5.50 GB hdb00001 volume SnapCent...

No SnapCenter, vocé pode listar os backups replicados clicando em copias do Vault na exibi¢cdo de topologia.

I NetApp SnapCenter®

LT - |

Search databases

System

PFX

PFXTopology

Manage Copies

@ | 8Backups

= | ocCnes

Local copies

u 0 Clones

Vault coples
Secondary Vault Backup(s)
search v

Backup Name

SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

= @  &scadmin

Removeprotecton BackupNaw

[>]

’

Moty

Summary Card

10 Backups
9 Snapshot based backups
1 il Based backup X

0 Clones

Count iF

Restaure e recupere do storage secundario

Para restaurar e recuperar do armazenamento secundario, siga estas etapas:

SnapCenterAdmin  f Sign Out

X

End Date

04/28/2022 4:22:40 PM 14

Para recuperar a lista de todos os backups no armazenamento secundario, no modo de exibi¢cado topologia do
SnapCenter, clique em copias do cofre, selecione um backup e clique em Restaurar.

M NetApp SnapCenter®

sapHanA B

Search databases

Lzm

PFXTopology

Manage Copies

- Stkps
— 0 Clones.
Local copies
Vault copies

Secondary Vault Backup(s)
search 7V

Backup Name

SnapCenter_hana-1_LocalSnapAndsnapVault_Dally_04-28-2022_16.21.41.5853

-

2 scadmin

o (i)

RemoveProtecion  Back pNw Procucton

Summary Card
10 Backups
9 Snapsiot based backups
1 Hle based backup X

0 Clones

Count  IF

A caixa de dialogo Restore (Restaurar) mostra as localizagbes secundarias.

14

SnapCenteradmin @ sign Out

Congura Daabase

L]
Cone estore

End Date

04/28/2022 4:22:40PM 13



Restore from SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853

2

Recovery scope ® Complete Resource o
O Tenant Database

PreOps

Choose archive location
PostOps

SepeEhana-auTL PR data TtaBaat sapcc-backup-target-zone5:PFX_data_mnt00 ~
Notification
Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings=Notification Server Settings.

As etapas de restauracao e recuperacao adicionais sao idénticas as anteriormente abordadas para um
backup Snapshot no storage primario.
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