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Praticas recomendadas

SAP HANA em sistemas NetApp AFF com o Guia de
configuracao FCP

SAP HANA em sistemas NetApp AFF com protocolo Fibre Channel

A familia de produtos NetApp AFF é certificada para uso com SAP HANA em projetos
TDI. Este guia fornece as melhores praticas para SAP HANA nesta plataforma para FCP.

Marco Schoen, NetApp

Introducao

A familia de produtos NetApp AFF/ ASA A-Series foi certificada para uso com SAP HANA em projetos de
integracao de data center (TDI) personalizados.

Esta certificacao é valida para os seguintes modelos:
* AFF A20, AFF A30, AFF A50, AFF A70, AFF A90, AFF A1K

Para obter uma lista completa de solugdes de storage certificadas pela NetApp para SAP HANA, consulte
"Diretorio de hardware SAP HANA certificado e compativel".

Este documento descreve as configuragdes do AFF que usam o protocolo Fibre Channel (FCP).

A configuracéo descrita neste documento € necessaria para alcancar os KPIs necessarios do
@ SAP HANA e a melhor performance para o SAP HANA. Alterar quaisquer configuragées ou

usar recursos nao listados neste documento pode causar degradagao de desempenho ou

comportamento inesperado e so6 deve ser feito se aconselhado pelo suporte da NetApp.

Os guias de configuragéo de sistemas AFF que usam sistemas NFS e NetApp FAS podem ser encontrados
usando os seguintes links:

* "SAP HANA em sistemas NetApp FAS com FCP"

* "SAP HANA em sistemas NetApp ASA com FCP"

+ "SAP HANA em sistemas NetApp FAS com NFS"

» "SAP HANA em sistemas NetApp AFF com NFS"
Em um ambiente de varios hosts SAP HANA, o conetor de storage padrao SAP HANA é usado para fornecer
cercas no caso de um failover de host SAP HANA. Sempre consulte as notas SAP relevantes para as

diretrizes de configuracdo do sistema operacional e dependéncias especificas do kernel Linux do HANA. Para
obter mais informagodes, "SAP Note 2235581 — sistemas operacionais compativeis com SAP HANA"consulte .

Integracao personalizada do data center do SAP HANA

Os sistemas de storage da NetApp AFF sao certificados no programa SAP HANA TDI usando os protocolos
NFS (nas) e FC (SAN). Eles podem ser implantados em qualquer um dos cenarios atuais do SAP HANA,
como SAP Business Suite em HANA, S/AHANAHANA, BW/4HANAHANA ou SAP Business Warehouse no
HANA em configuragées de host Unico ou varios hosts. Qualquer servidor certificado para uso com SAP


https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/#/solutions?filters=v:deCertified;ve:13
https://launchpad.support.sap.com/

HANA pode ser combinado com as solugbes de storage certificadas da NetApp. A figura a seguir mostra uma
visdo geral da arquitetura.
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Para obter mais informagbes sobre os pré-requisitos e recomendagdes para sistemas SAP HANA produtivos,
consulte o seguinte recurso:

* "Perguntas mais frequentes sobre a integragao de data center personalizada do SAP HANA"

SAP HANA usando o VMware vSphere

Existem varias opgdes para conetar o armazenamento a maquinas virtuais (VMs). O preferido é conectar os
volumes de storage ao NFS diretamente do sistema operacional convidado. Esta opgao é descrita em "SAP
HANA em sistemas NetApp AFF com NFS".

Também sao suportados mapeamentos de dispositivos brutos (RDM), armazenamentos de dados FCP ou
armazenamentos de dados VVOL com FCP. Para ambas as opgdes de armazenamento de dados, apenas um
volume de log ou dados do SAP HANA deve ser armazenado no armazenamento de dados para casos de uso
produtivos.

Para obter mais informagdes sobre como usar o vSphere com o SAP HANA, consulte os seguintes links:

* "SAP HANA no VMware vSphere - virtualizagdo - Community Wiki"
* "SAP HANA no Guia de praticas recomendadas do VMware vSphere"

* "2161991 - diretrizes de configuracdo do VMware vSphere - SAP ONE Support Launchpad (Login
necessario)"

Arquitetura

Os hosts do SAP HANA sao conectados a controladores de storage usando uma
infraestrutura FCP redundante e software multipath. Uma infraestrutura de switch FCP
redundante é necessaria para fornecer conectividade de host para storage SAP HANA
tolerante a falhas em caso de falha no switch ou no adaptador de barramento do host


http://go.sap.com/documents/2016/05/e8705aae-717c-0010-82c7-eda71af511fa.html
https://help.sap.com/docs/SUPPORT_CONTENT/virtualization/3362185751.html
https://www.vmware.com/docs/sap_hana_on_vmware_vsphere_best_practices_guide-white-paper
https://launchpad.support.sap.com/
https://launchpad.support.sap.com/

(HBA). O zoneamento apropriado deve ser configurado no switch para permitir que todos
os hosts HANA alcancem os LUNs necessarios nos controladores de storage.

Diferentes modelos da familia de produtos do sistema AFF podem ser combinados e combinados na camada
de storage para permitir crescimento e diferentes necessidades de desempenho e capacidade. O niumero
maximo de hosts SAP HANA que pode ser anexado ao sistema de storage é definido pelos requisitos de
performance do SAP HANA e pelo modelo de controladora NetApp usado. O nimero de compartimentos de
disco necessarios so € determinado pelos requisitos de capacidade e performance dos sistemas SAP HANA.

A figura a seguir mostra um exemplo de configuragdo com oito hosts SAP HANA conectados a um par de HA
de storage.

Essa arquitetura pode ser dimensionada em duas dimensoes:

* Anexando hosts SAP HANA e capacidade de storage adicionais ao storage existente, se os controladores
de storage fornecerem performance suficiente para atender aos KPIs atuais do SAP HANA

+ Adicionando mais sistemas de storage com capacidade de storage adicional para hosts SAP HANA
adicionais

A figura a seguir mostra um exemplo de configuragao no qual mais hosts SAP HANA sao conectados aos
controladores de storage. Neste exemplo, mais compartimentos de disco sdo necessarios para atender aos
requisitos de capacidade e desempenho dos hosts SAP HANA de 16HANA. Dependendo dos requisitos de
taxa de transferéncia total, vocé precisa adicionar conexdes FC adicionais as controladoras de storage.
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Independentemente do sistema AFF implantado, o cenario SAP HANA também pode ser dimensionado
adicionando qualquer controlador de storage certificado para atender a densidade de né desejada, como
mostrado na figura a seguir.

HAMNA || HANA || HAMA || HANA || HAMA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HAMA
node 1 || node 2 || node 3 || node 4 || node 5 || node 6 || nede 7 || node & || node 9 ||node 10} node 11]|node 12}{node 13||node 14)|node 15)|node 16

Backup de SAP HANA

O software ONTAP presente em todas as controladoras de storage NetApp fornece um mecanismo
incorporado para fazer backup de bancos de dados SAP HANA em operacao sem afetar a performance. Os
backups de Snapshot baseados em storage NetApp sdo uma solugéo de backup totalmente compativel e
integrada, disponivel para volumes Unicos SAP HANA e para sistemas SAP HANA MDC com um Unico
locatario ou varios locatarios.

Os backups Snapshot baseados em storage séao implementados com o plug-in NetApp SnapCenter para SAP
HANA. Isso permite que os usuarios criem backups Snapshot consistentes com base em storage usando as
interfaces fornecidas nativamente pelos bancos de dados SAP HANA. O SnapCenter Registra cada um dos
backups Snapshot no catalogo de backup do SAP HANA. Portanto, os backups feitos pelo SnapCenter séo
visiveis no SAP HANA Studio ou Cockpit, onde podem ser selecionados diretamente para operagoes de
restauragéo e recuperagao.

A tecnologia NetApp SnapMirror permite que cépias Snapshot criadas em um sistema de storage sejam
replicadas para um sistema de storage de backup secundario controlado pelo SnapCenter. Diferentes politicas
de retencao de backup podem ser definidas para cada um dos conjuntos de backup no storage primario e
também para os conjuntos de backup nos sistemas de storage secundario. O plug-in do SnapCenter para
SAP HANA gerencia automaticamente a retencéo de backups de dados baseados em cdpia Snapshot e de
log, incluindo o servigo de limpeza do catalogo de backup. O plug-in do SnapCenter para SAP HANA também
permite a execugao de uma verificagao de integridade de bloco do banco de dados SAP HANA executando
um backup baseado em arquivo.

E possivel fazer backup dos logs do banco de dados diretamente no storage secundario usando uma
montagem NFS, como mostrado na figura a seguir.
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Os backups Snapshot baseados em storage oferecem vantagens significativas em comparagao aos backups
convencionais baseados em arquivos. Estas vantagens incluem, mas nao estdo limitadas ao seguinte:

» Backup mais rapido (alguns minutos)

* Rto reduzido devido a um tempo de restauragdo muito mais rapido na camada de storage (poucos
minutos), bem como backups mais frequentes

» Sem degradagéao do desempenho do host, rede ou storage do banco de dados SAP HANA durante
operagdes de backup e recuperagao

» Replicagdo com uso eficiente de espago e com uso eficiente de largura de banda para storage secundario
com base em alteragdes de bloco

Para obter informacdes detalhadas sobre a solugcao de backup e recuperacdo do SAP HANA, consulte
"Backup e recuperacdo do SAP HANA com o SnapCenter".

Recuperacgao de desastres do SAP HANA

A recuperacao de desastres do SAP HANA pode ser feita na camada de banco de dados usando a replicacéo
do sistema SAP HANA ou na camada de storage usando tecnologias de replicagao de storage. A secao a
seguir fornece uma visédo geral das solugdes de recuperagao de desastres com base na replicagdo de
storage.

Para obter informagdes detalhadas sobre as solugbes de recuperagéo de desastres do SAP HANA, "TR-4646:
Recuperagéao de desastres do SAP HANA com replicagao de storage"consulte .

Replicagao de storage baseada no SnapMirror

A figura a seguir mostra uma solugao de recuperacao de desastres em trés locais usando a sincronizagéo
ativa do SnapMirror para o datacenter de recuperagao de desastres local e o SnapMirror assincrono para
replicar os dados para o datacenter de recuperagao de desastres remoto. A sincronizagao ativa do SnapMirror
permite que os servigos de negocios continuem operando mesmo em caso de falha total do local, permitindo
que os aplicativos realizem failover transparente usando uma cépia secundaria (RPO =0 e RTO = 0). N&o ha
necessidade de intervencdo manual ou script personalizado para acionar um failover com a sincronizagao
ativa do SnapMirror. A partir do ONTAP 9.15.1, o SnapMirror active Sync € compativel com uma


https://docs.netapp.com/pt-br/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/pt-br/netapp-solutions-sap/backup/hana-dr-sr-pdf-link.html
https://docs.netapp.com/pt-br/netapp-solutions-sap/backup/hana-dr-sr-pdf-link.html

funcionalidade ativo-ativo simétrica. Ativo-ativo simétrico habilita operag¢des de e/S de leitura e gravagao de
ambas as copias de um LUN protegido com replicagéo sincrona bidirecional, de modo que ambas as copias
LUN possam servir operacdes de e/S localmente.

Mais detalhes podem ser encontrados em "Descricao geral da sincronizacao ativa do SnapMirror no ONTAP".

O RTO para a replicagao assincrona do SnapMirror depende principalmente do tempo necessario para iniciar
o banco de dados HANA no site de DR e carregar os dados na memoria. Partindo do pressuposto de que os
dados sao lidos com uma taxa de transferéncia de 1000Mbps Gbps, o carregamento de 1TB TB de dados
levaria aproximadamente 18 minutos.

Os servidores nos locais de DR podem ser usados como sistemas de desenvolvimento/teste durante a
operagao normal. No caso de um desastre, os sistemas de desenvolvimento/teste precisariam ser desligados
e iniciados como servidores de produgéo de DR.

Ambos os métodos de replicacdo permitem que vocé execute testes de fluxo de trabalho de DR sem
influenciar o RPO e o rto. Os volumes do FlexClone sao criados no storage e s&o anexados aos servidores de
teste de DR.
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Replicagédo de storage baseada no NetApp MetroCluster

A figura a seguir mostra uma viséo geral de alto nivel da solugdo. O cluster de storage em cada local fornece
alta disponibilidade local e é usado para o workload de produgao. Os dados de cada local sao replicados em
sincronia para o outro local e estao disponiveis em caso de failover de desastres.


https://docs.netapp.com/us-en/ontap/snapmirror-active-sync/index.html
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Dimensionamento do storage

A secédo a seguir fornece uma visado geral dos consideragdes sobre performance e
capacidade necessarias para dimensionar um sistema de storage para SAP HANA.

Entre em Contato com seu representante de vendas do parceiro NetApp ou NetApp para dar
suporte ao processo de dimensionamento do storage e para ajuda-lo a criar um ambiente de
storage com tamanho adequado.

Consideracoes de desempenho

A SAP definiu um conjunto estatico de indicadores-chave de desempenho de armazenamento (KPIs). Esses
KPIs séo validos para todos os ambientes SAP HANA de producéao, independentemente do tamanho da
memoria dos hosts de banco de dados e das aplicacdes que usam o banco de dados SAP HANA. Esses KPls
sdo validos para ambientes de host Unico, host multiplo, Business Suite no HANA, Business Warehouse no
HANA, S/4AHANA e BW/4HANAHANA. Portanto, a abordagem de dimensionamento de performance atual
depende apenas do numero de hosts SAP HANA ativos conectados ao sistema de storage.

@ Os KPlIs de performance de storage s&o obrigatérios apenas para sistemas SAP HANA de
producéo, mas vocé pode implementa-los para todos os sistemas HANA.

O SAP fornece uma ferramenta de teste de performance que deve ser usada para validar a performance dos
sistemas de storage para hosts ativos do SAP HANA que s&o conectados ao storage.

A NetApp testou e pré-definiu o nimero maximo de hosts SAP HANA que podem ser anexados a um modelo
de storage especifico, sem deixar de atender aos KPIs de storage necessarios da SAP para sistemas SAP
HANA baseados em producéao.

O numero maximo de hosts SAP HANA que podem ser executados em um compartimento de disco e o
numero minimo de SSDs necessarios por host SAP HANA foram determinados executando a ferramenta de
teste de performance do SAP. Esse teste nao considera os requisitos reais de capacidade de storage dos



hosts. Vocé também precisa calcular os requisitos de capacidade para determinar a configuragao de storage
real necessaria.

Compartimento de disco SAS

Com o compartimento de disco SAS de 12GB GB (DS224C), o dimensionamento do desempenho é realizado
usando configuragdes de compartimento de disco fixo:

* Compartimentos de disco com meia carga com SSDs de 12 TB

« Compartimentos de disco totalmente carregados com SSDs de 24 TB

Ambas as configuragdes usam particionamento avangado de unidade (ADPv2). Um compartimento de disco
com meia carga da suporte a até 9 hosts SAP HANA. Um compartimento totalmente carregado da suporte a
até 14 hosts em um Unico compartimento de disco. Os hosts do SAP HANA devem ser igualmente distribuidos
entre as duas controladoras de storage.

@ O compartimento de disco de DS224C TB deve ser conetado usando o SAS de 12GB GB para
dar suporte ao numero de hosts SAP HANA.

O compartimento de disco SAS de 6Gb TB (DS2246 TB) da suporte a um maximo de 4 hosts SAP HANA. Os
SSDs e os hosts do SAP HANA devem ser igualmente distribuidos entre as duas controladoras de storage. A
figura a seguir resume o nimero com suporte de hosts SAP HANA por compartimento de disco.

6Gb gavetas SAS 12GB gavetas SAS 12GB gavetas SAS

(DS2246 PB) totalmente (DS224C PB) com (DS224C PB) totalmente

carregadas com SSDs  metade carga com SSDs carregadas com SSDs

de 24 TB de 12 TB e ADPV2 TB de 24 TB e ADPV2 TB
NUmero maximo de hosts 4 9 14

SAP HANA por
compartimento de disco

Este calculo é independente do controlador de armazenamento utilizado. A adigdo de mais
compartimentos de disco ndo aumenta o nimero maximo de hosts SAP HANA com suporte a
um controlador de storage.

Compartimento NVMe de NS224 TB

Um SSDs NVMe (dados) da suporte a até 2/5 hosts SAP HANA dependendo do disco NVMe especifico
usado. Os SSDs e os hosts do SAP HANA devem ser igualmente distribuidos entre as duas controladoras de
storage. O mesmo se aplica aos discos NVMe internos dos sistemas AFF e ASA.

@ A adicdo de mais compartimentos de disco ndo aumenta o nimero maximo de hosts SAP
HANA com suporte a um controlador de storage.

Workloads mistos

O SAP HANA e outros workloads de aplicagdes executados no mesmo controlador de storage ou no mesmo
agregado de storage sdo compativeis. No entanto, € uma pratica recomendada da NetApp separar os
workloads do SAP HANA de todos os outros workloads de aplicagoes.

Vocé pode decidir implantar workloads SAP HANA e outros workloads de aplicagcbes no mesmo controlador
de storage ou no mesmo agregado. Nesse caso, vocé precisa garantir que a performance adequada esteja



disponivel para SAP HANA no ambiente de workload misto. A NetApp também recomenda que vocé use
parametros de qualidade do servigo (QoS) para regular o efeito que essas outras aplicagbes podem ter nas
aplicacbes SAP HANA e garantir a taxa de transferéncia para aplicagdes SAP HANA.

A ferramenta de teste SAP HCMT deve ser usada para verificar se hosts SAP HANA adicionais podem ser
executados em uma controladora de storage existente que ja esteja em uso para outros workloads. Os
servidores de aplicagdes SAP podem ser colocados com seguranga no mesmo controlador de storage e/ou
agregado que os bancos de dados SAP HANA.

Consideragoes sobre capacidade

Uma descricao detalhada dos requisitos de capacidade para SAP HANA esta "SAP Nota 1900823" no white
paper.

O dimensionamento da capacidade do cenario geral do SAP com varios sistemas SAP HANA
deve ser determinado com o uso de ferramentas de dimensionamento de storage do SAP

@ HANA da NetApp. Entre em Contato com a NetApp ou com seu representante de vendas do
parceiro da NetApp para validar o processo de dimensionamento do storage para um ambiente
de storage de tamanho adequado.

Configuragao da ferramenta de teste de desempenho

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o comportamento de e/S e
otimizar o banco de dados para o sistema de arquivos e storage usado. Esses parametros também devem ser
definidos para a ferramenta de teste de desempenho do SAP quando o desempenho de storage estiver sendo
testado com a ferramenta de teste SAP.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os parametros
que devem ser definidos no arquivo de configuragao da ferramenta de teste SAP.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo

Para obter mais informagdes sobre a configuragdo da ferramenta de teste SAP, "SAP nota 1943937" consulte
HWCCT (SAP HANA 1,0) e "SAP nota 2493172" HCMT/HCOT (SAP HANA 2,0).

O exemplo a seguir mostra como as variaveis podem ser definidas para o plano de execugao HCMT/HCOT.

"Comment": "Log Volume: Controls whether read requests are
submitted asynchronously, default is 'on'",

"Name": "LogAsyncReadSubmit",

"Value" : "OI'l" r

"Request": "false"

by


https://launchpad.support.sap.com/#/notes/1900823
https://service.sap.com/sap/support/notes/1943937
https://launchpad.support.sap.com/
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"Comment": "Data Volume: Controls whether read requests are
submitted asynchronously, default is 'on'",

"Name": "DataAsyncReadSubmit",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls whether write requests can be
submitted asynchronously",
"Name": "LogAsyncWriteSubmitActive",
"Value": "on",
"Request": "false"
by
{
"Comment": "Data Volume: Controls whether write requests can be
submitted asynchronously",
"Name": "DataAsyncWriteSubmitActive",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'

and file system is flagged as requiring asynchronous write submits",

"Name": "LogAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Data Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "DataAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
b
{
"Comment": "Log Volume: Maximum number of parallel I/0 requests
per completion queue",
"Name": "LogExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"
by
{
"Comment": "Data Volume: Maximum number of parallel I/O requests



per completion queue",

"Name": "DataExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"

Yy

Essas variaveis devem ser usadas para a configuragao do teste. Este € geralmente o caso com os planos de
execugao predefinidos que o SAP entrega com a ferramenta HCMT/HCOT. O exemplo a seguir para um teste
de gravacéao de log 4K é de um plano de execugao.

11



"ID": "D664D001-933D-41DE-A904F304AEB67906",
"Note": "File System Write Test",
"ExecutionVariants": [
{
"ScaleOut": {
"Port": "${RemotePort}",
"Hosts": "S${Hosts}",
"ConcurrentExecution": "S$S{FSConcurrentExecution}"
bo
"RepeatCount": "${TestRepeatCount}",
"Description": "4K Block, Log Volume 5GB, Overwrite",
"Hint": "Log",
"InputVector": {
"BlockSize": 4090,

"DirectoryName": "${LogVolume}",
"FileOverwrite": true,
"FileSize": 5368709120,
"RandomAccess": false,

"RandomData": true,

"AsyncReadSubmit": "${LogAsyncReadSubmit}",

"AsyncWriteSubmitActive":
"${LogAsyncWriteSubmitActive}",

"AsyncWriteSubmitBlocks":
"$S{LogAsyncWriteSubmitBlocks}",

"ExtMaxParallelTIoRequests":
"S{LogExtMaxParallelIoRequests}",

"ExtMaxSubmitBatchSize": "S${LogExtMaxSubmitBatchSize}",

"ExtMinSubmitBatchSize": "${LogExtMinSubmitBatchSize}",

"ExtNumCompletionQueues":
"$S{LogExtNumCompletionQueues}",

"ExtNumSubmitQueues": "${LogExtNumSubmitQueues}",

"ExtSizeKernelIoQueue": "$S{ExtSizeKernelIoQueue}"

by

Visao geral do processo de dimensionamento de armazenamento

O numero de discos por host HANA e a densidade de host do SAP HANA para cada modelo de storage foram
determinados usando a ferramenta de teste do SAP HANA.

O processo de dimensionamento exige detalhes como o nimero de hosts SAP HANA de produgao e ndo

produgéo, o tamanho da RAM de cada host e a retengéo de backup das cépias Snapshot baseadas em
storage. O numero de hosts do SAP HANA determina o controlador de storage e o nimero de discos
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necessarios.

O tamanho da RAM, o tamanho liquido dos dados no disco de cada host SAP HANA e o periodo de retencao
do backup de cépia Snapshot sdo usados como entradas durante o dimensionamento da capacidade.

A figura a seguir resume o processo de dimensionamento.

. Required HDDs/SSDs per
Derived from HANA host

performance
measurements |

) Storage controller model Performance
::';T SAP test host density > Sizing

Amount of production

and non-production
HANA hosts l I .m|ﬂ!g l I QHQ
Input from RAM size and

customer net data size on disk
of each HANA host

Snapshot backup

retention

Configuragao e configuragao da infraestrutura

As secgbes a seguir fornecem diretrizes de configuragéo e configuragéo da infraestrutura
do SAP HANA e descrevem todas as etapas necessarias para configurar um sistema
SAP HANA. Nestas sec¢des, sdo usadas as seguintes configuragdes de exemplo:

 Sistema HANA com SID FC5
> Host unico e multiplo SAP HANA usando gerenciador de volume Idgico Linux (LVM)

o SAP HANA unico host usando varias partigdes do SAP HANA

Configuracdo de malha SAN

Cada servidor SAP HANA precisa ter uma conexao de SAN FCP redundante com um
minimo de largura de banda de 8Gbps Gbps. Para cada host SAP HANA conectado a
um controlador de storage, pelo menos 8Gbpsx a largura de banda precisa ser
configurada no controlador de storage.

A figura a seguir mostra um exemplo com quatro hosts SAP HANA conectados a duas controladoras de
storage. Cada host do SAP HANA tem duas portas FCP conectadas a malha redundante. Na camada de
storage, quatro portas FCP sao configuradas para fornecer a taxa de transferéncia necessaria para cada host
SAP HANA.
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Node 1 Node 2 Node 3 Node 4

HANA
Hosts

Storage
Controller

HA-pair

Além do zoneamento na camada do switch, vocé deve mapear cada LUN no sistema de armazenamento para
os hosts que se conetam a esse LUN. Mantenha o zoneamento no switch simples, ou seja, defina um
conjunto de zona em que todos os HBAs host podem ver todos os HBAs do controlador.

Sincronizagao de tempo

E necessario sincronizar o tempo entre as controladoras de storage e os hosts de banco
de dados do SAP HANA. Para fazer isso, defina o mesmo servidor de tempo para todas
as controladoras de storage e todos os hosts do SAP HANA.

Configuracdo do controlador de storage

Esta seg¢ao descreve a configuragao do sistema de storage NetApp. Vocé deve concluir a
instalagao e configuragéo primaria de acordo com os guias de configuragao e
configuragao do Data ONTAP correspondentes.

Eficiéncia de storage

A deduplicacgdo in-line, a deduplicacao in-line entre volumes, a compressao e a compactacao in-line séo
compativeis com SAP HANA em uma configuragao SSD.

Volumes NetApp FlexGroup

A utilizagdo de volumes do NetApp FlexGroup nao é compativel com SAP HANA. Devido a arquitetura do SAP
HANA, o uso de volumes FlexGroup nao fornece nenhum beneficio e pode resultar em problemas de
performance.
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NetApp volume e criptografia agregada

O uso do NetApp volume Encryption (NVE) e do NetApp Aggregate Encryption (NAE) € compativel com SAP
HANA.

Qualidade do servigo

O QoS pode ser usado para limitar a taxa de transferéncia de storage para sistemas SAP HANA especificos
ou aplicagdes que ndo sejam SAP em um controlador compartilhado.

Producao e desenvolvimento/teste

Um caso de uso seria limitar o rendimento dos sistemas de desenvolvimento e teste para que eles nao
possam influenciar os sistemas de produgédo em uma configuragdo mista. Durante o processo de
dimensionamento, vocé deve determinar os requisitos de desempenho de um sistema que ndo seja de
producgédo. Os sistemas de desenvolvimento e teste podem ser dimensionados com valores de desempenho
mais baixos, normalmente na faixa de 20% a 50% de um KPI do sistema de produg&o conforme definido pelo
SAP. A e/S de gravagao grande tem o maior efeito de desempenho no sistema de storage. Portanto, o limite
de taxa de transferéncia de QoS deve ser definido para uma porcentagem dos valores de KPI de performance
de storage SAP HANA de gravacéao correspondentes nos volumes de dados e log.

Ambientes compartilhados

Outro caso de uso ¢ limitar a taxa de transferéncia de cargas de trabalho de gravagéo pesadas,
especialmente para evitar que essas cargas de trabalho tenham impacto em outras cargas de trabalho de
gravacao sensiveis a laténcia. Nesses ambientes, é pratica recomendada aplicar uma politica de grupo de
QoS de teto de taxa de transferéncia nao compartilhada a cada LUN em cada maquina virtual de storage
(SVM) para restringir a taxa de transferéncia maxima de cada objeto de storage individual ao valor
especificado. Isso reduz a possibilidade de que um unico workload possa influenciar negativamente outros
workloads.

Para fazer isso, € necessario criar uma politica de grupo com a CLI do cluster do ONTAP para cada SVM:

gos policy-group create -policy-group <policy-name> -vserver <vserver
name> -max-throughput 1000MB/s -is-shared false

Aplicado a cada LUN no SVM. Veja a seguir um exemplo para aplicar o grupo de politicas a todas as LUNs
existentes em uma SVM:

lun modify -vserver <vserver name> -path * -gos-policy-group <policy-

name>

Isso precisa ser feito para cada SVM. O nome do grupo de policia QoS para cada SVM precisa ser diferente.
Para novos LUNSs, a politica pode ser aplicada diretamente:

lun create -vserver <vserver name> -path /vol/<volume name>/<lun name>
-size <size> -ostype <e.g. linux> -gos-policy-group <policy-name>

Recomenda-se usar 1000Mb GB/s como taxa de transferéncia maxima para um determinado LUN. Se um
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aplicativo exigir mais throughput, varios LUNs com distribuigdo LUN devem ser usados para fornecer a largura
de banda necessaria. Este guia fornece um exemplo para SAP HANA com base no Linux LVM na
"Configuracao do host"secao .

@ O limite também se aplica a leituras. Portanto, use LUNs suficientes para cumprir os SLAs
necessarios para o tempo de inicializagao do banco de dados SAP HANA e para backups.

NetApp FabricPool

A tecnologia NetApp FabricPool ndo deve ser usada em sistemas de arquivos primarios ativos em sistemas
SAP HANA. Isso inclui os sistemas de arquivos para a area de dados e log, bem como 0 /hana/shared
sistema de arquivos. Isso resulta em performance imprevisivel, especialmente durante a inicializacdo de um
sistema SAP HANA.

Vocé pode usar a politica de disposicdo em camadas somente Snapshot junto com o FabricPool em um
destino de backup, como o SnapVault ou o destino do SnapMirror.

O uso do FabricPool para disposicdo em camadas de copias Snapshot no storage primario ou o
uso do FabricPool em um destino de backup altera o tempo necessario para a restauragao e

@ recuperagao de um banco de dados ou outras tarefas, como a criagédo de clones do sistema ou
sistemas de reparo. Leve isso em consideragao para Planejar sua estratégia geral de
gerenciamento de ciclo de vida e verifique se seus SLAs ainda estao sendo atendidos durante o
uso dessa funcao.

O FabricPool € uma boa opgao para mover backups de log para outra camada de storage. A migragéo de
backups afeta o tempo necessario para recuperar um banco de dados SAP HANA. Portanto, a opgéao
tiering-minimum-cooling-days deve ser definida como um valor que coloque backups de log, que sao
rotineiramente necessarios para recuperagao, na camada de armazenamento rapido local.

Configurar o armazenamento

A visdo geral a seguir resume as etapas de configuragdo de armazenamento necessarias. Cada passo é
abordado com mais detalhes nas secdes subsequentes. Nesta secdo, assumimos que o hardware de
armazenamento esta configurado e que o software ONTAP ja esta instalado. Além disso, a conex&o das
portas de storage FCP a malha SAN ja precisa estar em vigor.

1. Verifique a configuragao correta da prateleira de disco, conforme descrito emConexdes de prateleira de
disco .
2. Crie e configure os agregados necessarios, conforme descrito em Configuracao de agregado.

3. Crie uma maquina virtual de storage (SVM), conforme descrito em Configuracao da maquina virtual de
armazenamento.

4. Crie interfaces légicas (LIFs), conforme descrito em Configuracao de interface logica.

5. Crie grupos de iniciadores (igroups) com nomes mundiais (WWNs) de servidores HANA, conforme
descrito na sec¢ao Grupos de iniciadores .

6. Crie e configure volumes e LUNs dentro dos agregados conforme descrito na segéo "Configuracao de host
unico" para hosts individuais ou em sec¢éo "Configuracao de multiplos hosts"

Conexoes de prateleira de disco
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Compartimentos de disco baseados em SAS

E possivel conectar um maximo de um compartimento de disco a uma stack de SAS para fornecer a
performance necessaria para os hosts SAP HANA, como mostra a figura a seguir. Os discos em cada gaveta
devem ser distribuidos igualmente entre as duas controladoras do par de HA. O ADPv2 é usado com o
ONTAP 9 e as DS224C gavetas de disco.

@ Com o compartimento de disco DS224C, o cabeamento SAS de quatro caminhos também pode
ser usado, mas nao é necessario.

Storage controller HA pair Storage controller HA pair
2 x 6Gb/s 2 x 6Gb/s 2 x 12Gb/s 2 x 12Gb/s
DS2246 DS224C
Total: 24Gb/s per SAS stack Total: 48Gb/s per SAS stack

Prateleiras de disco baseadas em NVMe

Cada compartimento de disco NVMe de NS224 GB é conetado a duas portas de 100GbE GbE por
controladora, conforme mostrado na figura a seguir. Os discos em cada gaveta devem ser distribuidos
igualmente para as duas controladoras do par de HA. O ADPv2 também € usado para o compartimento de
disco NS224.

HA pair

ooy || 0 0 B G |
N NetA M NetA
Ilfﬂﬁ’ i

2x 100GbE 2 x 100GbE

Configuracao de agregado

Em geral, é necessario configurar dois agregados por controladora, independentemente do compartimento de
disco ou da tecnologia de disco (SSD ou HDD) usado. Esta etapa € necessaria para que vocé possa usar
todos os recursos disponiveis do controlador.

@ Os sistemas ASA langados ap6s agosto de 2024 nao requerem essa etapa como feito
automaticamente

A figura a seguir mostra uma configuragao de 12 hosts SAP HANA executados em um compartimento SAS de
12GB TB configurado com ADPv2. Seis hosts SAP HANA sao conectados a cada controlador de storage.
Quatro agregados separados, dois em cada controlador de storage, sdo configurados. Cada agregado é
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configurado com 11 discos com nove particbes de dados e duas partigdes de disco de paridade. Para cada
controlador, duas particdes de reposicao estdo disponiveis.

HAMNA
hosts

Controller A Controller B

Storage — =

FY et : .l.:rm A :
Controller || § § § Gtgvee o
HA-pair

DCatz
Aggregate 1 2

2
I
—+
i
=]
[~]

o

i Agsregate A

Configuragao da maquina virtual de armazenamento

Varios cenarios de SAP com bancos de dados SAP HANA podem usar um unico SVM. Se necessario, um
SVM também pode ser atribuido a cada cenario SAP, caso seja gerenciado por equipes diferentes dentro de
uma empresa.

Se houver um perfil de QoS criado e atribuido automaticamente durante a criagdo de um novo SVM, remova
esse perfil criado automaticamente do SVM para garantir a performance necessaria para o SAP HANA:

vserver modify -vserver <svm-name> -gos-policy-group none

Configuragao de interface légica

Na configuragdo do cluster de storage, uma interface de rede (LIF) deve ser criada e atribuida a uma porta
FCP dedicada. Se, por exemplo, quatro portas FCP forem necessarias por motivos de desempenho, quatro
LIFs devem ser criadas. A figura a seguir mostra uma captura de tela das oito LIFs configuradas no SVM.
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Learn more [

Durante a criagdo do SVM com o Gerenciador de sistemas do ONTAP, vocé pode selecionar todas as portas
FCP fisicas necessarias e um LIF por porta fisica é criado automaticamente.
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Grupos de iniciadores

Um grupo de servidores pode ser configurado para cada servidor ou para um grupo de servidores que exigem
acesso a um LUN. A configuragéo do igrupo requer os nomes de portas mundiais (WWPNs) dos servidores.

Usando a sanlun ferramenta, execute o seguinte comando para obter os WWPNs de cada host SAP HANA:
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stlrx300s8-6:~ # sanlun fcp show adapter
/sbin/udevadm
/sbin/udevadm

MESEOD ccococoo WWPN:2100000elel63700
RMOSEL ccoocoo WWPN:2100000elel63701

(D A sanlun ferramenta faz parte dos Utilitarios de host do NetApp e deve ser instalada em cada
host do SAP HANA. Mais detalhes podem ser encontrados na se¢ao "Configuracao do host."

Os grupos de iniciadores podem ser criados usando a CLI do cluster ONTAP.

lun igroup create -igroup <igroup name> -protocol fcp -ostype linux
-initiator <list of initiators> -vserver <SVM name>

Host Gnico

Host tnico

Esta seg¢ado descreve a configuragao do sistema de armazenamento NetApp especifico
para sistemas de host unico SAP HANA

Configuracao de volume e LUN para sistemas SAP HANA de host unico

A figura a seguir mostra a configuracao de volume de quatro sistemas SAP HANA de um unico host. Os

volumes de dados e log de cada sistema SAP HANA s&o distribuidos a diferentes controladores de storage.

Por exemplo, o volume SID1 data mnt00001 € configurado no controlador A e o volume
SID1 log mnt00001 € configurado no controlador B. em cada volume, um unico LUN é configurado.

Se apenas um controlador de storage de um par de HA for usado nos sistemas SAP HANA, os
volumes de dados e os volumes de log também poderéo ser armazenados na mesma
controladora de storage.
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SID1 SID2 SID3 SID4

HANA
Compute
Nodes

Storage
Controller BEE RS
HA-pair

D1_data_mnt0000 D2 log_ mnt000U D2 _data mnt0000 S0 _log_mnt00001

LUt SD2._data_mnt0000'
ID3_data mntbo00 SID4_log_mnt00009 ID4 data mnt0000 103 log mnt0000
LUN: SID_data_mnt00001

SID1_share SID3 share sID2_share SID4 share
LUN: SID1_share LUN: SID3_share LUN: SID2_share LUN: 5iD4_share

Para cada host do SAP HANA, um volume de dados, um volume de log e um volume para /hana/shared
sdo configurados. A tabela a seguir mostra um exemplo de configuragdo com quatro sistemas SAP HANA de
host unico.

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B

Dados, log e Volume de dados: Volume - Volume de log:

volumes SID1_data_mnt0000 compartilhado: SID1_log_mnt00001

compartilhados para 1 SID1_shared

o sistema SID1

Dados, log e - Volume de log: Volume de dados:  Volume

volumes SID2_log_mnt00001 SID2_data_mnt0000 compartilhado:

compartilhados para 1 SID2_shared

o sistema SID2

Dados, log e Volume Volume de dados: Volume de log: -

volumes compartilhado: SID3_data_mnt0000 SID3_log_mnt00001

compartilhados para SID3_shared 1

o sistema SID3

Dados, log e Volume de log: - Volume Volume de dados:

volumes SID4_log_mnt00001 compartilhado: SID4 _data_mnt0000

compartilhados para SID4_shared 1

o sistema SID4

A tabela a seguir mostra um exemplo da configuragdo do ponto de montagem para um sistema de host Unico.
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LUN Ponto de montagem no host SAP Nota

HANA
SID1_data_mnt00001 /Hana/data/SID1/mnt00001 Montado usando a entrada
/etc/fstab
SID1_log_mnt00001 /Hana/log/SID1/mnt00001 Montado usando a entrada
/etc/fstab
SID1_shared /Hana/shared/SID1 Montado usando a entrada
letc/fstab

Com a configuragao descrita, 0 /usr/sap/SID1 diretério no qual o diretério home padrao do
usuario SID1adm esta armazenado, esta no disco local. Em uma configuragdo de recuperagao

@ de desastres com replicagdo baseada em disco, a NetApp recomenda a criagdo de um LUN
adicional dentro SID1 shared do volume para /usr/sap/SID1 o diretorio, para que todos os
sistemas de arquivos estejam no storage central.

Configuracao de volume e LUN para sistemas SAP HANA de host Gnico usando Linux LVM

O LVM Linux pode ser usado para aumentar o desempenho e para lidar com as limitacdes de tamanho de
LUN. Os diferentes LUNs de um grupo de volumes LVM devem ser armazenados em um agregado diferente e
em um controlador diferente. A tabela a seguir mostra um exemplo para dois LUNs por grupo de volume.

@ N&o é necessario usar o LVM com varios LUNs para atender aos KPIs do SAP HANA, mas é
recomendado.

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B

Dados, log e Volume de dados: Volume Data2 volume: Volume de log:

volumes SID1_data_mnt0000 compartilhado: SID1_data2_mnt000 SID1_log_mnt00001

compartilhados para 1 SID1_shared Log2 01

sistema baseado em volume:

LVM SID1_log2_mnt0000

1

Opcoes de volume

As opgdes de volume listadas na tabela a seguir devem ser verificadas e definidas em todos os volumes
usados para o SAP HANA.

Acao ONTAP 9

Desativar cépias Snapshot automaticas modificar vol —vserver <vserver-name> -volume
<volname> -snapshot-policy none

Desativar a visibilidade do diretério Snapshot vol modificar -vserver <vserver-name> -volume
<volname> -snapdir-access false

Criacado de LUNs e mapeamento de LUNs para grupos iniciadores usando a CLI

Esta se¢cdo mostra um exemplo de configuragado usando a linha de comando com o ONTAP 9 para um sistema
de host unico SAP HANA com SID FC5 usando LVM e dois LUNs por grupo de volume LVM:
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1. Crie todos os volumes necessarios.

vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
—encrypt false -space-guarantee none

2. Crie todos os LUNSs.

lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

3. Crie o grupo iniciador para todas as portas pertencentes aos hosts sythe do FC5.

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—initiator 10000090fadcc5fa,10000090fadcch5fb -vserver hana

4. Mapear todos os LUNs para o grupo de iniciadores criado.
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lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5

Varios hosts
Varios hosts

Esta seg¢ado descreve a configuragdo do sistema de armazenamento NetApp especifico
para sistemas de hosts multiplos SAP HANA

Configuracao de volume e LUN para sistemas SAP HANA de varios hosts

A figura a seguir mostra a configuracao de volume de um 4 sistema SAP HANA de mais de 1 host com varios
hosts. Os volumes de dados e os volumes de log de cada host do SAP HANA sao distribuidos a diferentes
controladores de storage. Por exemplo, o volume SID data mnt00001 é configurado no controlador A e o
volume SID log mnt00001 € configurado no controlador B. um LUN é configurado em cada volume.

"/hana/shared 0 volume precisa estar acessivel por todos os HOSTS HANA e,
portanto, é exportado pelo uso do NFS. Mesmo que ndo haja KPIs de
desempenho especificos para o " /hana/shared’ sistema de arquivos, a NetApp
recomenda o uso de uma conexdo Ethernet 10Gb.

@ Se apenas um controlador de storage de um par de HA for usado no sistema SAP HANA, os
volumes de dados e log também poderéo ser armazenados no mesmo controlador de storage.

@ Os sistemas NetApp ASA nao oferecem suporte ao NFS como protocolo. A NetApp recomenda
o uso de um sistema AFF ou FAS adicional para 0 /hana/shared sistema de arquivos.
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Node 1 Node 2 Node 3 Node 4

HANA
Compute
Nodes

FCPaccess for NFS access for

data and log /hana/shared
Storage
Controller BB E o |
HA-pair

sID_data mnt0000 ID_log mnt0000Z SID_data mnt0000 SID_log_mnt00001
lD_data mnt00003 SID_log_ mnt00004 D _data mnt0000: SID_log mnt00003

SID_share

Para cada host do SAP HANA, um volume de dados e um volume de log séo criados. “/hana/shared O volume
€ usado por todos os hosts do sistema SAP HANA. A tabela a seguir mostra um exemplo de configuragao
para um 4 sistema SAP HANA de mais de 1 host com varios hosts.

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B

Volumes de dados e Volume de dados:  — Volume de log: -

log paraondé 1 SID_data_mnt00001 SID_log_mnt00001

Volumes de dados e Volume de log: - Volume de dados: -

log para o no6 2 SID_log_mnt00002 SID_data_mnt00002

Volumes de dados e — Volume de dados: - Volume de log:

log para o noé 3 SID_data_mnt00003 SID_log_mnt00003

Volumes de dados e — Volume de log: - Volume de dados:

log paraond 4 SID_log_mnt00004 SID_data_mnt00004

Volume Volume - - -

compartilhado para compartilhado:

todos os hosts SID_shared

A tabela a seguir mostra a configuragéao e os pontos de montagem de um sistema de varios hosts com quatro
hosts SAP HANA ativos.
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LUN ou volume

LUN: SID_data_mnt00001

LUN: SID_log_mnt00001

LUN: SID_data_mnt00002

LUN: SID_log_mnt00002

LUN: SID_data_mnt00003

LUN: SID_log_mnt00003

LUN: SID_data_mnt00004

LUN: SID_log_mnt00004

Volume: SID_shared

Ponto de montagem no host SAP Nota

HANA
/Hana/data/SID/mnt00001

/Hana/log/SID/mnt00001

/Hana/data/SID/mnt00002

/Hana/log/SID/mnt00002

/Hana/data/SID/mnt00003

/Hana/log/SID/mnt00003

/Hana/data/SID/mnt00004

/Hana/log/SID/mnt00004

/hana/compartilhado

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado em todos os hosts usando
entrada NFS e /etc/fstab

Com a configuragéo descrita, o /usr/sap/SID diretério no qual o diretdrio inicial padrao do
usuario SIDadm esta armazenado, esta no disco local para cada host HANA. Em uma

@ configuragéo de recuperagao de desastres com replicagéo baseada em disco, a NetApp
recomenda a criagéo de quatro subdiretorios adicionais SID shared no volume para o
/usr/sap/S1D sistema de arquivos, de modo que cada host de banco de dados tenha todos
0s seus sistemas de arquivos no storage central.

Configuracdo de volume e LUN para sistemas SAP HANA de varios hosts usando Linux LVM

O LVM Linux pode ser usado para aumentar o desempenho e para lidar com as limitagdes de tamanho de
LUN. Os diferentes LUNs de um grupo de volumes LVM devem ser armazenados em um agregado diferente e

em um controlador diferente.

@ Nao é necessario usar o LVM para combinar varios LUNs para atender aos KPIs do SAP

HANA, mas é recomendavel

A tabela a seguir mostra um exemplo para dois LUNs por grupo de volume para um sistema de varios hosts
SAP HANA de mais de 2 GB e 1 GB.

Finalidade Agregar 1 no

controlador A

Agregar 2 no
controlador A

Agregado 1 no
controlador B

Agregado 2 no
controlador B

Volumes de dados e Volume de dados: Volume Log2: Volume de log: Volume Data2:
log paraond 1 SID_data_mnt00001 SID_log2_mnt00001 SID_log_mnt00001 SID_data2_mnt0000
1
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Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no

controlador A controlador A controlador B controlador B
Volumes de dados e Volume Log2: Volume de dados: Volume Data2: Volume de log:
log para o no6 2 SID_log2_mnt00002 SID_data_mnt00002 SID_data2_mnt0000 SID_log_mnt00002
2
Volume Volume - - -
compartilhado para  compartilhado:
todos os hosts SID_shared

Opcoes de volume

As opcodes de volume listadas na tabela a seguir devem ser verificadas e definidas em todos os SVMs.

Acao

Desativar copias Snapshot automaticas modificar vol —vserver <vserver-name> -volume
<volname> -snapshot-policy none

Desativar a visibilidade do diretério Snapshot vol modificar -vserver <vserver-name> -volume

<volname> -snapdir-access false

Criacdo de LUNs, volumes e mapeamento de LUNs para grupos de iniciadores

Vocé pode usar o Gerenciador de sistemas do NetApp ONTAP para criar volumes de armazenamento e LUNs
e mapea-los para os grupos de servidores e a CLI do ONTAP. Este guia descreve o uso da CLI.

Criacao de LUNs, volumes e mapeamento de LUNs para grupos de iniciadores usando a CLI

Esta se¢do mostra um exemplo de configuragao usando a linha de comando com o ONTAP 9 para um 2
sistema de varios hosts SAP HANA de mais de 1 TB com SID FC5 usando LVM e dois LUNs por grupo de
volume LVM:

1. Crie todos os volumes necessarios.

28



vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00002 -aggregate aggr2 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data mnt00002 -aggregate aggr2 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00002 -aggregate aggr2 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00002 -aggregate aggr2 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
—encrypt false -space-guarantee none

2. Crie todos os LUNSs.
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lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data mnt00002/FC5 data mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00002/FC5 log mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class

regular

3. Crie o grupo de iniciadores para todos os servidores pertencentes ao sistema FC5.
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lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
-initiator
10000090fadcc5fa,10000090fadecec5fb,10000090fadec5¢l,10000090fadec5¢2,1000
0090fadcc5¢c3,10000090fadccbcd -vserver hana

Mapear todos os LUNs para o grupo de iniciadores criado.



lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data mnt00002/FC5 data mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -igroup HANA-
FC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log mnt00002/FC5 log mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -igroup HANA-FC5

API do conetor de storage do SAP HANA

Um conetor de storage é necessario apenas em ambientes de varios hosts que tenham
recursos de failover. Em configuragdes de varios hosts, o SAP HANA fornece
funcionalidade de alta disponibilidade para que um host de banco de dados SAP HANA
possa fazer failover para um host de reserva.

Nesse caso, os LUNs do host com falha sdo acessados e usados pelo host de reserva. O conetor de
armazenamento é usado para garantir que uma particdo de armazenamento possa ser acessada ativamente
por apenas um host de banco de dados de cada vez.

Nas configuracdes de varios hosts do SAP HANA com storage NetApp, o conector de storage padrao

fornecido pela SAP é usado. O "Guia do administrador do conetor de storage Fibre Channel SAP HANA" pode
ser encontrado como um anexo ao "SAP nota 1900823".

Configuragao do host

Antes de configurar o host, os utilitarios de host SAN NetApp devem ser baixados do
"Suporte a NetApp" site e instalados nos servidores HANA. A documentacgao do utilitario
host inclui informacdes sobre software adicional que deve ser instalado dependendo do
HBA FCP usado.

A documentagao também contém informagdes sobre configuragdes multipath especificas a versao Linux

usada. Este documento aborda as etapas de configuragéo necessarias para SLES 12 SP1 ou superior e
RHEL 7. 2 ou posterior, conforme descrito no "Linux Host Ultilities 7,1 Guia de instalacéo e configuracao".

Configurar multipathing

(D As etapas de 1 a 6 devem ser executadas em todos os hosts de trabalho e de espera em uma
configuragéo de varios hosts do SAP HANA.

Para configurar multipathing, execute as seguintes etapas:

1. Execute o comando Linux rescan-scsi-bus.sh -a em cada servidor para descobrir novos LUNSs.

2. Execute 0 sanlun lun show comando e verifique se todos os LUNs necessarios estdo visiveis. O
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https://service.sap.com/sap/support/notes/1900823
http://mysupport.netapp.com/
https://library.netapp.com/ecm/ecm_download_file/ECMLP2547958

exemplo a seguir mostra a sanlun lun show saida de comando para um 2 sistema HANA de mais de 1
host com dois LUNs de dados e dois LUNs de log. A saida mostra os LUNs e os arquivos de dispositivo
correspondentes, como LUN FC5 data mnt00001 e o arquivo de dispositivo /dev/sdag, cada LUN tem
oito caminhos FC do host para os controladores de storage.
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sapcc-hana-tst:~ # sanlun lun show

controller (7mode/E-Series) / device
host lun

vserver (cDOT/FlashRay) lun-pathname filename
adapter protocol size product

svml FC5 log2 mnt00002 /dev/sdbb
host21 FCP 5009 cDOT

svml FC5 log mnt00002 /dev/sdba
host21 FCP 500g cDOT

svml FC5 log2 mnt00001 /dev/sdaz
host21 FCP 500g cDOT

svml FC5 log mnt00001 /dev/sday
host21 FCP 5009 cDOT

svml FC5 data2 mnt00002 /dev/sdax
host21 ECP 1t cDOT

svml FC5 data mnt00002 /dev/sdaw
host21 FCP 1t cDOT

svml FC5 data2 mnt00001 /dev/sdav
host21 EFCP 1t cDOT

svml FC5 data mnt00001 /dev/sdau
host21 ECP 1t cDOT

svml FC5 log2 mnt00002 /dev/sdat
host21 FCP 500g cDOT

svml FC5 log mnt00002 /dev/sdas
host21 FCP 5009 cDOT

svml FC5 log2 mnt00001 /dev/sdar
host21 FCP 500g cDOT

svml FC5 log mnt00001 /dev/sdag
host21 FCP 500g cDOT

svml FC5 data2 mnt00002 /dev/sdap
host21 FCP 1t cDOT

svml FC5 data mnt00002 /dev/sdao
host21 FCP 1t cDOT

svml FC5 data2 mnt00001 /dev/sdan
host21 FCP 1t cDOT

svml FC5 data mnt00001 /dev/sdam
host21 FCP 1t cDOT

svml FC5 log2 mnt00002 /dev/sdal
host20 FCP 500g cDOT



svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20
svml
host20

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

HEE

FCP

500g

500g

500g

1t

1t

1t

1t

500g

500g

500g

5009

1t

1t

1t

1t

FC5 log mnt00002
cDOT

FC5 logZ2 mnt00001
cDOT

FC5 log mnt00001
cDOT

FC5 dataZ mnt00002
cDOT

FC5 data mnt00002
cDOT

FC5 dataZ2 mnt00001
cDOT

FC5 data mnt00001
cDOT

FC5 log2 mnt00002
cDOT

FC5 log mnt00002
cDOT

FC5 log2 mnt00001
cDOT

FC5 log mnt00001
cDOT

FC5 data2 mnt00002
cDOT

FC5 data mnt00002
cDOT

FC5 dataz2 mnt00001
cDOT

FC5 data mnt00001
cDOT

/dev/sdak

/dev/sdaj

/dev/sdai

/dev/sdah

/dev/sdag

/dev/sdaf

/dev/sdae

/dev/sdad

/dev/sdac

/dev/sdab

/dev/sdaa

/dev/sdz

/dev/sdy

/dev/sdx

/dev/sdw

3. Execute omultipath -r emultipath -11 comando para obter os identificadores mundiais (WWIDs)

para os nomes de arquivos do dispositivo.

®

Neste exemplo, ha oito LUNs.

sapcc-hana-tst:~ # multipath -r

sapcc-hana-tst:~ # multipath -11

3600a098038314e63492b59326b4b786d dm-7 NETAPP,LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua'

Wp=rw

"—+- policy='service-time
|- 20:0:4:2 sdaf 65:240

|- 20:0:5:2 sdx

65:112

|- 21:0:4:2 sdav 66:240

O |

prio=50 status=active
active ready running
active ready running

active ready running
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34

"= 21:0:6:2 sdan 66:112 active ready running
3600a098038314e63492b59326b4b786e dm-9 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time 0'
sdah 66:
sdz 65:
sdax 67:
sdap 66:

|- 20:0:4:4
|- 20:0:5:4
|- 21:0:4:4
- 21:0:6:4

16
144
16
144

active
active
active
active

ready
ready
ready
ready

prio=50 status=active

running
running
running

running

3600a098038314e63492b59326b4b786f dm-11 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='1l

alua' wp=rw

"—+- policy='service-time 0'
sdaj 66:
sdab 65:
sdaz 67:
sdar 66:

|- 20:0:4:06
|- 20:0:5:6
|- 21:0:4:6
- 21:0:6:6

48
176
48
176

active
active
active
active

ready
ready
ready
ready

prio=50 status=active

running
running
running

running

3600a098038314e63492b59326b4b7870 dm-13 NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time 0'

|- 20:0:4:8
|- 20:0:5:8
|- 21:0:4:8
- 21:0:6:8

sdal 66
sdad 65
sdbb 67
sdat 66

: 80
:208
: 80
:208

active
active
active

active

ready
ready
ready
ready

3600a098038314e63532459326d495a64 dm-6
size=1.0T features='3 queue if no path

alua' wp=rw

"—+- policy='service-time

|- 20:0:4:1
|- 20:0:5:1
|- 21:0:4:1
- 21:0:6:1

sdae 65

sdw 65:

sdau 66
sdam 66

1224
96
1224
: 96

prio=50 status=active

running

running

running

running

NETAPP, LUN C-Mode

Pg_init retries 50' hwhandler='l

0' prio=50 status=active

active
active
active
active

ready
ready
ready
ready

3600a098038314e63532459326d495a65 dm-38
size=1.0T features='3 queue if no path

alua' wp=rw

"—+- policy='service-time 0'
sdag 66:

|- 20:0:4:3
|- 20:0:5:3
|- 21:0:4:3
- 21:0:6:3

sdy 65

sdaw 67:

sdao 66

0
:128
0
:128

active
active
active
active

ready
ready
ready
ready

running

running

running

running

NETAPP, LUN C-Mode

pPg_init retries 50' hwhandler='l

prio=50 status=active

running
running
running

running

3600a098038314e63532459326d495a66 dm-10 NETAPP, LUN C-Mode
s1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time 0'

|- 20:0:4:5 sdai 66:32

prio=50 status=active

active ready running



|- 20:0:5:5 sdaa 65:160 active ready running

|- 21:0:4:5 sday 67:32 active ready running

- 21:0:6:5 sdag 66:160 active ready running
3600a098038314e63532459326d495a67 dm-12 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running
|- 21:0:4:7 sdba 67:64 active ready running
- 21:0:6:7 sdas 66:192 active ready running

4. Edite 0 /etc/multipath.conf arquivo e adicione os WWIDs e nomes de alias.

A saida de exemplo mostra o conteido do /etc/multipath.conf arquivo, que inclui

@ nomes de alias para os quatro LUNs de um sistema de varios hosts 2-1. Se ndo houver
nenhum arquivo multipath.conf disponivel, vocé pode criar um executando o seguinte
comando: multipath -T > /etc/multipath.conf.



sapcc-hana-tst:/ # cat /etc/multipath.conf
multipaths {
multipath {

wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

1

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid

alias

3600a098038314e63492b59326b4b786d
svml-FC5 dataz mnt00001

3600a098038314e63492b59326b4b786e
svml-FC5 data2 mnt00002

3600a098038314e63532459326d495a64
svml-FC5 data mnt00001

3600a098038314e63532459326d495a65
svml-FC5 data mnt00002

3600a098038314e63492b59326b4b786f
svml-FC5 log2 mnt00001

3600a098038314e63492b59326b4b7870
svml-FC5 log2 mnt00002

3600a098038314e63532459326d495a66
svml-FC5 log mnt00001

3600a098038314e63532459326d495a67
svml-FC5 log mnt00002

5. Execute omultipath -r comando para recarregar o mapa de dispositivos.

6. Verifique a configuragdo executando o multipath -11 comando para listar todos os LUNs, nomes de
alias e caminhos ativos e de espera.

@ A saida de exemplo a seguir mostra a saida de um 2 sistema HANA de varios hosts de
mais de 1 U com dois dados e dois LUNs de log.
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sapcc-hana-tst:~ # multipath -11
hsvml-FC5 dataZ mnt00001
NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time
sdaf 65:240

|= 203

|- 20
|- 21
- 21

0:

30¢
20 ¢
303

4:
SF
4:
6:
svml-FC5 data2 mnt00002

2
2
2
2

sdx

65:

112

sdav 66:240
sdan 66:112

NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw
"—+- policy='service-time 0'
|- 20:

|- 20
|- 21
- 21

O:

30 ¢
20 ¢
303

4:
5:
4:
6:

4
4
4
4

svml-FC5 data
NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50'

alua' wp=rw

sdah 66:16

sdz

65

:144

sdax 67:16
sdap 66:144

~mnt00001

"—+- policy='service-time
sdae 65:224

|- 20
|- 20
|- 21
- 21

:0:4:
:0:5:
:0:4:
:0:6:

1
1
1
1

svml-FC5 data
NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50'
alua' wp=rw

"—+- policy='service-time 0'
66:

|- 20
|- 20
|- 21
- 21

svml-FC5 log2 mnt00001

:0:4:3
:0:5:3
:0:4:3
:0:6:3

sdw

65

: 96

sdau 66:224
sdam 66:96

~mnt00002

sdag
sdy

sdaw
sdao

NETAPP, LUN C-Mode

s1ze=500G features='3 queue if no path pg init retries 50'

alua' wp=rw

"—+- policy='service-time 0'
|= 203
|= 203

|- 21

= 21

0:

0:
303
0

4.

53
43
6

6

6
6
6

sda’j
sdab
sdaz
sdar

65

67:

66

66:
65:
67:
66:

0
:128
0
:128

48
176
48
176

0' prio=50 status=active

active
active
active

active

active
active
active

active

0' prio=50 status=active

active
active
active

active

active
active
active

active

active
active
active

active

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

running
running
running

running

(3600a098038314e63492b59326b4b786¢e)

prio=50 status=active

running
running
running

running

(3600a098038314e63532459326d495a64)

running
running
running

running

(3600a098038314e63532459326d495a65)

prio=50 status=active

running
running
running

running

(3600a098038314e63492b59326b4b786f)

prio=50 status=active

running
running
running

running

(3600a098038314e63492b59326b4b786d) dm-7

dm-9

dm-6

hwhandler="'1

dm-8

hwhandler="'1

dm-11

hwhandler="1
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svml-FC5 log2 mnt00002 (3600a098038314e63492b59326b4b7870) dm-13
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active ready running

|- 20:0:5:8 sdad 65:208 active ready running

|- 21:0:4:8 sdbb 67:80 active ready running

- 21:0:6:8 sdat 66:208 active ready running
svml-FC5 log mnt00001 (3600a098038314e63532459326d495a66) dm-10
NETAPP, LUN C-Mode
si1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running

|- 21:0:4:5 sday 67:32 active ready running

- 21:0:6:5 sdag 66:160 active ready running
svml-FC5 log mnt00002 (3600a098038314e€63532459326d495a67) dm-12
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running
|- 21:0:4:7 sdba 67:64 active ready running
- 21:0:6:7 sdas 66:192 active ready running

Configuragao de host unico

Configuracéao de host unico

Este capitulo descreve a configuragcdo de um host unico SAP HANA usando LINUX LVM.

Configuracado de LUN para sistemas de host inico SAP HANA

No host SAP HANA, grupos de volume e volumes logicos precisam ser criados e montados, como indicado na
tabela a seguir.

Volume l6gico/LUN Ponto de montagem no host SAP Nota
HANA
LV: FC5_data_mnt0000-vol /hana/dados/FC51/mnt00001 Montado usando a entrada
letclfstab
LV: FC5_log_mnt00001-vol /Hana/log/FC5/mnt00001 Montado usando a entrada
letc/fstab
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Volume légico/LUN Ponto de montagem no host SAP Nota
HANA

LUN: FC5_shared /Hana/shared/FC5 Montado usando a entrada
/etc/fstab

Com a configuragao descrita, 0 /usr/sap/FC5 diretério no qual o diretodrio inicial padréo do
usuario FC5adm é armazenado esta no disco local. Em uma configuragdo de recuperagao de

(D desastres com replicacao baseada em disco, a NetApp recomenda a criagdo de um LUN
adicional dentro do FC5 shared volume para o /usr/sap/FC5 diretério para que todos os
sistemas de arquivos figuem no armazenamento central.

Crie grupos de volumes LVM e volumes légicos

1. Inicialize todos os LUNs como um volume fisico.

pvcreate /dev/mapper/hana-FC5 data mnt00001
pvcreate /dev/mapper/hana-FC5 data2 mnt00001
pvcreate /dev/mapper/hana-FC5 log mnt00001

pvcreate /dev/mapper/hana-FC5 log2 mnt00001

2. Crie os grupos de volume para cada particao de dados e log.

vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001

vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001

3. Crie um volume légico para cada particao de dados e log. Use um tamanho de faixa que seja igual ao
numero de LUNs usados por grupo de volume (neste exemplo, é dois) e um tamanho de faixa de 256K
para dados e 64k para log. O SAP suporta apenas um volume légico por grupo de volumes.

lvcreate --extents 100%FREE -i 2 -I 256k —--name vol FC5 data mnt00001
lvcreate --extents 100%FREE -1 2 -I 64k --name vol FC5 log mnt00001

4. Examine os volumes fisicos, os grupos de volume e os grupos de vol em todos os outros hosts.

modprobe dm mod
pvscan
vgscan

lvscan

@ Se esses comandos nao localizarem os volumes, sera necessario reiniciar.
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Para montar os volumes légicos, os volumes logicos devem ser ativados. Para ativar os volumes, execute o
seguinte comando:

vgchange -a y

Criar sistemas de arquivos

Crie o sistema de arquivos XFS em todos os volumes logicos de dados e log € no LUN compartilhado hana.

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/svml-FC5 shared

Crie pontos de montagem

Crie os diretérios de ponto de montagem necessarios e defina as permissdes no host do banco de dados:

sapcc—hana-tst: mkdir -p /hana/data/FC5/mnt00001
mkdir -p /hana/log/FC5/mnt00001
mkdir -p /hana/shared

chmod -R 777 /hana/log/FC5

chmod -R 777 /hana/data/FC5

chmod 777 /hana/shared

sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:

N U
S o o o % %

sapcc-hana-tst:

Montar sistemas de arquivos

Para montar sistemas de arquivos durante a inicializagao do sistema usando o /etc/fstab arquivo de
configuragéo, adicione os sistemas de arquivos necessarios ao /etc/fstab arquivo de configuragao:

# cat /etc/fstab

/dev/mapper/svml-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/FC5 log mnt00001-vol /hana/log/FC5/mnt00001 xfs
relatime, inode6cd4d 0 0

/dev/mapper/FC5 data mnt00001-vol /hana/data/FC5/mnt00001 xfs
relatime, inodecd4d 0 O

(D Os sistemas de arquivos XFS para os LUNs de dados e log devem ser montados com as
relatime opgdes de montagem e inode64 .

Para montar os sistemas de arquivos, execute 0 mount —a comando no host.

Configuragao de multiplos hosts
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Configuragao de multiplos hosts

Este capitulo descreve a configuragcao de um sistema de multiplos hosts SAP HANA 2+1

como exemplo.

Configuracdo de LUN para sistemas SAP HANA de muiltiplos hosts

No host SAP HANA, grupos de volume e volumes logicos precisam ser criados e montados, como indicado na

tabela a seguir.

Volume légico (LV) ou volume

HANA
LV: FC5_data_mnt00001-vol /Hana/data/FC5/mnt00001
LV: FC5_log_mnt00001-vol /Hana/log/FC5/mnt00001
LV: FC5_data_mnt00002-vol /Hana/data/FC5/mnt00002
LV: FC5_log_mnt00002-vol /Hana/log/FC5/mnt00002
Volume: FC5_compartilhado /hana/compartilhado

Ponto de montagem no host SAP Nota

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado em todos os hosts usando
entrada NFS e /etc/fstab

Com a configuragao descrita, 0 /usr/sap/FC5 diretdrio no qual o diretdrio inicial padrao do
usuario FC5adm é armazenado esta no disco local de cada host HANA. Em uma configuragao
@ de recuperacao de desastres com replicagdo baseada em disco, a NetApp recomenda a
criagdo de quatro subdiretorios adicionais no FC5 shared volume para o /usr/sap/FC5
sistema de arquivos para que cada host de banco de dados tenha todos os seus sistemas de
arquivos no armazenamento central.

Crie grupos de volumes LVM e volumes légicos

1. Inicialize todos os LUNs como um volume fisico.

pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate

/dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001
/dev/mapper/hana-FC5 data mnt00002
/dev/mapper/hana-FC5 data2 mnt00002
/dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001
/dev/mapper/hana-FC5 log mnt00002
/dev/mapper/hana-FC5 log2 mnt00002

2. Crie os grupos de volume para cada particado de dados e log.
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vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001
vgcreate FC5 data mnt00002 /dev/mapper/hana-FC5 data mnt00002
/dev/mapper/hana-FC5 data2 mnt00002
vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001
vgcreate FC5 log mnt00002 /dev/mapper/hana-FC5 log mnt00002
/dev/mapper/hana-FC5 log2 mnt00002

3. Crie um volume logico para cada particao de dados e log. Use um tamanho de faixa que seja igual ao
numero de LUNs usados por grupo de volume (neste exemplo, é dois) e um tamanho de faixa de 256K
para dados e 64k para log. O SAP suporta apenas um volume légico por grupo de volumes.

lvcreate --extents 100%FREE
lvcreate --extents 100%FREE
lvcreate --extents 100%FREE
lvcreate --extents 100%FREE

=3,
=1,
=i

=3l

2
2
2
2

-I
-I
-I
-I

256k --name vol FC5 data mnt00001
256k --name vol FC5 data mnt00002
64k --name vol FC5 log mnt00002
64k --name vol FC5 log mnt00001

4. Examine os volumes fisicos, os grupos de volume e os grupos de vol em todos os outros hosts.

modprobe dm mod

pvscan

vgscan

lvscan

®

Se esses comandos ndo localizarem os volumes, sera necessario reiniciar.

Para montar os volumes légicos, os volumes logicos devem ser ativados. Para ativar os volumes, execute o
seguinte comando:

vgchange -a y

Criar sistemas de arquivos

Crie o sistema de arquivos XFS em todos os dados e volumes logicos de log.

mkfs.
mkfs.
mkfs.
mkfs.
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Crie pontos de montagem

Crie os diretorios de ponto de montagem necessarios e defina as permissdes em todos os hosts de trabalho e
de espera:

sapcc-hana-tst:/ # mkdir -p /hana/data/FC5/mnt00001
sapcc-hana-tst:/ # mkdir -p /hana/log/FC5/mnt00001
sapcc-hana-tst:/ # mkdir -p /hana/data/FC5/mnt00002
sapcc—hana-tst:/ # mkdir -p /hana/log/FC5/mnt00002
sapcc-hana-tst:/ # mkdir -p /hana/shared
sapcc-hana-tst:/ # chmod -R 777 /hana/log/FC5
sapcc-hana-tst:/ # chmod -R 777 /hana/data/FC5
sapcc-hana-tst:/ # chmod 777 /hana/shared

Montar sistemas de arquivos

Para montar o /hana/shared sistemas de arquivos durante a inicializagdo do sistema usando o
/etc/fstab arquivo de configuragao, adicione o /hana/shared sistema de arquivos para o /etc/fstab
arquivo de configuragéo de cada host.

sapcc-hana-tst:/ # cat /etc/fstab
<storage-ip>:/hana shared /hana/shared nfs rw,vers=3,hard, timeo=600,
intr,noatime,nolock 0 O

(D Todos os sistemas de arquivos de log e dados s&do montados pelo conector de storage SAP
HANA.

Para montar os sistemas de arquivos, execute o mount -a comando em cada host.

Configuracéao de pilha de e/S para SAP HANA

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o
comportamento de e/S e otimizar o banco de dados para o sistema de arquivos e
storage usado.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os valores
ideais como inferidos dos testes de desempenho.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo

Para SAP HANA 1,0 até SPS12HANA, esses parametros podem ser definidos durante a instalacao do banco

43



de dados SAP HANA, conforme descrito na SAP "2267798 — Configuragéao do banco de dados SAP HANA
durante a instalacdo usando hdbparam" Note .

Como alternativa, os parametros podem ser definidos apds a instalacao do banco de dados SAP HANA
usando a hdbparam estrutura.

SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.max parallel io requests=128
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.async write submit active=on
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDB00> hdbparam —--paramset
fileio.async read submit=on
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.async write submit blocks=all

A partir do SAP HANA 2,0, hdbparam esta obsoleto e os pardmetros sdo movidos para o0 global.ini
arquivo. Os parametros podem ser definidos usando comandos SQL ou SAP HANA Studio. Para obter mais
detalhes, consulte a nota SAP "2399079: Eliminacao do hdbparam em HANA 2" . Os parametros também
podem ser definidos dentro do global. ini arquivo.

SS3adm@stlrx300s8-6: /usr/sap/SS3/SYS/global/hdb/custom/config> cat
global.ini

[fileio]

async_read submit = on
async_write submit active = on
max parallel io requests = 128
async_write submit blocks = all

Para SAP HANA 2,0 SPS5 e posterior, use 0 setParameter.py script para definir os pardmetros corretos.

fc5adm@sapcc-hana-tst-03:/usr/sap/FC5/HDB00/exe/python support>

python setParameter.py
-set=SYSTEM/global.ini/fileio/max parallel io requests=128

python setParameter.py -set=SYSTEM/global.ini/fileio/async read submit=on
python setParameter.py
-set=SYSTEM/global.ini/fileio/async _write submit active=on

python setParameter.py
-set=SYSTEM/global.ini/fileio/async_write submit blocks=all

Instalagao do software SAP HANA

Esta secdo descreve a preparacado necessaria para instalar o SAP HANA em sistemas
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de host Unico e de varios hosts.

Instalagdao em sistema de host Unico

Ainstalagcéo do software SAP HANA nao requer preparacgéo adicional para um sistema de host Unico.

Instalagdao em sistema de varios hosts

Antes de iniciar a instalagéo, crie um global. ini arquivo para permitir o uso do conetor de armazenamento
SAP durante o processo de instalagao. O conetor de armazenamento SAP monta os sistemas de arquivos
necessarios nos hosts de trabalho durante o processo de instalagdo. O global. ini arquivo deve estar
disponivel em um sistema de arquivos que seja acessivel a partir de todos os hosts, como 0 /hana/shared
sistema de arquivos.

Antes de instalar o software SAP HANA em um sistema de varios hosts, as etapas a seguir devem ser
concluidas:

1. Adicione as seguintes opgbes de montagem para os LUNs de dados e os LUNs de log ao global.ini
arquivo:

° relatime € inode64 para o sistema de arquivos de dados e log

2. Adicione os WWIDs das particbes de dados e log. Os WWIDs devem corresponder aos nomes de alias
configurados no /etc/multipath.conf arquivo.

A saida a seguir mostra um exemplo de uma configuragdo de multiplos hosts 2+1 usando LVM com
SID=FC5.

sapcc-hana-tst-03:/hana/shared # cat global.ini
[communication]

listeninterface = .global

[persistence]

basepath datavolumes = /hana/data/FC5

basepath logvolumes = /hana/log/FC5

[storage]

ha provider = hdb ha.fcClientLVM
partition * * prtype = 5
partition * data mountOptions = -o relatime,inode64
partition * log mountOptions = -o relatime,inode64
partition 1 data lvmname = FC5 data mnt00001-vol
partition 1 log lvmname = FC5 log mnt00001-vol
partition 2 data lvmname = FC5 data mnt00002-vol
partition 2 log lvmname = FC5 log mnt00002-vol
sapcc-hana-tst-03:/hana/shared #

Usando a ferramenta de instalagdo hdblcm do SAP, inicie a instalagdo executando o seguinte comando
em um dos hosts de trabalho. Use a addhosts opgao para adicionar o segundo trabalhador (sapcc-
HANA-tst-06) e o host de reserva (sapcc-HANA-tst-07).
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@ O diretdrio onde o arquivo preparado global.ini € armazenado € incluido com a
storage cfgopgdo CLI (--storage cfg=/hana/shared).

@ Dependendo da versao do sistema operacional que esta sendo usada, talvez seja
necessario instalar o Python 2,7 antes de instalar o banco de dados SAP HANA.

./hdblcm --action=install --addhosts=sapcc-hana-tst
-06:role=worker:storage partition=2, sapcc-hana-tst-07:role=standby
--storage cfg=/hana/shared/

AP HANA Lifecycle Management - SAP HANA Database 2.00.073.00.1695288802

RR b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b 4

Scanning software locations...
Detected components:

SAP HANA AFL (incl.PAL,BFL,OFL) (2.00.073.0000.1695321500) in
/mnt/sapcc-share/software/SAP/HANA2SPST -
73/DATA UNITS/HDB_AFL LINUX X86 64/packages

SAP HANA Database (2.00.073.00.1695288802) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/HDB SERVER LINUX X86 64/server

SAP HANA Database Client (2.18.24.1695756995) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/HDB CLIENT LINUX X86 64/SAP HANA CLIENT/client

SAP HANA Studio (2.3.75.000000) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB STUDIO LINUX X86 64/studio

SAP HANA Local Secure Store (2.11.0) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/HANA LSS 24 LINUX X86 64/packages

SAP HANA XS Advanced Runtime (1.1.3.230717145654) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA RT 10 LINUX X86 64/packages

SAP HANA EML AFL (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB _EML AFL 10 LINUX X86 64/packages

SAP HANA EPM-MDS (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/SAP HANA EPM-MDS 10/packages

Automated Predictive Library (4.203.2321.0.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/PAAPLA H20 LINUX X86 64/apl-
4.203.2321.0-hana2sp03-1linux x64/installer/packages

GUI for HALM for XSA (including product installer) Version 1
(1.015.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/ DATA UNITS /XSA_CONTENT_l 0/XSACALMPIUI1 5_0 .z1ip



XSAC FILEPROCESSOR 1.0 (1.000.102) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_CONTENT 10/XSACFILEPROCO00 102.zip

SAP HANA tools for accessing catalog content, data preview, SQL
console, etc. (2.015.230503) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSAC HRTT 20/XSACHRTT15 230503.zip

Develop and run portal services for customer applications on XSA
(2.007.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_CONTENT_lO/XSACPORTALSERVO7_O.Zip

The SAP Web IDE for HANA 2.0 (4.007.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/XSAC_SAP WEB IDE 20/XSACSAPWEBIDEO7 0.zip

XS JOB SCHEDULER 1.0 (1.007.22) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACSERVICESO07 22.zip

SAPUI5 FESV6 XSA 1 - SAPUI5 1.71 (1.071.52) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA_UNITS/XSA_CONTENT_lO/XSACUI5FESV671_52.Zip

SAPUI5 FESV9 XSA 1 - SAPUI5 1.108 (1.108.5) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV9108 5.zip

SAPUI5 SERVICE BROKER XSA 1 - SAPUI5 Service Broker 1.0 (1.000.4) in
/mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACUISSB00 4.zip

XSA Cockpit 1 (1.001.37) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_CONTENT_lO/XSACXSACOCKPIT01_37.Zip

SAP HANA Database version '2.00.073.00.1695288802"' will be installed.

Select additional components for installation:

Index | Components | Description

1 | all | ALl components

2 | server | No additional components

3 | client | Install SAP HANA Database Client version
2.18.24.1695756995

4 | 1lss | Install SAP HANA Local Secure Store version
2.11.0

5 | studio | Install SAP HANA Studio version
2.3.75.000000

6 | xs | Install SAP HANA XS Advanced Runtime wversion

1.1.3.230717145654
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7 | afl | Install SAP HANA AFL (incl.PAL,BFL,OFL)
version 2.00.073.0000.1695321500

8 | eml | Install SAP HANA EML AFL version
2.00.073.0000.1695321500

9 | epmmds | Install SAP HANA EPM-MDS version
2.00.073.0000.1695321500

10 | sap _afl sdk apl | Install Automated Predictive Library version

4.203.2321.0.0

Enter comma-separated list of the selected indices [3,4]: 2,3

3. Verifique se a ferramenta de instalagao instalou todos os componentes selecionados em todos os hosts de
trabalho e de espera.

Adicao de particoes de volume de dados adicionais para sistemas SAP HANA de um unico host

A partir do SAP HANA 2,0 SPS4, particdes de volume de dados adicionais podem ser
configuradas. Esse recurso permite configurar duas ou mais LUNs para o volume de
dados de um banco de dados de locatario do SAP HANA e dimensionar além dos limites
de tamanho e performance de um unico LUN.

(D N&o é necessario usar varias particoes para cumprir os KPls do SAP HANA. Um unico LUN
com uma unica particao cumpre os KPIs necessarios.

O uso de duas ou mais LUNs individuais para o volume de dados esta disponivel apenas para
(D sistemas SAP HANA de host unico. O conector de storage SAP necessario para sistemas SAP
HANA de varios hosts da suporte apenas a um dispositivo para o volume de dados.

A adicao de partigdes de volume de dados adicionais pode ser feita a qualquer momento, mas pode exigir a
reinicializacdo do banco de dados SAP HANA.

Habilitando particées adicionais de volume de dados

Para ativar particdes de volume de dados adicionais, execute as seguintes etapas:
1. Adicione a seguinte entrada dentro do global. ini arquivo.

[customizable functionalities]
persistence datavolume partition multipath = true

2. Reinicie o banco de dados para ativar o recurso. Adicionar o parametro através do SAP HANA Studio ao
global.ini arquivo usando a configuragdo Systemdb impede a reinicializagado do banco de dados.

Configuracao de volume e LUN

O layout de volumes e LUNs é como o layout de um unico host com uma partigdo de volume de dados, mas
com um volume de dados adicional e LUN armazenados em um agregado diferente como o volume de log e o
outro volume de dados. A tabela a seguir mostra um exemplo de configuragédo de sistemas SAP HANA de um
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unico host com duas particées de volume de dados.

Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B
Volume de dados: Volume compartilhado: Volume de dados: Volume de log:
SID_data_mnt00001 SID_shared SID_data2_mnt00001 SID_log_mnt00001

A tabela a seguir mostra um exemplo da configuragéo do ponto de montagem para um sistema de host Unico
com duas particdes de volume de dados.

LUN Ponto de montagem no host Nota
HANA

SID_data_mnt00001 /Hana/data/SID/mnt00001 Montado usando a entrada
/etc/fstab

SID_data2_mnt00001 /Hana/data2/SID/mnt00001 Montado usando a entrada
/etc/fstab

SID_log_mnt00001 /Hana/log/SID/mnt00001 Montado usando a entrada
/etc/fstab

SID_shared /Hana/shared/SID Montado usando a entrada
letc/fstab

Crie novos LUNs de dados usando o Gerenciador de sistemas do ONTAP ou a CLI do ONTAP.

Configuragao de host

Para configurar um host, execute as seguintes etapas:

1. Configure o multipathing para os LUNSs adicionais, conforme descrito no capitulo "Configuracéo do host" .

2. Crie o sistema de arquivos XFS em cada LUN adicional pertencente ao sistema HANA:

stlrx300s8-6:/ # mkfs.xfs /dev/mapper/hana-FC5 data2 mnt00001

3. Adicione o(s) sistema(s) de arquivos adicional(s) ao /etc/fstab arquivo de configuragao.

@ Os sistemas de arquivos XFS para o LUN de dados e log devem ser montados com as
relatime opgdes de montagem e. inode64

stlrx300s8-6:/ # cat /etc/fstab

/dev/mapper/hana-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/hana-FC5 log mnt00001 /hana/log/FC5/mnt00001 xfs
relatime, inode6d4d 0 O

/dev/mapper/hana-FC5 data mnt00001 /hana/data/FC5/mnt00001 xfs
relatime, inode64 0 0O

/dev/mapper/hana-FC5 data2 mnt00001 /hana/data2/FC5/mnt00001 xfs
relatime, inode6cd 0 O
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4. Crie pontos de montagem e defina permissdes no host do banco de dados.

stlrx300s8-6:/ # mkdir -p /hana/data2/FC5/mnt00001
stlrx300s8-6:/ # chmod -R 777 /hana/data2/FC5

5. Monte os sistemas de arquivos, execute o mount -a comando.

Adicionando uma particdao datavolume adicional

Para adicionar uma particdo datavolume adicional ao seu banco de dados de inquilinos, execute a seguinte
instrucdo SQL contra o banco de dados de inquilinos. Cada LUN adicional pode ter um caminho diferente:

ALTER SYSTEM ALTER DATAVOLUME ADD PARTITION PATH '/hana/data2/SID/';

File Edt Navigate Project Run Window Help

R gl cuick Access| | g2 | [961]

Yo Systems 5 B-2ll-m@B8% = O mess3ess-50LConsole3 33 rfic s

i gjj‘ SS3@SS3 (SYSTEM) 1021623300 B OB Gy~
4 [F 553553 (SYSTEM) ALTER SYSTEM ALTHR DATAVOLUME ADD PARTITION PATH '/hana/dacad/S83/ : -

& Backup
b & Catalog
21 Content

bl system-local
b & Provisianin a
b = Security
1 (3 SYSTEMDB@SS3 (SYSTEM)

|Scatement 'ALTER SYSTEM ALTER DATAVOLUME ADD PRRTITICM PATH '/hana/data2/SS3/''
successfully executed in 10 ms 773 ns  (server processing Time: § ms 787 ms) - Rows Affected: O

jdbcsap//10.63..eNumber=00SYSTEM  Wiitable Smart insest 168

Onde encontrar informagodes adicionais

Para saber mais sobre as informagdes descritas neste documento, consulte os seguintes
documentos e/ou sites:

* "Solucdes de software SAP HANA"

* "Recuperagédo de desastres do SAP HANA com replicagéo de storage"

» "Backup e recuperagdo do SAP HANA com o SnapCenter"

« "Automatizando as operagdes de clonagem e copia do sistema SAP HANA com o SnapCenter"

» Centros de Documentacao da NetApp
"https://www.netapp.com/support-and-training/documentation/"

* Hardware de storage empresarial certificado para SAP HANA
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"https://lwww.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/"

* Requisitos de storage do SAP HANA

"https://www.sap.com/documents/2024/03/146274d3-ae7e-0010-bca6-c68f7e60039b.html"

» Perguntas mais frequentes sobre a integragéo de data center personalizada do SAP HANA

"https://www.sap.com/documents/2016/05/e8705aae-717c-0010-82c7-eda71af511fa.html"

* SAP HANA no VMware vSphere Wiki

"https://help.sap.com/docs/SUPPORT_CONTENT/virtualization/3362185751.html"

* SAP HANA no Guia de praticas recomendadas do VMware vSphere

"https://www.vmware.com/docs/sap_hana_on_vmware_vsphere best practices guide-white-paper"

Historico de atualizagoes

As seguintes alteragdes técnicas foram feitas a esta solugéo desde a sua publicagao

original.
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Outubro de 2015
Margo de 2016

Fevereiro de 2017

Julho de 2017
Setembro de 2018

Novembro de 2019

Abril de 2020

Junho de 2020

Fevereiro de 2021

Abril de 2021
Setembro de 2022
Agosto de 2023
Maio de 2024

Atualizar resumo
Verséo inicial
Dimensionamento da capacidade atualizado

Novos sistemas de storage e compartimentos de disco NetApp novos
recursos das versdes do ONTAP 9 os novos (SLES12 SP1 e RHEL 7,2)
novo langamento do SAP HANA

Pequenas atualizactes

Novos sistemas de storage da NetApp novas versdes do sistema
operacional (SLES12 SP3 e RHEL 7,4) atualizagdes menores adicionais
do SAP HANA 2,0 SPS3

Novos sistemas de storage NetApp e gaveta NVMe novas versdes do
sistema operacional (SLES12 SP4, SLES 15 e RHEL 7,6) atualizagdes
secundarias adicionais

Os novos sistemas de storage da série AFF ASA introduziram varios
recursos de particao de dados disponiveis desde o SAP HANA 2,0
SPS4

Informacgdes adicionais sobre as funcionalidades opcionais

Suporte a LVM Linux novos sistemas de armazenamento NetApp novas
versdes do os (SLES15SP2, RHEL 8)

Informacdes especificas do VMware vSphere adicionadas
Novas versdes do SO
Novos sistemas de storage (AFF C-Series)

Novos sistemas de storage (AFF A-Series)
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Data Atualizar resumo

Setembro de 2024 Novos sistemas de storage (ASA A-Series)
Novembro de 2024 Novos sistemas de storage

Fevereiro de 2025 Novos sistemas de storage

Julho de 2025 Pequenas atualizacoes

SAP HANA em sistemas NetApp AFF com Guia de
configuracao NFS

SAP HANA em sistemas NetApp AFF com NFS - Guia de configuragao

A familia de produtos NetApp AFF A-Series foi certificada para uso com SAP HANA em
projetos personalizados de integragcédo de data center (TDI). Este guia fornece as
melhores praticas para SAP HANA nesta plataforma para NFS.

Marco Schoen, NetApp
Esta certificagcéo € valida para os seguintes modelos:
* AFF A20, AFF A30, AFF A50, AFF A70, AFF A90, AFF A1K

Pode encontrar uma lista completa de solugdes de storage certificadas da NetApp para SAP HANA em
"Diretério de hardware SAP HANA certificado e compativel".

Este documento descreve os requisitos de configuragdo do ONTAP para o protocolo NFS versdo 3 (NFSv3)
ou o protocolo NFS versao 4 (NFSv4,1).

@ Somente as versdes de NFS 3 ou 4,1 sdo compativeis. As versoes de NFS 1, 2, 4,0 e 4,2 nao
séo compativeis.

A configuragéo descrita neste documento € necessaria para alcancar os KPIs necessarios do
@ SAP HANA e a melhor performance para o SAP HANA. Alterar quaisquer configuragbes ou

usar recursos nao listados neste documento pode causar degradagédo de desempenho ou

comportamento inesperado e so deve ser feito se aconselhado pelo suporte da NetApp.

Os guias de configuragao de sistemas NetApp AFF que usam FCP e sistemas FAS que usam NFS ou FCP
podem ser encontrados nos seguintes links:

* "SAP HANA em sistemas NetApp FAS com FCP"
* "SAP HANA em sistemas NetApp FAS com NFS"
* "SAP HANA em sistemas NetApp AFF com FCP"
+ "SAP HANA em sistemas NetApp ASA com FCP"

A tabela a seguir mostra as combinagdes compativeis com versdes de NFS, bloqueio de NFS e
implementagdes de isolamento necessarias, dependendo da configuragdo do banco de dados SAP HANA.

Para sistemas SAP HANA de host Unico ou varios hosts que ndo usam o failover automatico do host, o NFSv3
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e o NFSv4 sao compativeis.

Para varios sistemas host SAP HANA com failover automatico de host, o NetApp so6 oferece suporte a
NFSv4HANA, enquanto usa o bloqueio NFSv4HANA como uma alternativa a implementacéo de STONITH
(provedor de HA/DR SAP HANA) especifica do servidor.

SAP HANA Versao de NFS Bloqueio de NFS FORNECEDOR DE
HA/DR DO SAP HANA

SAP HANA Unico host, NFSv3 Desligado n/a.
varios hosts sem failover
automatico do host

NFSv4 Ligado n/a.
Varios hosts do SAP NFSv3 Desligado Implementagédo STONITH
HANA que usam o failover especifica do servidor
automatico do host obrigatdria

NFSv4 Ligado Nao é necessario

@ Uma implementagdo STONITH especifica do servidor nao faz parte deste guia. Contacte o
fornecedor do servidor para tal implementagao.

Este documento aborda as recomendagdes de configuragéo para SAP HANA em execugéo em servidores
fisicos e em servidores virtuais que usam o VMware vSphere.

Consulte as notas relevantes do SAP para diretrizes de configuragédo do sistema operacional e
@ dependéncias de kernel Linux especificas DO HANA. Para obter mais informagdes, consulte
SAP nota 2235581: Sistemas operacionais compativeis com SAP HANA.

Integracao personalizada do data center do SAP HANA

Os controladores de storage da NetApp AFF sao certificados no programa SAP HANA TDI usando os
protocolos NFS (nas) e FC (SAN). Eles podem ser implantados em qualquer um dos cenarios atuais do SAP
HANA, como SAP Business Suite em HANA, S/4AHANAHANA, BW/4AHANAHANA ou SAP Business
Warehouse no HANA em configuragdes de host Unico ou varios hosts. Qualquer servidor certificado para uso
com SAP HANA pode ser combinado com as solugdes de storage certificadas da NetApp. Veja a figura a
seguir para uma visao geral da arquitetura do SAP HANA TDI.
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Para obter mais informagbes sobre os pré-requisitos e recomendagdes para sistemas SAP HANA de
produtividade, consulte o seguinte recurso:

* "Perguntas mais frequentes sobre a integracéo de data center personalizada do SAP HANA"

SAP HANA usando o VMware vSphere

Existem varias opg¢des para conetar o armazenamento a maquinas virtuais (VMs). A opgao preferida é
conectar os volumes de storage ao NFS diretamente do sistema operacional convidado. Usando essa opg¢éao,
a configuragao de hosts e armazenamento nao difere entre hosts fisicos e VMs.

Armazenamentos de dados NFS e armazenamentos de dados VVOL com NFS também s&o compativeis.
Para ambas as opgdes, apenas um volume de log ou dados do SAP HANA deve ser armazenado no
armazenamento de dados para casos de uso de produgao.

Este documento descreve a configuragao recomendada com montagens NFS diretas a partir do sistema
operacional convidado.

Para obter mais informagbes sobre como usar o vSphere com o SAP HANA, consulte os seguintes links:

» "SAP HANA no VMware vSphere - virtualizagdo - Community Wiki"
+ "SAP HANA no Guia de praticas recomendadas do VMware vSphere"

« "2161991 - diretrizes de configuracdo do VMware vSphere - SAP ONE Support Launchpad (Login
necessario)"

Arquitetura

Os hosts do SAP HANA sao conectados aos controladores de storage com uma
infraestrutura de rede redundante 10GbE ou mais rapida. A comunicacao de dados entre
hosts SAP HANA e controladores de storage € baseada no protocolo NFS. Uma
infraestrutura de comutacao redundante € necessaria para fornecer conetividade de host
para armazenamento SAP HANA tolerante a falhas em caso de falha no switch ou na
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placa de interface de rede (NIC).

Os switches podem agregar desempenho de porta individual com canais de porta para aparecer como uma
Unica entidade logica no nivel do host.

Diferentes modelos da familia de produtos do sistema AFF podem ser combinados e combinados na camada
de storage para permitir crescimento e diferentes necessidades de desempenho e capacidade. O niumero
maximo de hosts SAP HANA que pode ser anexado ao sistema de storage é definido pelos requisitos de
performance do SAP HANA e pelo modelo de controladora NetApp usado. O nimero de compartimentos de
disco necessarios so € determinado pelos requisitos de capacidade e performance dos sistemas SAP HANA.

A figura a seguir mostra um exemplo de configuragdo com oito hosts SAP HANA conectados a um par de HA
(storage high availability).

A arquitetura pode ser dimensionada em duas dimensoes:

» Anexando hosts SAP HANA adicionais e capacidade de storage ao storage existente, se os controladores
de storage fornecerem desempenho suficiente para atender aos principais indicadores de desempenho
(KPIs) do SAP HANA atuais.

+ Adicionando mais sistemas de storage com capacidade de storage adicional para hosts SAP HANA
adicionais

A figura a seguir mostra um exemplo de configuragdo na qual mais hosts SAP HANA s&o conectados aos
controladores de storage. Neste exemplo, mais compartimentos de disco s&o necessarios para atender aos
requisitos de capacidade e desempenho dos hosts SAP HANA de 16HANA. Dependendo dos requisitos de
taxa de transferéncia total, vocé precisa adicionar conexdes 10GbE ou mais rapidas aos controladores de
storage.
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Independentemente do sistema AFF implantado, o cenario SAP HANA também pode ser dimensionado
adicionando qualquer uma das controladoras de storage certificadas para atender a densidade de n6
desejada, como mostrado na figura a seguir.

HAMNA || HANA || HAMA || HAMA || HAMA || HANA || HAMA || HAMNA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HAMA
node 1 || node 2 || node 3 || node 4 || node 5 || node 6 || nede 7 || node & || node 9 J|node 10 node 11]|node 12}{node 13||node 14)|node 15)|node 16
g_/

Backup de SAP HANA

O software ONTAP presente em todas as controladoras de storage NetApp fornece um mecanismo
incorporado para fazer backup de bancos de dados SAP HANA em operacao sem afetar a performance. Os
backups de Snapshot do NetApp baseados em storage s&o uma solugéo de backup totalmente compativel e
integrada, disponivel para contéineres unicos SAP HANA e para sistemas SAP HANA multitenant Database
Containers (MDC) com um unico locatario ou varios locatarios.

Os backups Snapshot baseados em storage sédo implementados com o plug-in NetApp SnapCenter para SAP
HANA. Isso permite que os usuarios criem backups Snapshot consistentes com base em storage usando as
interfaces fornecidas nativamente pelos bancos de dados SAP HANA. O SnapCenter Registra cada um dos
backups Snapshot no catalogo de backup do SAP HANA. Portanto, os backups feitos pelo SnapCenter sao
visiveis no SAP HANA Studio e no Cockpit, onde podem ser selecionados diretamente para operagdes de
restauracao e recuperacao.

A tecnologia NetApp SnapMirror permite que cépias Snapshot criadas em um sistema de storage sejam
replicadas para um sistema de storage de backup secundario controlado pelo SnapCenter. Diferentes politicas
de retengao de backup podem ser definidas para cada um dos conjuntos de backup no storage primario e
para os conjuntos de backup nos sistemas de storage secundario. O plug-in do SnapCenter para SAP HANA
gerencia automaticamente a retengao de backups de dados baseados em cépia Snapshot e de log, incluindo
o servico de limpeza do catalogo de backup. O plug-in do SnapCenter para SAP HANA também permite a
execucao de uma verificagado de integridade de bloco do banco de dados SAP HANA executando um backup
baseado em arquivo.

56



E possivel fazer backup dos logs do banco de dados diretamente no storage secundario usando uma
montagem NFS, como mostrado na figura a seguir.

SARSTYT
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Os backups Snapshot baseados em storage oferecem vantagens significativas em comparagéo aos backups
convencionais baseados em arquivos. Estas vantagens incluem, mas ndo estao limitadas a, o seguinte:
» Backup mais rapido (alguns minutos)

» Objetivo de tempo de recuperacgao (rto) reduzido devido a um tempo de restauragao muito mais rapido na
camada de storage (poucos minutos), bem como backups mais frequentes

* Sem degradagéo do desempenho do host, rede ou storage do banco de dados SAP HANA durante
operagdes de backup e recuperagao

» Replicagdo com uso eficiente de espaco e com uso eficiente de largura de banda para storage secundario
com base em alteragdes de bloco

@ Para obter informagdes detalhadas sobre a solugao de backup e recuperacdo do SAP HANA,
consulte "Backup e recuperagao do SAP HANA com o SnapCenter".

Recuperagao de desastres do SAP HANA

A recuperagao de desastres (DR) do SAP HANA pode ser feita na camada de banco de dados usando a
replicagdo do sistema SAP HANA ou na camada de storage usando tecnologias de replicacao de storage. A
segao a seguir fornece uma visédo geral das solugbes de recuperagéo de desastres com base na replicagédo de
storage.

Para obter informacdes detalhadas sobre as solucbes de recuperacao de desastres do SAP HANA, "TR-4646:
Recuperacédo de desastres do SAP HANA com replicacédo de storage"consulte .

Replicagao de storage baseada no SnapMirror

A figura a seguir mostra uma solugéo de recuperagao de desastres em trés locais usando replicagao sincrona
de SnapMirror para o data center de DR local e SnapMirror assincrono para replicar os dados para o data
center de DR remoto.
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A replicacao de dados com o SnapMirror sincrono oferece RPO de zero. A distancia entre o data center
principal e o data center local de DR ¢ limitada a cerca de 100km km.

A protegao contra falhas do local de DR primario e do local é executada replicando os dados para um terceiro
data center remoto de DR usando o SnapMirror assincrono. O RPO depende da frequéncia das atualizagoes
de replicacao e da rapidez com que elas podem ser transferidas. Em teoria, a distancia ¢ ilimitada, mas o
limite depende da quantidade de dados que devem ser transferidos e da conexao que estéa disponivel entre os
data centers. Os valores tipicos de RPO estédo no intervalo de 30 minutos a varias horas.

O rto para ambos os métodos de replicagdo depende principalmente do tempo necessario para iniciar o banco
de dados HANA no local de DR e carregar os dados ha memoria. Partindo do pressuposto de que os dados
sdo lidos com uma taxa de transferéncia de 1000Mbps Gbps, o carregamento de 1TB TB de dados levaria
aproximadamente 18 minutos.

Os servidores nos locais de DR podem ser usados como sistemas de desenvolvimento/teste durante a
operagao normal. No caso de um desastre, os sistemas de desenvolvimento/teste precisariam ser desligados
e iniciados como servidores de produgédo de DR.

Ambos os métodos de replicagao permitem que vocé execute testes de fluxo de trabalho de DR sem
influenciar o RPO e o rto. Os volumes do FlexClone sao criados no storage e s&o anexados aos servidores de
teste de DR.
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A replicagao sincrona oferece o modo StrictSync. Se a gravagéo no storage secundario nao for concluida por
qualquer motivo, a e/S da aplicagao falhara, garantindo assim que os sistemas de storage primario e
secundario sejam idénticos. A e/S da aplicagédo para o primario é retomada somente apos a relagao
SnapMirror retornar ao status InSync. Se o storage primario falhar, a e/S da aplicagéo podera ser retomada no
storage secundario apos o failover sem perda de dados. No modo StrictSync, o RPO & sempre zero.

Replicagédo de storage baseada no MetroCluster

A figura a seguir mostra uma viséo geral de alto nivel da solugdo. O cluster de storage em cada local fornece
alta disponibilidade local e é usado para o workload de produgdo. Os dados de cada local sao replicados em
sincronia para o outro local e estdo disponiveis em caso de failover de desastres.
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Dimensionamento do storage

A secédo a seguir fornece uma visdo geral sobre os considera¢des de capacidade e
desempenho necessarios para dimensionar um sistema de storage para SAP HANA.

@ Entre em Contato com a NetApp ou com seu representante de vendas do parceiro da NetApp
para ajuda-lo a criar um ambiente de storage com o tamanho adequado.

Consideragoes de desempenho

A SAP definiu um conjunto estatico de KPIs de storage. Esses KPIs sao validos para todos os ambientes SAP
HANA de produgéo, independentemente do tamanho da memaria dos hosts de banco de dados e das
aplicacdes que usam o banco de dados SAP HANA. Esses KPIs s&o validos para ambientes de host unico,
host multiplo, Business Suite no HANA, Business Warehouse no HANA, S/4AHANA e BW/4HANAHANA.
Portanto, a abordagem de dimensionamento de performance atual depende apenas do nimero de hosts SAP
HANA ativos conectados ao sistema de storage.

@ Os KPlIs de performance de storage s&o obrigatérios apenas para sistemas SAP HANA de
producéo, mas vocé pode implementa-los para todos os sistemas HANA.

O SAP fornece uma ferramenta de teste de performance que precisa ser usada para validar a performance do
sistema de storage para hosts ativos do SAP HANA que sao conectados ao storage.

A NetApp testou e pré-definiu o numero maximo de hosts SAP HANA que podem ser anexados a um modelo
de storage especifico, sem deixar de atender aos KPIs de storage necessarios da SAP para sistemas SAP
HANA baseados em producao.

O numero maximo de hosts SAP HANA que podem ser executados em um compartimento de disco e o
numero minimo de SSDs necessarios por host SAP HANA foram determinados executando a ferramenta de
teste de performance do SAP. Esse teste n&o considera os requisitos reais de capacidade de storage dos
hosts. Vocé também precisa calcular os requisitos de capacidade para determinar a configuragdo de storage
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real necessaria.

Compartimento de disco SAS

Com o compartimento de disco (SAS) de conex&o serial 12GB (DS224C), o dimensionamento do
desempenho é feito usando as seguintes configuragdes de compartimento de disco fixo:

» Compartimentos de disco com meia carga com SSDs de 12 TB

» Compartimentos de disco totalmente carregados com SSDs de 24 TB

Ambas as configuragdes usam particionamento avangado de disco (ADPv2). Um
compartimento de disco com meia carga da suporte a até nove hosts SAP HANA, enquanto um
compartimento totalmente carregado da suporte a até 14 hosts em um Unico compartimento de

@ disco. Os hosts do SAP HANA devem ser igualmente distribuidos entre as duas controladoras
de storage. O mesmo se aplica aos discos internos de um sistema AFF A700s. O
compartimento de disco de DS224C TB deve ser conetado usando SAS de 12GB GB para dar
suporte ao numero de hosts SAP HANA.

O compartimento de disco SAS de 6Gb TB (DS2246 TB) da suporte a um maximo de quatro hosts SAP
HANA. Os SSDs e os hosts do SAP HANA devem ser igualmente distribuidos entre as duas controladoras de
storage.

A tabela a seguir resume o niumero com suporte de hosts SAP HANA por compartimento de disco.

6Gb gavetas SAS 12GB gavetas SAS 12GB gavetas SAS
(DS2246 PB) totalmente (DS224C) com metade (DS224C PB) totalmente
carregadas com SSDs  da carga com SSDs de  carregadas com SSDs
de 24 TB 12 TB e ADPvV2 TB de 24 TB e ADPv2 TB

Numero maximo de hosts 4 9 14
SAP HANA por
compartimento de disco

Este calculo é independente do controlador de armazenamento utilizado. A adigdo de mais
shelfs de disco ndo aumenta a quantidade maxima de hosts SAP HANA que um controlador de
storage pode suportar.

Compartimento NVMe de NS224 TB

Um SSDs NVMe (dados) da suporte a até 2/5 hosts SAP HANA dependendo dos discos NVMe usados. Os
SSDs e os hosts do SAP HANA devem ser igualmente distribuidos entre as duas controladoras de storage. O
mesmo se aplica aos discos NVMe internos dos sistemas AFF.

@ A adigdo de mais compartimentos de disco ndo aumenta a quantidade maxima de hosts SAP
HANA compativeis com uma controladora de storage.
Workloads mistos

O SAP HANA e outros workloads de aplicagdes executados no mesmo controlador de storage ou no mesmo
agregado de storage sdo compativeis. No entanto, € uma pratica recomendada da NetApp separar os
workloads do SAP HANA de todos os outros workloads de aplicacdes.

Vocé pode decidir implantar workloads SAP HANA e outros workloads de aplicagbes no mesmo controlador
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de storage ou no mesmo agregado. Nesse caso, vocé precisa garantir que a performance adequada esteja
disponivel para SAP HANA no ambiente de workload misto. A NetApp também recomenda que vocé use
parametros de qualidade do servigo (QoS) para regular o efeito que essas outras aplicagdes podem ter nas
aplicagcdes SAP HANA e garantir a taxa de transferéncia para aplicagbes SAP HANA.

A ferramenta de teste de performance do SAP deve ser usada para verificar se hosts SAP HANA adicionais
podem ser executados em uma controladora de storage existente que ja esteja em uso para outros workloads.
Os servidores de aplicagbes SAP podem ser colocados com seguranga no mesmo controlador de storage
e/ou agregado que os bancos de dados SAP HANA.

Consideragoes sobre capacidade

Uma descricao detalhada dos requisitos de capacidade para SAP HANA esta "SAP Nota 1900823" no white
paper.

O dimensionamento da capacidade do cenario geral do SAP com varios sistemas SAP HANA
deve ser determinado com o uso de ferramentas de dimensionamento de storage do SAP

@ HANA da NetApp. Entre em Contato com a NetApp ou com seu representante de vendas do
parceiro da NetApp para validar o processo de dimensionamento do storage para um ambiente
de storage de tamanho adequado.

Configurar a ferramenta de teste de desempenho

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o comportamento de e/S e
otimizar o banco de dados para o sistema de arquivos e storage usado. Esses parametros também devem ser
definidos para a ferramenta de teste de desempenho do SAP quando o desempenho de storage estiver sendo
testado com a ferramenta de teste de desempenho SAP.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os parametros
que devem ser definidos no arquivo de configuragdo da ferramenta de teste de desempenho SAP.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo

Para obter mais informagbes sobre a configuragdo das diferentes ferramentas de teste SAP, "SAP nota
1943937" consulte HWCCT (SAP HANA 1,0) e "SAP nota 2493172" HCMT/HCOT (SAP HANA 2,0).

O exemplo a seguir mostra como as variaveis podem ser definidas para o plano de execugao HCMT/HCOT.

"Comment": "Log Volume: Controls whether read requests are
submitted asynchronously, default is 'on'",

"Name": "LogAsyncReadSubmit",
"Value": "on",
"Request": "false"

by
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"Comment": "Data Volume: Controls whether read requests are
submitted asynchronously, default is 'on'",

"Name": "DataAsyncReadSubmit",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls whether write requests can be
submitted asynchronously",
"Name": "LogAsyncWriteSubmitActive",
"Value": "on",
"Request": "false"
by
{
"Comment": "Data Volume: Controls whether write requests can be
submitted asynchronously",
"Name": "DataAsyncWriteSubmitActive",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'

and file system is flagged as requiring asynchronous write submits",

"Name": "LogAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Data Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "DataAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
b
{
"Comment": "Log Volume: Maximum number of parallel I/0 requests
per completion queue",
"Name": "LogExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"
by
{
"Comment": "Data Volume: Maximum number of parallel I/O requests



per completion queue",

"Name": "DataExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"

Yy

Essas variaveis devem ser usadas para a configuragao do teste. Este € geralmente o caso com os planos de
execugao predefinidos que o SAP entrega com a ferramenta HCMT/HCOT. O exemplo a seguir para um teste
de gravacéao de log 4K é de um plano de execugao.
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"ID": "D664D001-933D-41DE-A904F304AEB67906",
"Note": "File System Write Test",
"ExecutionVariants": [
{
"ScaleOut": {
"Port": "${RemotePort}",
"Hosts": "S${Hosts}",
"ConcurrentExecution": "S$S{FSConcurrentExecution}"
bo
"RepeatCount": "${TestRepeatCount}",
"Description": "4K Block, Log Volume 5GB, Overwrite",
"Hint": "Log",
"InputVector": {
"BlockSize": 4090,

"DirectoryName": "${LogVolume}",
"FileOverwrite": true,
"FileSize": 5368709120,
"RandomAccess": false,

"RandomData": true,

"AsyncReadSubmit": "${LogAsyncReadSubmit}",

"AsyncWriteSubmitActive":
"${LogAsyncWriteSubmitActive}",

"AsyncWriteSubmitBlocks":
"$S{LogAsyncWriteSubmitBlocks}",

"ExtMaxParallelTIoRequests":
"S{LogExtMaxParallelIoRequests}",

"ExtMaxSubmitBatchSize": "S${LogExtMaxSubmitBatchSize}",

"ExtMinSubmitBatchSize": "${LogExtMinSubmitBatchSize}",

"ExtNumCompletionQueues":
"$S{LogExtNumCompletionQueues}",

"ExtNumSubmitQueues": "${LogExtNumSubmitQueues}",

"ExtSizeKernelIoQueue": "$S{ExtSizeKernelIoQueue}"

by

Visao geral do processo de dimensionamento de armazenamento

O numero de discos por host HANA e a densidade de host do SAP HANA para cada modelo de storage foram
determinados com a ferramenta de teste de performance.

O processo de dimensionamento exige detalhes como o numero de hosts SAP HANA de produgao e nao
producédo, o tamanho da RAM de cada host e a retencao de backup das copias Snapshot baseadas em
storage. O numero de hosts do SAP HANA determina o controlador de storage e o numero de discos
necessarios.
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O tamanho da RAM, o tamanho liquido dos dados no disco de cada host SAP HANA e o periodo de retencao
do backup de copia Snapshot sdo usados como entradas durante o dimensionamento da capacidade.

A figura a seguir resume o processo de dimensionamento.

Derived from Requ"eﬁ ;Ib? AD;;’)EIS Ds per
performance : \
measurements |

Storage controller model
with SAP test ghost density —
tool L

Amount of production

2]

and non-production
HANA hosts l I miﬂ%’ l I

Input from RAM size and
customer 7 net data size on disk

of each HANA host

Snapshot backup
retention

Configuragao e configuragao da infraestrutura

Configuracéao de rede

Esta seg¢ao descreve a configuragao de rede de storage dedicada para hosts SAP
HANA.

Use as seguintes diretrizes ao configurar a rede:

Uma rede de storage dedicada deve ser usada para conectar os hosts SAP HANA as controladoras de
storage com uma rede 10GbE ou mais rapida.

Use a mesma velocidade de conexao para controladores de storage e hosts SAP HANA. Se isso néo for
possivel, certifique-se de que os componentes de rede entre as controladoras de storage e os hosts SAP
HANA sejam capazes de lidar com diferentes velocidades. Por exemplo, vocé precisa fornecer espago
suficiente para permitir negociagéo de velocidade no nivel NFS entre storage e hosts. Os componentes de
rede geralmente sdo switches, mas outros componentes dentro do chassi blade, como o plano traseiro,
também devem ser considerados.

Desative o controle de fluxo em todas as portas fisicas usadas para o trafego de armazenamento no
switch de rede de armazenamento e na camada de host.

Cada host SAP HANA precisa ter uma conexao de rede redundante com um minimo de 10Gb Gbps de
largura de banda.

Os quadros jumbo com um tamanho maximo de unidade de transmissdo (MTU) de 9.000 MB devem ser
ativados em todos os componentes de rede entre os hosts SAP HANA e os controladores de storage.

Em uma configuragdo VMware, adaptadores de rede VMXNET3 dedicados devem ser atribuidos a cada
maquina virtual em execugao. Consulte os artigos relevantes mencionados em "Introdugao" para obter
mais requisitos.

Para evitar interferéncia entre si, use caminhos de rede/e/S separados para o log e a area de dados.

A figura a seguir mostra um exemplo com quatro hosts SAP HANA conectados a um par de HA com
controladora de storage usando uma rede 10GbEG. Cada host do SAP HANA tem uma conexao ativo-ativo
com a malha redundante.
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Na camada de storage, quatro conexdes ativas sdo configuradas para fornecer taxa de transferéncia de 10Gb
Gbps para cada host SAP HANA. Na camada de storage, um dominio de broadcast com um tamanho de MTU
de 9000 é configurado e todas as interfaces fisicas necessarias séo adicionadas a esse dominio de broadcast.
Essa abordagem atribui automaticamente essas interfaces fisicas ao mesmo grupo de failover. Todas as
interfaces logicas (LIFs) atribuidas a essas interfaces fisicas sdo adicionadas a esse grupo de failover.

Node 1 Node 2 Node 3 Noded

At least one redundant
10GbE connection

Active-Active Link
Aggregation

"hﬁaﬁﬂ;‘ "EEEE" Data and log of each
= —_— s SAP HANA hosts

‘ Log 3' ‘ ‘ L(}g4 ‘ L_DEH ’ T2 ‘ distributed to a different
— == controller

Em geral, recomenda-se usar grupos de interface HA nos servidores (bonds) e nos sistemas de
armazenamento (por exemplo, Link Aggregation Control Protocol [LACP] e ifgroups). Com os grupos de
interface de HA, verifique se a carga esta distribuida igualmente entre todas as interfaces dentro do grupo. A
distribuigdo de carga depende da funcionalidade da infra-estrutura do switch de rede.

Dependendo do numero de hosts SAP HANA e da velocidade de conexao usada, é necessario
@ um numero diferente de portas fisicas ativas. Para obter mais detalhes, consulte a sec¢ao
"Configuragao LIF".

Configuragao de rede especifica da VMware

O design e a configuracdo adequados da rede sdo cruciais porque todos os dados para instancias do SAP
HANA, incluindo dados essenciais a performance e volumes de log para o banco de dados, sédo fornecidos por
meio do NFS nesta solugdo. Uma rede de storage dedicada € usada para separar o trafego NFS da
comunicagéo e o trafego de acesso do usuario entre os nés do SAP HANA. Cada né SAP HANA requer uma
conexdo de rede dedicada redundante com um minimo de 10Gb Gbps de largura de banda. Maior largura de
banda também é suportada. Essa rede deve se estender de ponta a ponta da camada de storage por meio da
comutagao de rede e da computagao até o sistema operacional convidado hospedado no VMware vSphere.
Além da infraestrutura de comutacgao fisica, um VMware Distributed Switch (vDS) € usado para fornecer
desempenho e capacidade de gerenciamento adequados do trafego de rede na camada do hipervisor.

66



Other Applications SAP App Server SAP HANA

Common port group for
other workloads
. Dedicated port group for
SAP HANL databazes
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e
) L v

Como mostrado na figura anterior, cada n6 do SAP HANA usa um grupo de portas dedicado no switch
distribuido VMware. Esse grupo de portas permite uma qualidade de servigo (QoS) aprimorada e atribuigéo
dedicada de placas de interface de rede fisica (NICs) nos hosts ESX. Para usar placas de rede fisicas
dedicadas, preservando os recursos de HA em caso de falha da NIC, a NIC fisica dedicada é configurada
como um uplink ativo. As placas de rede adicionais sdo configuradas como uplinks de reserva nas
configuragdes de agrupamento e failover do grupo de portas SAP HANA. Além disso, os quadros jumbo (MTU
9.000) devem ser ativados de ponta a ponta em switches fisicos e virtuais. Além disso, desative o controle de
fluxo em todas as portas ethernet usadas para trafego de armazenamento em servidores, switches e sistemas
de armazenamento. A figura a seguir mostra um exemplo de tal configuragao.

LRO (descarga de recegao grande) deve ser desligado para interfaces usadas para trafego
NFS. Para obter todas as outras diretrizes de configuragao de rede, consulte os respetivos
guias de praticas recomendadas da VMware para SAP HANA.
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% t003-HANA-HV1 - Edit Settings

D Load balancing: | Route based on originating virtual port | - |
R Metwork failure detection: | Link status only | b |
Security Motify switches: | Yes | - |
Traffic shaping Failback: | Yes | v |
VLAN ) }
Failover order
Monitoring
Traffic filtering and marking Active uplinks
Miscellaneous dvlplink2

Standby uplinks

dvlplink1

Unused uplinks

Sincronizagao de tempo

E necessario sincronizar o tempo entre as controladoras de storage e os hosts de banco
de dados do SAP HANA. Para fazer isso, defina o mesmo servidor de tempo para todas
as controladoras de storage e todos os hosts do SAP HANA.

Configuracdo do controlador de storage

Esta seg¢ao descreve a configuragao do sistema de storage NetApp. Vocé deve concluir a
instalagao e configuragéo primaria de acordo com os guias de configuragéo e
configuragao do ONTAP correspondentes.

Eficiéncia de storage

A deduplicacao in-line, a deduplicacao in-line entre volumes, a compressao e a compactacéao in-line séo
compativeis com SAP HANA em uma configuragéo SSD.

Volumes NetApp FlexGroup

A utilizagdo de volumes do NetApp FlexGroup nao é compativel com SAP HANA. Devido a arquitetura do SAP
HANA, o uso de volumes FlexGroup nao fornece nenhum beneficio e pode resultar em problemas de
performance.

NetApp volume e criptografia agregada

O uso do NetApp volume Encryption (NVE) e do NetApp Aggregate Encryption (NAE) € compativel com SAP
HANA.

Qualidade do servico

A QoS pode ser usada para limitar a taxa de transferéncia de storage para sistemas SAP HANA especificos
ou outras aplicagées em uma controladora de uso compartilhado. Um caso de uso seria limitar o rendimento
dos sistemas de desenvolvimento e teste para que eles ndo possam influenciar os sistemas de produgao em
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uma configuragao mista.

Durante o processo de dimensionamento, vocé deve determinar os requisitos de desempenho de um sistema
que nao seja de producao. Os sistemas de desenvolvimento e teste podem ser dimensionados com valores
de desempenho mais baixos, normalmente na faixa de 20% a 50% de um KPI do sistema de producéo,
conforme definido pelo SAP.

A partir do ONTAP 9, a QoS é configurada no nivel de volume de storage e usa valores maximos para taxa de
transferéncia (Mbps) e quantidade de e/S (IOPS).

A e/S de gravacao grande tem o maior efeito de desempenho no sistema de storage. Portanto, o limite de taxa
de transferéncia de QoS deve ser definido para uma porcentagem dos valores de KPI de performance de
storage SAP HANA de gravacao correspondentes nos volumes de dados e log.

NetApp FabricPool

A tecnologia NetApp FabricPool ndo deve ser usada em sistemas de arquivos primarios ativos em sistemas
SAP HANA. Isso inclui os sistemas de arquivos para a area de dados e log, bem como 0 /hana/shared
sistema de arquivos. Isso resulta em performance imprevisivel, especialmente durante a inicializagdo de um
sistema SAP HANA.

O uso da politica de disposigao em camadas "somente snapshot" & possivel, bem como o uso do FabricPool
em geral em um destino de backup, como um destino de NetApp SnapVault ou SnapMirror.

O uso do FabricPool para disposicdo em camadas de copias Snapshot no storage primario ou o
uso do FabricPool em um destino de backup altera o tempo necessario para a restauragao e

@ recuperagédo de um banco de dados ou outras tarefas, como a criagéo de clones do sistema ou
sistemas de reparo. Leve isso em consideracao para Planejar sua estratégia geral de
gerenciamento de ciclo de vida e verifique se seus SLAs ainda estdo sendo atendidos durante o
uso dessa fungao.

O FabricPool é uma boa opgéo para mover backups de log para outra camada de storage. A migragao de
backups afeta o tempo necessario para recuperar um banco de dados SAP HANA. Portanto, a opgéo
"disposigcdo em camadas no minimo de dias de resfriamento” deve ser definida para um valor que coloque
backups de log, que s&o rotineiramente necessarios para recuperacao, na camada de storage rapido local.

Configuragao de armazenamento

A visdo geral a seguir resume as etapas de configuragdo de armazenamento necessarias. Cada passo é
abordado em detalhes nas sec¢bes subsequentes. Nesta secdo, assumimos que o hardware de
armazenamento esta configurado e que o software ONTAP ja esta instalado. Além disso, as conexdes entre
as portas de armazenamento (10GbE ou mais rapido) e a rede ja devem estar em vigor.

1. Verifique a configuragéo correta do compartimento de disco, conforme descrito em "Conexao do
compartimento de disco."

Crie e configure os agregados necessarios conforme descrito em "Configuracao de agregado."
Crie uma maquina virtual de storage (SVM) conforme descrito em "Configuracao SVM."

Crie LIFs conforme descrito em "Configuracao LIF."

o A w0 N

Crie volumes dentro dos agregados conforme descrito emConfiguragéo de volume para sistemas SAP
HANA de host unico " " e "Configuragéo de volume para sistemas SAP HANA de varios hosts."

6. Defina as opgdes de volume necessarias, conforme descrito em "Opcoes de volume."

7. Defina as opgdes necessarias para o NFSv3 conforme descrito emConfiguracao NFS para NFSv3 " " ou
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para o NFSv4 conforme descrito em "Configuracao NFS para NFSv4."

8. Montar os volumes no namespace e definir politicas de exportacdo como descrito em "Montar volumes no
namespace e definir politicas de exportagao."

Conexao do compartimento de disco

Compartimentos de disco SAS

E possivel conectar um maximo de um compartimento de disco a uma stack de SAS para fornecer a
performance necessaria para os hosts SAP HANA, como mostra a figura a seguir. Os discos em cada gaveta
devem ser distribuidos igualmente para as duas controladoras do par de HA. O ADPv2 é usado com o ONTAP
9 e as DS224C gavetas de disco.

(D Com o compartimento de disco DS224C, o cabeamento SAS de quatro caminhos também pode
ser usado, mas nao € necessario.

Storage controller HA pair Storage controller HA pair
2 x 6Gb/s 2 x 6Gb/s 2 x12Gb/s 2 x12Gb/s
DS2246 DS224C
Total: 24Gb/s per SAS stack Total: 48Gb/s per SAS stack

Compartimentos de disco NVMe (100GbE)

Cada compartimento de disco NVMe de NS224 GB ¢ conetado a duas portas de 100GbE GbE por
controladora, conforme mostrado na figura a seguir. Os discos em cada gaveta devem ser distribuidos
igualmente para as duas controladoras do par de HA. O ADPv2, como descrito no capitulo de configuragao
agregada, também é usado para o compartimento de disco NS224.

HA pair

oy || 0 B oo |
M Neta M Neta
:.f‘W i

2x 100GbE 2 x 100GbE

Configuragao de agregado

Em geral, vocé precisa configurar dois agregados por controladora, independentemente do compartimento de
disco ou da tecnologia de unidade (SSDs SAS ou SSDs NVMe) que for usada.

A imagem a seguir mostra uma configuragao de 12 hosts SAP HANA executados em um compartimento SAS
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de 12GB GB configurado com ADPv2. Seis hosts SAP HANA sao conectados a cada controlador de storage.
Quatro agregados separados, dois em cada controlador de storage, sdo configurados. Cada agregado é
configurado com 11 discos com nove particbes de dados e duas particdes de disco de paridade. Para cada
controlador, duas parti¢des de reposicao estdo disponiveis.

HAMNA
hosts

Controller A Controller B

Storage —— —
e e ]
Controler || | § § GO Ry
HA-pair
HENRERER] | HERE

i Dats olo|o]o]o]o :‘nl B o B P I S L nl: ,- Datz

E,!\ggr?gst:ei_i 1lz|zla]sl=] 7l =] = Lz zja|sis| 7|22 Aggregate 12

i o =

i ]

Configuragao SVM

Varios cenarios de SAP com bancos de dados SAP HANA podem usar um unico SVM. Se necessario, um
SVM também pode ser atribuido a cada cenario SAP, caso seja gerenciado por equipes diferentes dentro de
uma empresa.

Se houver um perfil de QoS criado e atribuido automaticamente durante a criagdo de um novo SVM, remova

esse perfil criado automaticamente do SVM para permitir a performance necessaria para o SAP HANA:

vserver modify -vserver <svm-name> -gos-policy-group none

Configuragao LIF

Para sistemas de produgao SAP HANA, vocé precisa usar LIFs diferentes para montar o volume de dados € o
volume de log do host SAP HANA. Portanto, pelo menos dois LIFs sdo necessarios.

As montagens de volume de dados e log de diferentes hosts SAP HANA podem compartilhar uma porta de
rede de storage fisico usando as mesmas LIFs ou usando LIFs individuais para cada montagem.

A quantidade maxima de dados e montagens de volume de log por interface fisica sdo mostradas na tabela a
seguir.
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Velocidade da 10GbE 25GbE 40GbE 100GeE
porta Ethernet

Numero maximo de 3 8 12 30
montagens de

volumes de dados

ou log por porta

fisica
O compartilhamento de um LIF entre diferentes hosts do SAP HANA pode exigir uma
@ remontagem de dados ou volumes de log para um LIF diferente. Essa alteragao evita
penalidades de desempenho se um volume for movido para um controlador de armazenamento
diferente.

Os sistemas de desenvolvimento e teste podem usar mais dados e montagens de volume ou LIFs em uma
interface de rede fisica.

Para sistemas de producédo, desenvolvimento e teste, 0 /hana/shared sistema de arquivos pode usar o
mesmo LIF que o volume de dados ou log.

Configuragao de volume para sistemas SAP HANA de host unico

A figura a seguir mostra a configuracao de volume de quatro sistemas SAP HANA de um unico host. Os
volumes de dados e log de cada sistema SAP HANA s&o distribuidos a diferentes controladores de storage.
Por exemplo, o volume SID1 data mnt00001 € configurado no controlador A e o volume

SID1 log mnt00001 € configurado no controlador B.

@ Se apenas um controlador de storage de um par de HA for usado nos sistemas SAP HANA, os
volumes de dados e log também poderao ser armazenados no mesmo controlador de storage.

Se os volumes de dados e de log forem armazenados no mesmo controlador, o acesso do
@ servidor ao armazenamento deve ser realizado com duas LIFs diferentes: Uma LIF para
acessar o volume de dados e a outra para acessar o volume de log.
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SID1 SID2 SID3 SID4
HANA

Compute
Nodes

ControllerAMontmllerB
Storage

Controller
HA-pair HEEERESA EaEESA
=

sID1_data mnt00001 SID2_log mnt00001

slD2 data mnt00001

SID3 data_mntD0OD01 SID4_log_mnt00001

SID1_share SID3_share SID2_share

Para cada host do SAP HANA, um volume de dados, um volume de log e um volume para /hana/shared
sao configurados. A tabela a seguir mostra um exemplo de configuragao para sistemas SAP HANA de um
unico host.

sID4 data mnt0000 SID3 log. mnt00001

504 share

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador b

Dados, log e Volume de dados:  Volume - Volume de log:

volumes SID1_data_mnt0000 compartilhado: SID1_log_mnt00001

compartilhados para 1 SID1_shared

o sistema SID1

Dados, log e - Volume de log: Volume de dados: Volume

volumes SID2_log_mnt00001 SID2_data_mnt0000 compartilhado:

compartilhados para 1 SID2_shared

o sistema SID2

Dados, log e Volume Volume de dados: Volume de log: -

volumes compartilhado: SID3_data_mnt0000 SID3_log_mnt00001

compartilhados para SID3_shared 1

o sistema SID3
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Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no

controlador A controlador A controlador B controlador b
Dados, log e Volume de log: - Volume Volume de dados:
volumes SID4_log_mnt00001 compartilhado: SID4_data_mnt0000
compartilhados para SID4_shared 1

o sistema SID4

A tabela a seguir mostra um exemplo da configuragéo do ponto de montagem para um sistema de host Unico.
Para colocar o diretério inicial sidadm do usuario no armazenamento central, 0 /usr/sap/SID sistema de
arquivos deve ser montado a partir do SID shared volume.

Caminho de juncéo Diretério Ponto de montagem no host
HANA

SID_data_mnt00001 /Hana/data/SID/mnt00001

SID_log_mnt00001 /Hana/log/SID/mnt00001

SID_shared usr-sap compartilhou /Usr/sap/SID /hana/shared/

Configuragao de volume para sistemas SAP HANA de varios hosts

A figura a seguir mostra a configuragao de volume de um sistema SAP HANA de mais de 4HANA. 1THANA. Os
volumes de dados e log de cada host do SAP HANA sao distribuidos a diferentes controladores de storage.
Por exemplo, o volume SID1 datal mnt00001 é configurado no controlador A e o volume

SID1 logl mnt00001 € configurado no controlador B.

@ Se apenas um controlador de storage de um par de HA for usado no sistema SAP HANA, os
volumes de dados e log também poderédo ser armazenados no mesmo controlador de storage.

Se os volumes de dados e de log forem armazenados no mesmo controlador, o acesso do
@ servidor ao armazenamento deve ser realizado com duas LIFs diferentes: Uma LIF para
acessar o volume de dados e outra para acessar o volume de log.
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Node1 Node?2 Node 3 Noded
HANA

Compute
Nodes

Controllerhmontrollerﬁ
Storage

Controller
ey REREE AN N EE2

E =

P——

= —

= —

SID_data_mnt00001 SID_log_mnt00002 SID_data mnt0D002 SID_log_mnt00001

SID_data_mnt00003 SID_log_mnt00004 SID_data_mnt0D004 SID_log_mnt00003

Para cada host do SAP HANA, um volume de dados e um volume de log séo criados. ‘/hana/shared O volume
€ usado por todos os hosts do sistema SAP HANA. A tabela a seguir mostra um exemplo de configuragao
para um sistema SAP HANA de varios hosts com quatro hosts ativos.

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B

Volumes de dados e Volume de dados:

Volume de log: -

log paraondé 1 SID_data_mnt00001 SID_log_mnt00001

Volumes de dados e Volume de log: - Volume de dados: -

log para o no6 2 SID_log_mnt00002 SID_data_mnt00002

Volumes de dados e — Volume de dados:  — Volume de log:

log paraond 3 SID_data_mnt00003 SID_log_mnt00003
Volumes de dados e — Volume de log: - Volume de dados:
log para o n6 4 SID_log_mnt00004 SID_data_mnt00004
Volume Volume

compartilhado para compartilhado:

todos os hosts SID_shared



A tabela a seguir mostra a configuragao e os pontos de montagem de um sistema de varios hosts com quatro
hosts SAP HANA ativos. Para colocar os diretdrios iniciais sidadm do usuario de cada host no
armazenamento central, os /usr/sap/SID sistemas de arquivos sdo montados a partir do SID shared

volume.

Caminho de jungao

SID_data_mnt00001

SID_log_mnt00001

SID_data_mnt00002

SID_log_mnt00002

SID_data_mnt00003

SID_log_mnt00003

SID_data_mnt00004

SID_log_mnt00004

SID_shared

SID_shared
SID_shared
SID_shared
SID_shared
SID_shared

Opcoes de volume

Diretério

compartilhado

usr-sap-host1
usr-sap-host2
usr-sap-host3
usr-sap-host4

usr-sap-host5

Ponto de montagem no Nota
host SAP HANA

/Hana/data/SID/mnt00001 Montado em todos os
hosts

/Hana/log/SID/mnt00001  Montado em todos os
hosts

/Hana/data/SID/mnt00002 Montado em todos os
hosts

/Hana/log/SID/mnt00002 Montado em todos os
hosts

/Hana/data/SID/mnt00003 Montado em todos os

hosts
/Hana/log/SID/mnt00003  Montado em todos os
hosts
/Hana/data/SID/mnt00004 Montado em todos os
hosts

/Hana/log/SID/mnt00004 Montado em todos os
hosts

/Hana/shared/SID Montado em todos os

hosts
/Usr/sap/SID Montado no host 1
/Usr/sap/SID
/Usr/sap/SID
/Usr/sap/SID

/Usr/sap/SID

Montado no host 2
Montado no host 3
Montado no host 4

Montado no host 5

Vocé deve verificar e definir as opgdes de volume listadas na tabela a seguir em todos os SVMs. Para alguns
dos comandos, tem de mudar para o modo de privilégio avangado no ONTAP.

Acao

Desativar a visibilidade do diretério Snapshot

Desativar cépias Snapshot automaticas

Desative a atualizagdo do tempo de acesso, exceto o

volume SID_shared
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Comando

vol modificar -vserver <vserver-name> -volume
<volname> -snapdir-access false

modificar vol —vserver <vserver-name> -volume
<volname> -snapshot-policy none

defina advanced vol modify -vserver <vserver-name>
-volume <volname> -atime-update false set admin



Configuragcdo NFS para NFSv3

As opgdes NFS listadas na tabela a seguir devem ser verificadas e definidas em todos os controladores de
storage. Para alguns dos comandos apresentados nesta tabela, tem de mudar para o modo de privilégio

avancado.

Acgao
Ativar NFSv3

Defina o tamanho maximo de transferéncia TCP NFS
como 1MB

®

Configuragao NFS para NFSv4

transferéncia NFS TCP para 262144

Comando
nfs modificar -vserver <vserver-name> v3,0 ativado

defina o <vserver_name> -vserver -tcp-max-xfer-size
1048576 set admin

Em ambientes compartilhados com workloads diferentes, defina o tamanho maximo de

As opgdes NFS listadas na tabela a seguir devem ser verificadas e definidas em todos os SVMs.

Para alguns dos comandos desta tabela, tem de mudar para o modo de privilégio avangado.

Acgao
Ativar NFSv4

Defina o tamanho maximo de transferéncia TCP NFS
como 1MB

Desativar listas de controle de acesso (ACLs) NFSv4
Defina o ID de dominio NFSv4

Desative a delegacao de leitura NFSv4

Desative a delegacao de gravagao NFSv4

Desative NFSv4 ids numéricas

Altere a quantidade de slots de sessao NFSv4.x
opcional

®
®

transferéncia NFS TCP para 262144

Comando
nfs modificar -vserver <vserver-name> -v4,1 ativado

defina o <vserver_name> -vserver -tcp-max-xfer-size
1048576 set admin

nfs modificar -vserver <vserver_name> -v4,1-acl
desativado

nfs modificar -vserver <vserver_name> -v4-id-domain
<domain-name>

nfs modificar -vserver <vserver_name> -v4,1-read
-delegation desabilitado

nfs modificar -vserver <vserver_name> -v4,1-write
-delegation desabilitado

nfs modificar -vserver <vserver_name> -v4-numeric
-ids desabilitados

definir o nfs avancado modificar -vserver hana -v4.x
-session-num-slots <value> set admin

Em ambientes compartilhados com workloads diferentes, defina o tamanho maximo de

Tenha em atengéo que a desativagao de ids numéricas requer a gestao do utilizador, conforme
descrito na seccao ""Preparacoes de instalacdo do SAP HANA para NFSv4.""

O ID de dominio NFSv4 deve ser definido com o mesmo valor em todos os servidores Linux

SAP HANA para NFSv4.""

(/etc/idmapd.conf) e SVMs, conforme descrito na se¢ao ""Preparacdes de instalagao do
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O pNFS pode ser ativado e usado.

®

Se os sistemas de varios hosts SAP HANA com failover automatico do host estiverem sendo usados, os
parametros de failover precisardo ser ajustados nameserver. ini conforme mostrado na tabela a seguir.
Mantenha o intervalo de repeticdo predefinido de 10 segundos nestas seccoes.

Secao dentro de nameserver.ini  Parametro Valor
failover normal_tentativas 9
distributed_watchdog desativagéo_tentativas 11
distributed_watchdog takeover_tenta novamente 9

Montar volumes no namespace e definir politicas de exportagao

Quando um volume é criado, o volume deve ser montado no namespace. Neste documento, assumimos que o
nome do caminho de jungédo € o mesmo que o nome do volume. Por padréo, o volume é exportado com a
politica padréo. A politica de exportacédo pode ser adaptada, se necessario.

Configuragao do host

Todas as etapas de configuracdo do host descritas nesta secéo sao validas para
ambientes SAP HANA em servidores fisicos e para SAP HANA em execu¢ao no VMware
vSphere.

Parametro de configuragao para o SUSE Linux Enterprise Server

Parametros adicionais de kernel e configuragao em cada host SAP HANA devem ser ajustados para a carga
de trabalho gerada pelo SAP HANA.

SUSE Linux Enterprise Server 12 e 15

A partir do SUSE Linux Enterprise Server 12 SP1, o parametro kernel deve ser definido em um arquivo de
configuragdo no /etc/sysctl.d diretdrio. Por exemplo, vocé deve criar um arquivo de configuragdo com o
91-NetApp-HANA.conf nome .

net.
net.
net.
net.
net.
net.
net.
net.
net.
net.
net.

sunrpc.tcp max slot table entries =
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core.

core

ipv4é.
ipvé.

core

ipvé.

ipv4

ipv4.
ipvé.
ipv4.
ipv4.

rmem max

.wmem max

tcp rmem
tcp wmem

.netdev_max backlog =

16777216

16777216

4096 131072 16777216
4096 16384 16777216
300000

tcp slow start after idle=0

.tcp no metrics save = 1

tcp moderate rcvbuf = 1

tcp window scaling =1

tcp timestamps = 1

tcp sack

1
128



@ O Saptune, incluido no SLES para versdes do SAP os, pode ser usado para definir esses
valores. Para obter mais informacgdes, consulte "SAP Nota 3024346" (requer login SAP).

Parametros de configuragao para Red Hat Enterprise Linux 7,2 ou posterior

E necessario ajustar o kernel e os parametros de configuragdo adicionais em cada host SAP HANA para a
carga de trabalho gerada pelo SAP HANA.

A partir do Red Hat Enterprise Linux 7,2, vocé deve definir os parametros do kernel em um arquivo de
configuragdo no /etc/sysctl.d diretdrio. Por exemplo, vocé deve criar um arquivo de configuragdo com o
91-NetApp-HANA.conf nome .

net.
net.
net.
net.
net.

net

net.
net.
net.

core.
core.
ipvé.
ipv4.
core.
.ipvd.
ipv4.
ipv4é.
ipvé.

rmem max = 16777216

wmem max
tcp rmem

tcp wmem

netdev_max

16777216

4096 131072 16777216
4096 16384 16777216
_backlog = 300000

tcp slow start after idle = 0

tcp no metrics save = 1
tcp moderate rcvbuf = 1
tcp window scaling =1

net.ipvéd.tcp timestamps = 1
net.ipvéd.tcp sack =1
sunrpc.tcp max slot table entries = 128

Desde o RedHat Enterprise Linux versao 8,6, as configuragdes também podem ser aplicadas
usando as fungdes do sistema RHEL para SAP (Ansible). Consulte "SAP Nota 3024346"
(requer login SAP).

Crie subdiretérios em /hana/volume compartilhado
(D Os exemplos a seguir mostram um banco de dados SAP HANA com SID NF2.

Para criar os subdiretérios necessarios, execute uma das seguintes agoes:

* Para um sistema de host Unico, monte o0 /hana/shared volume e crie 0s shared subdiretérios e usr-
sap.
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sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:

sapcc-hana-tst-06:

/mnt # mount <storage-hostname>:/NF2 shared /mnt/tmp
/mnt # cd /mnt/tmp

/mnt/tmp # mkdir shared

/mnt/tmp # mkdir usr-sap

/mnt/tmp

# cd

/mnt # umount /mnt/tmp

* Para um sistema de varios hosts, monte o /hana/shared volume e crie 0s shared subdiretorios e usr-

sap para cada host.

Os comandos de exemplo mostram um sistema HANA de varios hosts de 2 a 1.

sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:

Crie pontos de montagem

/mnt # mount <storage-hostname>:/NF2 shared /mnt/tmp
/mnt # cd /mnt/tmp

/mnt/tmp
/mnt/tmp
/mnt/tmp
/mnt/tmp
/mnt/tmp

mk
mk
mk
mk
# cd

.

dir shared

dir usr-sap-hostl
dir usr-sap-host?2
dir usr-sap-host3

/mnt # umount /mnt/tmp

@ Os exemplos a seguir mostram um banco de dados SAP HANA com SID NF2.

Para criar os diretorios de ponto de montagem necessarios, execute uma das seguintes agdes:

« Para um sistema de host Unico, crie pontos de montagem e defina as permissées no host do banco de

dados.

sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:

sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:

sapcc-hana-tst-06:

mkdir
mkdir

mkdir

S~ N O
HH H= H=

mkdir

chmod
chmod
chmod

NN N O
HH H H=

chmod

/hana/data/NF2/mnt00001
/hana/log/NF2/mnt00001
/hana/shared
/usr/sap/NF2

777 /hana/log/NF2
777 /hana/data/NF2
777 /hana/shared
777 /usr/sap/NF2

« Para um sistema de varios hosts, crie pontos de montagem e defina as permissées em todos os hosts de
trabalho e de espera. Os comandos de exemplo a seguir sdo para um sistema HANA de varios hosts de 2

a.

o Primeiro anfitrido do trabalhador:
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sapcc-hana-tst-06:~ # mkdir -p /hana/data/NF2/mnt00001
sapcc-hana-tst-06:~ # mkdir -p /hana/data/NF2/mnt00002
sapcc—hana-tst-06:~ # mkdir -p /hana/log/NF2/mnt00001
sapcc-hana-tst-06:~ # mkdir -p /hana/log/NF2/mnt00002
sapcc-hana-tst-06:~ # mkdir -p /hana/shared
sapcc-hana-tst-06:~ # mkdir -p /usr/sap/NF2
sapcc-hana-tst-06:~ # chmod -R 777 /hana/log/NF2
sapcc-hana-tst-06:~ # chmod -R 777 /hana/data/NF2
sapcc-hana-tst-06:~ # chmod -R 777 /hana/shared
sapcc-hana-tst-06:~ # chmod -R 777 /usr/sap/NF2

» Segundo anfitrido do trabalhador:

sapcc—hana-tst-07:~ # mkdir -p /hana/data/NF2/mnt00001
sapcc-hana-tst-07:~ # mkdir -p /hana/data/NF2/mnt00002
sapcc-hana-tst-07:~ # mkdir -p /hana/log/NF2/mnt00001
sapcc-hana-tst-07:~ # mkdir -p /hana/log/NF2/mnt00002
sapcc-hana-tst-07:~ # mkdir -p /hana/shared
sapcc-hana-tst-07:~ # mkdir -p /usr/sap/NF2
sapcc-hana-tst-07:~ # chmod -R 777 /hana/log/NF2
sapcc-hana-tst-07:~ # chmod -R 777 /hana/data/NF2
sapcc-hana-tst-07:~ # chmod -R 777 /hana/shared
sapcc-hana-tst-07:~ # chmod -R 777 /usr/sap/NF2

* Anfitrido em espera:

sapcc-hana-tst-08:~ # mkdir -p /hana/data/NF2/mnt00001
sapcc-hana-tst-08:~ # mkdir -p /hana/data/NF2/mnt00002
sapcc-hana-tst-08:~ # mkdir -p /hana/log/NF2/mnt00001
sapcc-hana-tst-08:~ # mkdir -p /hana/log/NF2/mnt00002
sapcc-hana-tst-08:~ # mkdir -p /hana/shared
sapcc-hana-tst-08:~ # mkdir -p /usr/sap/NF2
sapcc—hana-tst-08:~ # chmod -R 777 /hana/log/NF2
sapcc-hana-tst-08:~ # chmod -R 777 /hana/data/NF2
sapcc-hana-tst-08:~ # chmod -R 777 /hana/shared
sapcc-—hana-tst-08:~ # chmod -R 777 /usr/sap/NF2

Montar sistemas de arquivos

Diferentes opgdes de montagem devem ser usadas dependendo da versdao NFS e da versdo ONTAP. Os
seqguintes sistemas de arquivos devem ser montados nos hosts:



* /hana/data/SID/mnt0000*
* /hana/log/SID/mnt0000*
* /hana/shared

* /usr/sap/SID

A tabela a seguir mostra as versées NFS que vocé deve usar para os diferentes sistemas de arquivos para
bancos de dados SAP HANA de host Unico e varios hosts.

Sistemas de arquivos SAP HANA unico host Varios hosts do SAP HANA
/Hana/data/SID/mnt0000* NFSv3 ou NFSv4 NFSv4
/Hana/log/SID/mnt0000* NFSv3 ou NFSv4 NFSv4

/hana/compartilhado NFSv3 ou NFSv4 NFSv3 ou NFSv4
/Usr/sap/SID NFSv3 ou NFSv4 NFSv3 ou NFSv4

A tabela a seguir mostra as opgdes de montagem para as varias versdes NFS e ONTAP. Os parametros
comuns sao independentes das versdes NFS e ONTAP.

@ O SAP lama requer que o diretério /usr/sap/SID seja local. Portanto, ndo monte um volume NFS
para /usr/sap/SID se vocé estiver usando o SAP lama.

No NFSv3, vocé deve desativar o bloqueio NFS para evitar operacdes de limpeza do bloqueio NFS em caso
de falha de software ou servidor.

Com o ONTAP 9, o tamanho da transferéncia NFS pode ser configurado até 1MB GB. Especificamente, com
conexdes 40GbE ou mais rapidas ao sistema de storage, vocé deve definir o tamanho da transferéncia para
1MB para alcancar os valores de taxa de transferéncia esperados.

Parametro comum NFSv3 NFSv4 Tamanho da Tamanho da

transferéncia de transferéncia de
NFS com ONTAP 9 NFS com o ONTAP

8
rw, bg, hard, timeo-  3,nolock 4,1,bloqueio rsize: 1048576, rsize: 65536, wsize:
600, noatime wsize: 262144 65536

Para melhorar o desempenho de leitura com o NFSv3, a NetApp recomenda que vocé use a

@ nconnect=n opg¢ao de montagem, que esta disponivel com o SUSE Linux Enterprise Server
12 SP4 ou posterior e o RedHat Enterprise Linux (RHEL) 8,3 ou posterior.

Testes de desempenho mostraram que nconnect=4 fornece bons resultados de leitura para os
volumes de dados. As gravacdes de log podem se beneficiar de um nimero menor de sessoes,
@ nconnect=2 como o . Os volumes compartilhados também podem se beneficiar com o uso da
opgéao 'nconnect'. Esteja ciente de que a primeira montagem de um servidor NFS (enderecgo IP)
define a quantidade de sessdes que estdo sendo usadas. Outras montagens no mesmo
endereco IP ndo mudam isso mesmo que um valor diferente seja usado para nconnect.
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A partir do ONTAP 9.8 e do SUSE SLES15SP2 ou do RedHat RHEL 8,4 ou superior, 0 NetApp
@ suporta a opgao nconnect também para NFSv4,1. Para obter informagdes adicionais, consulte a
documentacgao do fornecedor do Linux.

Se nconnect estiver sendo usado com NFSv4.x, a quantidade de slots de sessdo NFSv4.x deve
ser ajustada de acordo com a seguinte regra: Quantidade de slots de sessédo ¢ igual a
<nconnect value> x 64. No host, isso sera ajustado por

(:) echo options nfs max session slots=<calculated value> >
/etc/modprobe.d/nfsclient.conf seguido de uma reinicializagdo. O valor do lado do
servidor também deve ser ajustado, defina o nimero de slots de sessdo como descrito em
"Configuragdo NFS para NFSv4."

O exemplo a seguir mostra um unico banco de dados SAP HANA de host com SID de NF2 ms usando NFSv3
GB e um tamanho de transferéncia NFS de 1MB GB para leituras e 256K GB para gravagdes. Para montar os
sistemas de arquivos durante a inicializagao do sistema com o /etc/fstab arquivo de configuracdo, execute
as seguintes etapas:

1. Adicione os sistemas de arquivos necessarios ao /etc/fstab arquivo de configuragao.

sapcc-hana-tst-06:/ # cat /etc/fstab
<storage-vif-data0l>:/NF2 data mnt00001 /hana/data/NF2/mnt00001 nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 O

<storage-vif-1log01l>:/NF2 log mnt00001 /hana/log/NF2/mnt00001 nfs
rw,nfsvers=3,hard, timeo=600, nconnect=2,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 O

<storage-vif-data0l>:/NF2 shared/usr-sap /usr/sap/NF2 nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 0

<storage-vif-dataOl>:/NF2 shared/shared /hana/shared nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 O

2. Execute mount -a para montar os sistemas de arquivos em todos os hosts.

O préximo exemplo mostra um banco de dados SAP HANA de varios hosts com SID NF2 usando NFSv4,1
para sistemas de arquivos de dados e log e NFSv3 para /hana/shared os sistemas de arquivos e.
/usr/sap/NF2 E usado um tamanho de transferéncia NFS de 1MB GB para leituras e 256K GB para
gravacoes.

1. Adicione os sistemas de arquivos necessarios ao /etc/fstab arquivo de configuragdo em todos os
hosts.

(D O /usr/sap/NF2 sistema de arquivos é diferente para cada host de banco de dados. O
exemplo a seguir /NF2_shared/usr-sap-hostl mostra .
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stlrx300s8-5:/ # cat /etc/fstab

<storage-vif-data0l>:/NF2 data mnt00001 /hana/data/NF2/mnt00001 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=4, rsize=1048576,wsize=262144,bg,n
ocatime,lock 0 O

<storage-vif-data02>:/NF2 data mnt00002 /hana/data/NF2/mnt00002 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=4, rsize=1048576,wsize=262144,bg,n
ocatime,lock 0 O

<storage-vif-log0l>:/NF2 log mnt00001 /hana/log/NF2/mnt00001 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=2, rsize=1048576,wsize=262144,bg,n
catime,lock 0 O

<storage-vif-1log02>:/NF2 log mnt00002 /hana/log/NF2/mnt00002 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=2,rsize=1048576,wsize=262144,bg,n
ocatime,lock 0 O

<storage-vif-data02>:/NF2 shared/usr-sap-hostl /usr/sap/NF2 nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 O

<storage-vif-data02>:/NF2 shared/shared /hana/shared nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 O

2. Execute mount -a para montar os sistemas de arquivos em todos os hosts.

Preparagoes da instalagao do SAP HANA para NFSv4

O NFS verséao 4 e posterior requer autenticagao do usuario. Essa autenticagao pode ser
realizada usando uma ferramenta de gerenciamento de usuario central, como um
servidor LDAP (Lightweight Directory Access Protocol) ou com contas de usuario locais.
As secbes a seguir descrevem como configurar contas de usuario locais.

Os usuarios de administragdo <sid>adm,<sid>crypt € 0 sapsys grupo devem ser criados manualmente
nos hosts do SAP HANA e nas controladoras de storage antes do inicio da instalagdo do software SAP HANA.

Hosts SAP HANA

Se isso nao existir, 0 sapsys grupo deve ser criado no host SAP HANA. Deve ser escolhido um ID de grupo
exclusivo que nado esteja em conflito com as IDs de grupo existentes nos controladores de armazenamento.

Os usuarios <sid>adm e <sid>crypt sao criados no host do SAP HANA. Devem ser escolhidas IDs
exclusivas que nao entrem em conflito com IDs de usuario existentes nos controladores de armazenamento.

Para um sistema SAP HANA de varios hosts, as IDs de usuario e grupo devem ser as mesmas em todos os
hosts SAP HANA. O grupo e o usuario sao criados nos outros hosts do SAP HANA copiando as linhas
afetadas dentro /etc/group e /etc/passwd do sistema de origem para todos os outros hosts do SAP
HANA.

Para um sistema SAP HANA de varios hosts, o ID do usuario e do grupo deve ser o mesmo em todos os

hosts SAP HANA. O grupo e o usuario sao criados nos outros hosts do SAP HANA copiando as linhas
afetadas dentro /etc/group e /etc/passwd do sistema de origem para todos os outros hosts do SAP
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HANA.

O dominio NFSv4 deve ser definido com o mesmo valor em todos os servidores Linux e SVMs.
@ Defina o paréametro dominio “Domain = <domain name>"" em arquivo
*/etc/idmapd.conf para os hosts Linux.

Ative e inicie o servigo NFS idmapd:

systemctl enable nfs-idmapd.service
systemctl start nfs-idmapd.service

(D Os mais recentes kernels Linux ndo requerem esta etapa. Pode ignorar com seguranga as
mensagens de aviso.

Controladores de storage

A ID de usuario e o ID de grupo devem ser os mesmos nos hosts SAP HANA e nas controladoras de storage.
O grupo e o usuario sao criados inserindo os seguintes comandos no cluster de armazenamento:

vserver services unix-group create -vserver <vserver> -name <group name>
-id <group id>
vserver services unix-user create -vserver <vserver> -user <user name> -id

<user-id> -primary-gid <group id>
Além disso, defina o ID do grupo da raiz de usuario UNIX do SVM como 0.

vserver services unix-user modify -vserver <vserver> -user root -primary
-gid 0

Configuracgao de stack de e/S para SAP HANA

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o
comportamento de e/S e otimizar o banco de dados para os sistemas de arquivos e
storage usados.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os valores
ideais inferidos dos testes de desempenho.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo
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Para versdes do SAP HANA 1,0 até SPS12HANA, esses parametros podem ser definidos durante a
instalacdo do banco de dados SAP HANA, conforme descrito na nota SAP "2267798: Configuracao do banco
de dados SAP HANA durante a instalagcdo usando hdbparam" .

Como alternativa, os parametros podem ser definidos apés a instalagdo do banco de dados SAP HANA
usando a hdbparam estrutura.

A

nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam --paramset
fileio.max parallel io requests=128
nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam —--paramset
fileio.async write submit active=on
nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam --paramset
fileio.async read submit=on
nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam --paramset
fileio.async write submit blocks=all

partir do SAP HANA 2,0, hdbparam foi obsoleto e os parametros foram movidos para global.ini. Os

parametros podem ser definidos usando comandos SQL ou SAP HANA Studio. Para obter mais detalhes,
consulte a nota SAP "2399079: Eliminacao do hdbparam em HANA 2" . Os parametros também podem ser
definidos dentro do global.ini, como mostrado abaixo:

nf2adm@stlrx300s8-6: /usr/sap/NF2/SYS/global/hdb/custom/config> cat
global.ini

[fileio]

async_read submit = on

async_write submit active = on
max parallel io requests = 128
async_write submit blocks = all

A partir do SAP HANA 2,0 SPS5, vocé pode usar o setParameter.py script para definir os parametros
corretos:
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nf2adm@sapcc-hana-tst-03:/usr/sap/NF2/HDB00/exe/python support>

python setParameter.py
-set=SYSTEM/global.ini/fileio/max parallel io requests=128

python setParameter.py -set=SYSTEM/global.ini/fileio/async read submit=on
python setParameter.py
-set=SYSTEM/global.ini/fileio/async_write submit active=on

python setParameter.py
-set=SYSTEM/global.ini/fileio/async _write submit blocks=all
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Tamanho do volume de dados do SAP HANA

Como padrao, o SAP HANA usa apenas um volume de dados por servico SAP HANA.
Devido a limitagdo maxima do tamanho do arquivo do sistema de arquivos, o NetApp
recomenda limitar o tamanho maximo do volume de dados.

Para o fazer automaticamente, defina o seguinte pardmetro na global.ini [persistence] Secgao :

datavolume striping = true
datavolume striping size gb = 8000

Isso cria um novo volume de dados depois que o limite de 8.000GB ¢ atingido. "SAP nota 240005 pergunta
15" fornece mais informacdes.

Instalagao do software SAP HANA

Esta seg¢ao descreve como configurar um sistema para a instalagao do software SAP
HANA em sistemas de host Unico e de varios hosts.

Instalar em um sistema de host Gnico

A instalagao do software SAP HANA nao requer preparagao adicional para um sistema de host unico.

Instale em um sistema de varios hosts

Para instalar o SAP HANA em um sistema de varios hosts, execute as seguintes etapas:

1. Usando a ferramenta de instalagdo SAP hdbc1m, inicie a instalagdo executando o seguinte comando em
um dos hosts de trabalho. Use a addhosts opgéo para adicionar o segundo trabalhador (sapcc-hana-
tst-03) e o host de (‘sapcc-hana-tst-04 'reserva ).

apcc-hana-tst-02:/mnt/sapcc-share/software/SAP/HANA2SPS7-

73/DATA UNITS/HDB LCM LINUX X86 64 #

./hdblcm --action=install --addhosts=sapcc-hana-tst-03:role=worker, sapcc
-hana-tst-04:role=standby

SAP HANA Lifecycle Management - SAP HANA Database 2.00.073.00.1695288802

LR R I e A b SR S b b I b 2R b 2 db b Sb I S b b 2 b b b b b dh b  db i 2 b b S b b 2h b dh b db b 2 db b b Sb b 2h b db b I db b 2 dh b S S b dh i 4

Scanning software locations...
Detected components:

SAP HANA AFL (incl.PAL,BFL,OFL) (2.00.073.0000.1695321500) in
/mnt/sapcc-share/software/SAP/HANA2SPST -
73/DATA UNITS/HDB_AFL LINUX X86 64/packages

SAP HANA Database (2.00.073.00.1695288802) in /mnt/sapcc-
share/software/SAP/HANA2SPS7~
73/DATA UNITS/HDB SERVER LINUX X86 64/server
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SAP HANA Database Client (2.18.24.1695756995) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA_UNITS/HDB CLIENT LINUX X86 64/SAP HANA CLIENT/client

SAP HANA Studio (2.3.75.000000) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB STUDIO LINUX X86 64/studio

SAP HANA Local Secure Store (2.11.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/HANA LSS 24 LINUX X86 64/packages

SAP HANA XS Advanced Runtime (1.1.3.230717145654) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/XSA RT 10 LINUX X86 64/packages

SAP HANA EML AFL (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB _EML AFL 10 LINUX X86 64/packages

SAP HANA EPM-MDS (2.00.073.0000.1695321500) in /mnt/sapcc-
Share/software/SAP/HANAZSPS7—73/DATA_UNITS/SAP_HANA_EPM—MDS_IO/packages

Automated Predictive Library (4.203.2321.0.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/PAAPL4A H20 LINUX X86 64/apl-
4.203.2321.0-hana2sp03-linux x64/installer/packages

GUI for HALM for XSA (including product installer) Version 1
(1.015.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_CONTENT_lO/XSACALMPIUII5_O.Zip

XSAC FILEPROCESSOR 1.0 (1.000.102) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_CONTENT_IO/XSACFILEPROCOO_102.zip

SAP HANA tools for accessing catalog content, data preview, SQL
console, etc. (2.015.230503) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSAC_HRTT 20/XSACHRTT15 230503.zip

Develop and run portal services for customer applications on XSA
(2.007.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACPORTALSERV07 0.zip

The SAP Web IDE for HANA 2.0 (4.007.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSAC_SAP WEB IDE 20/XSACSAPWEBIDEO7 0.zip

XS JOB SCHEDULER 1.0 (1.007.22) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_ CONTENT 10/XSACSERVICESO07 22.zip

SAPUI5 FESV6 XSA 1 - SAPUI5 1.71 (1.071.52) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA CONTENT 10/XSACUISFESV671 52.zip

SAPUI5 FESV9 XSA 1 - SAPUI5 1.108 (1.108.5) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_CONTENT 10/XSACUISFESV9108 5.zip

SAPUI5 SERVICE BROKER XSA 1 - SAPUI5 Service Broker 1.0 (1.000.4) in
/mnt/sapcc-share/software/SAP/HANA2SPST-



73/DATA_UNITS/XSA CONTENT 10/XSACUISSB00 4.zip
XSA Cockpit 1 (1.001.37) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA_CONTENT 10/XSACXSACOCKPITOl 37.zip

SAP HANA Database version '2.00.073.00.1695288802' will be installed.

Select additional components for installation:

Index | Components | Description

1 | all | All components

2 | server | No additional components

3 | client | Install SAP HANA Database Client version
2.18.24.1695756995

4 | 1lss | Install SAP HANA Local Secure Store version
2.11.0

5 | studio | Install SAP HANA Studio version
2.3.75.000000

o | xs | Install SAP HANA XS Advanced Runtime version
1.1.3.230717145654

7 | afl | Install SAP HANA AFL (incl.PAL,BFL, OFL)
version 2.00.073.0000.1695321500

8 | eml | Install SAP HANA EML AFL version
2.00.073.0000.1695321500

9 | epmmds | Install SAP HANA EPM-MDS version
2.00.073.0000.1695321500

10 | sap afl sdk apl | Install Automated Predictive Library version

4.203.2321.0.0

Enter comma-separated list of the selected indices [3,4]: 2,3

2. Verifique se a ferramenta de instalacao instalou todos os componentes selecionados em todos os hosts de
trabalho e de espera.

Adicionando particdes de volume de dados adicionais

A partir do SAP HANA 2,0 SPS4, particdes de volume de dados adicionais podem ser
configuradas. Isso permite configurar dois ou mais volumes para o volume de dados de
um banco de dados de locatario do SAP HANA e ser dimensionado além dos limites de
tamanho e performance de um unico volume.
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O uso de dois ou mais volumes individuais para o volume de dados esta disponivel para
@ sistemas SAP HANA de host unico e SAP HANA de varios hosts. Vocé pode adicionar particdes
de volume de dados adicionais a qualquer momento.

Habilitando particdes adicionais de volume de dados

Para ativar particdes de volume de dados adicionais, adicione a seguinte entrada global. ini utilizando o
SAP HANA Studio ou Cockpit na configuragdo SYSTEMDB.

[customizable functionalities]
persistence datavolume partition multipath = true

@ Adicionar o parametro manualmente ao global. ini arquivo requer a reinicializagdo do banco
de dados.

Configuragao de volume para sistemas SAP HANA de um unico host

O layout de volumes para um sistema SAP HANA de um unico host com varias partigbes € como o layout de
um sistema com uma partigdo de volume de dados, mas com um volume de dados adicional armazenado em
um agregado diferente como o volume de log e o outro volume de dados. A tabela a seguir mostra um
exemplo de configuragao de um sistema de host unico SAP HANA com duas parti¢des de volume de dados.

Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador b
Volume de dados: Volume compartilhado: Volume de dados: Volume de log:
SID_data_mnt00001 SID_shared SID_data2_mnt00001 SID_log_mnt00001

A tabela a seguir mostra um exemplo da configuragdo do ponto de montagem para um sistema de host unico
com duas particdes de volume de dados.

Caminho de jungao Diretério Ponto de montagem no host
HANA

SID_data_mnt00001 - /Hana/data/SID/mnt00001

SID_data2_mnt00001 - /Hana/data2/SID/mnt00001

SID_log_mnt00001 - /Hana/log/SID/mnt00001

SID_shared usr-sap compartilhou /Usr/sap/SID /hana/shared

Vocé pode criar o novo volume de dados e monta-lo no namespace usando o Gerenciador de sistemas do
NetApp ONTAP ou a CLI do ONTAP.

Configuragao de volume para sistemas SAP HANA de varios hosts

O layout dos volumes € como o layout de um sistema SAP HANA de varios hosts com uma partigdo de
volume de dados, mas com um volume de dados adicional armazenado em um agregado diferente como
volume de log e outro volume de dados. A tabela a seguir mostra um exemplo de configuragdo de um sistema
de varios hosts SAP HANA com duas particoes de volume de dados.
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Finalidade

Volumes de dados e
log paraond 1

Volumes de dados e
log paraonod 2

Volumes de dados e
log paraond 3

Volumes de dados e
log paraond 4

Volume
compartilhado para
todos os hosts

Agregar 1 no
controlador A

Volume de dados: -
SID_data_mnt00001

Volume de log:
SID_log_mnt00002
2

Agregar 2 no
controlador A

Volume Data2:
SID_data2_mnt0000

Volume de dados:

controlador B

Volume de log:

SID_log_mnt00001

Volume DataZ2:

Agregado 1 no

Agregado 2 no
controlador B

Volume Data2:
SID_data2_mnt0000
1

Volume de dados: -
SID_data_mnt00002

Volume de log:

SID_data_mnt00003 SID data2_mnt0000 SID log_mnt00003

Volume Data2:

3

Volume de log: -

SID_data2_mnt0000 SID_log_mnt00004

4

Volume -
compartilhado:
SID_shared

Volume de dados:
SID_data_mnt00004

A tabela a seguir mostra um exemplo da configuragéo do ponto de montagem para um sistema de host Unico
com duas particdes de volume de dados.

Caminho de jungao

SID_data_mnt00001

SID_data2_mnt00001

SID_log_mnt00001

SID_data_mnt00002

SID_data2_mnt00002

SID_log_mnt00002

SID_data_mnt00003

SID_data2_mnt00003

SID_log_mnt00003

SID_data_mnt00004

Diretorio

Ponto de montagem no
host SAP HANA

/Hana/data/SID/mnt00001
/Hana/data2/SID/mnt0000
1

/Hana/log/SID/mnt00001
/Hana/data/SID/mnt00002
/Hana/data2/SID/mnt0000
2
/Hana/log/SID/mnt00002
/Hana/data/SID/mnt00003
/Hana/data2/SID/mnt0000
3

/Hana/log/SID/mnt00003

/Hana/data/SID/mnt00004

Nota

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts
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Caminho de jungao

SID_data2_mnt00004 -

SID_log_mnt00004 -

SID_shared

SID_shared
SID_shared
SID_shared
SID_shared
SID_shared

Diretério Ponto de montagem no Nota

host SAP HANA

/Hana/data2/SID/mnt0000 Montado em todos os
4 hosts

/Hana/log/SID/mnt00004  Montado em todos os

hosts

compartilhado /Hana/shared/SID Montado em todos os

usr-sap-host1
usr-sap-host2
usr-sap-host3
usr-sap-host4

usr-sap-host5

/Usr/sap/SID
/Usr/sap/SID
/Usr/sap/SID
[Usr/sap/SID
/Usr/sap/SID

hosts

Montado no host 1
Montado no host 2
Montado no host 3
Montado no host 4

Montado no host 5

Vocé pode criar o novo volume de dados e monta-lo no namespace usando o Gerenciador de sistemas do
ONTAP ou a CLI do ONTAP.

Configuragao de host

Para além das tarefas descritas na secgéo"Configuracéo do host,", devem ser criados pontos de montagem
adicionais e fstab entradas para o(s) novo(s) volume(s) de dados adicionais e montados os novos volumes.

1. Crie pontos de montagem adicionais.

o Para um sistema de host Unico, crie pontos de montagem e defina as permissdes no host do banco de
dados:

sapcc-hana-tst-06:/ # mkdir -p /hana/data2/SID/mnt00001
sapcc-hana-tst-06:/ # chmod -R 777 /hana/data2/SID

o Para um sistema de varios hosts, crie pontos de montagem e defina as permissées em todos os hosts
de trabalho e de espera.

Os comandos de exemplo a seguir sao para um sistema HANA DE varios hosts com mais de 2-1.

= Primeiro anfitrido do trabalhador:

sapcc-hana-tst-06:~ # mkdir -p /hana/data2/SID/mnt00001
sapcc-hana-tst-06:~ # mkdir -p /hana/data2/SID/mnt00002
sapcc-hana-tst-06:~ # chmod -R 777 /hana/data2/SID

= Segundo anfitrido do trabalhador:
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sapcc-hana-tst-07:~ # mkdir -p /hana/data2/SID/mnt00001
sapcc-hana-tst-07:~ mkdir -p /hana/data2/SID/mnt00002
sapcc-hana-tst-07:~ # chmod -R 777 /hana/data2/SID

=

= Anfitrido em espera:

sapcc-hana-tst-07:~ # mkdir -p /hana/data2/SID/mnt00001
sapcc-hana-tst-07:~ # mkdir -p /hana/data2/SID/mnt00002
sapcc-hana-tst-07:~ # chmod -R 777 /hana/data2/SID

2. Adicione os sistemas de arquivos adicionais ao /etc/fstab arquivo de configuracdo em todos os hosts.
Veja o exemplo a seguir para um sistema de host unico usando NFSv4,1:
<storage-vif-data02>:/SID data2 mnt0000l1 /hana/data2/SID/mnt00001 nfs
rw, vers=4

minorversion=1,hard, timeo=600,rsize=1048576,wsize=262144,bg,noatime, lock
00

Use uma interface virtual de armazenamento diferente para conetar cada volume de dados
para garantir que vocé esteja usando sessdes TCP diferentes para cada volume ou use a
opgao de montagem nconnect, se disponivel para o sistema operacional.

3. Monte os sistemas de arquivos executando o mount -a comando.

Adicionando uma particdo de volume de dados adicional
Execute a seguinte instrugdo SQL contra o banco de dados do locatario para adicionar uma particao de

volume de dados adicional ao banco de dados do locatéario. Use o caminho para volumes adicionais:

ALTER SYSTEM ALTER DATAVOLUME ADD PARTITION PATH '/hana/data2/SID/';
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Onde encontrar informagoes adicionais

Para saber mais sobre as informagdes descritas neste documento, consulte os seguintes
documentos e/ou sites:

* "Solucbes de software SAP HANA"

* "Recuperagéo de desastres do SAP HANA com replicagéo de storage"

* "Backup e recuperacao do SAP HANA com o SnapCenter"

+ "Automatizando copias de sistemas SAP usando o plug-in SnapCenter SAP HANA"

» Centros de Documentacao da NetApp
"https://www.netapp.com/support-and-training/documentation/"

* Hardware de storage empresarial certificado para SAP HANA
"https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/"

* Requisitos de storage do SAP HANA
"https://www.sap.com/documents/2024/03/146274d3-ae7e-0010-bcab-c68f7e60039b.html"

» Perguntas mais frequentes sobre a integracao de data center personalizada do SAP HANA
"https://www.sap.com/documents/2016/05/e8705aae-717c-0010-82c7-eda71af511fa.html"

* SAP HANA no VMware vSphere Wiki
"https://help.sap.com/docs/SUPPORT_CONTENT/virtualization/3362185751.html"

* SAP HANA no Guia de praticas recomendadas do VMware vSphere

"https://www.vmware.com/docs/sap_hana_on_vmware_vsphere_best practices guide-white-paper"
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Histérico de atualizagoes

As seguintes alteragdes técnicas foram feitas a esta solugéo desde a sua publicacao

original.

Data
Outubro de 2015
Marco de 2016

Fevereiro de 2017

Julho de 2017
Setembro de 2018

Outubro de 2019

Dezembro de 2019
Margo de 2020
Maio de 2020

Junho de 2020
Dezembro de 2020

Fevereiro de 2021

Abril de 2021
Setembro de 2022
Agosto de 2023
Dezembro de 2023

Maio de 2024
Setembro de 2024
Novembro de 2024
Julho de 2025

Atualizar resumo
Verséao inicial

Opgbdes de montagem atualizadas para /hana/shared o pardmetro
sysctl atualizado

Novos sistemas de storage e compartimentos de disco da NetApp novos
recursos do suporte da ONTAP 9 para 40GbE novas versdes do sistema
operacional (SUSE Linux Enterprise Server 12 SP1 e Red Hat
Enterprise Linux 7,2) Nova versdao do SAP HANA

Pequenas atualizactes

Novos sistemas de armazenamento NetApp suporte para 100GbE
novas versdes do sistema operacional (SUSE Linux Enterprise Server
12 SP3 e Red Hat Enterprise Linux 7,4) alteragdes menores adicionais
SAP HANA 2,0 SPS3

Novos sistemas de storage NetApp e gaveta NVMe novas versdes do
sistema operacional (SUSE Linux Enterprise Server 12 SP4, SUSE
Linux Enterprise Server 15 e Red Hat Enterprise Linux 7,6) tamanho do
volume do MAX Data pequenas alteragdes

Novos sistemas de armazenamento NetApp novo os versao do sistema
operacional SUSE Linux Enterprise Server 15 SP1

Suporte para nconnect para NFSv3 novo sistema operacional Red Hat
Enterprise Linux 8

Suporte para varias partigbes de volume de dados disponiveis com o
SAP HANA 2,0 SPS4

Informacgdes adicionais sobre as funcionalidades opcionais

Suporte para nconnect para NFSv4,1 a partir do ONTAP 9.8 novos
lancamentos do sistema operacional novas versées do SAP HANA

Alteragdes nos novos sistemas de armazenamento NetApp nas
configuragdes de rede host pequenas alteragbes

Informacgdes especificas do VMware vSphere adicionadas
Novas versdes do SO
Novos sistemas de storage (AFF C-Series)

Atualizacao da configuragéo do host revisou as configuragées do
nconnect adicionadas informagdes sobre sessdes do NFSv4,1

Novos sistemas de storage (AFF A-Series)
Pequenas atualizacoes
Novos sistemas de storage

Pequenas atualizacbes
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SAP HANA em sistemas NetApp ASA com o Guia de
configuracao FCP

SAP HANA em sistemas NetApp ASA com protocolo Fibre Channel

A familia de produtos NetApp ASA é certificada para uso com SAP HANA em projetos
TDI. Este guia fornece as melhores praticas para SAP HANA nesta plataforma.

Marco Schoen, NetApp

Introdugao

As familias de produtos NetApp ASA A-Series e ASA C-Series foram certificadas para uso com SAP HANA
em projetos de integragao de data center (TDI) personalizados. Este guia descreve as melhores praticas para
0s seguintes modelos certificados:

* ASAA20, ASAA30, ASAAS50, ASAA70, ASAA90, ASAA1TK
» ASA C30

Para obter uma lista completa de solugdes de storage certificadas pela NetApp para SAP HANA, consulte
"Diretorio de hardware SAP HANA certificado e compativel".

Este documento descreve as configuragdes do ASA que usam o protocolo Fibre Channel (FCP).

A configuragéo descrita neste documento € necessaria para alcangar os KPIs necessarios do
@ SAP HANA e a melhor performance para o SAP HANA. Alterar quaisquer configuragdes ou

usar recursos nao listados neste documento pode causar degradagédo de desempenho ou

comportamento inesperado e so deve ser feito se aconselhado pelo suporte da NetApp.

Em um ambiente de varios hosts SAP HANA, o conetor de storage padrédo SAP HANA é usado para fornecer
cercas no caso de um failover de host SAP HANA. Sempre consulte as notas SAP relevantes para as
diretrizes de configuracao do sistema operacional e dependéncias especificas do kernel Linux do HANA. Para
obter mais informacoes, "SAP Note 2235581 — sistemas operacionais compativeis com SAP HANA"consulte .

Integracao personalizada do data center do SAP HANA

Os sistemas de armazenamento NetApp ASA séao certificados no programa SAP HANA TDI usando
protocolos FC (SAN). Eles podem ser implantados em qualquer um dos cenarios atuais do SAP HANA, como
SAP Business Suite on HANA, S/4AHANA, BW/4HANA ou SAP Business Warehouse on HANA, em
configuragdes de host Unico ou de multiplos hosts. Qualquer servidor certificado para uso com SAP HANA
pode ser combinado com as solugdes de storage certificadas da NetApp. A figura a seguir mostra uma visao
geral da arquitetura.
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Para obter mais informagbes sobre os pré-requisitos e recomendacgdes para sistemas SAP HANA produtivos,
consulte o seguinte recurso:

* "Perguntas mais frequentes sobre a integracéo de data center personalizada do SAP HANA"

SAP HANA usando o VMware vSphere

Existem varias opgdes para conetar o armazenamento a maquinas virtuais (VMs). Mapeamentos de
dispositivos brutos (RDM), armazenamentos de dados FCP ou armazenamentos de dados VVOL com FCP
sdo suportados. Para ambas as opg¢des de armazenamento de dados, apenas um volume de log ou dados do
SAP HANA deve ser armazenado no armazenamento de dados para casos de uso produtivos.

Para obter mais informagdes sobre como usar o vSphere com o SAP HANA, consulte os seguintes links:

» "SAP HANA no VMware vSphere - virtualizagdo - Community Wiki"
* "SAP HANA no Guia de praticas recomendadas do VMware vSphere"

* "2161991 - diretrizes de configuracdo do VMware vSphere - SAP ONE Support Launchpad (Login
necessario)"

Arquitetura

Os hosts do SAP HANA sao conectados a controladores de storage usando uma infraestrutura FCP
redundante e software multipath. Uma infraestrutura de switch FCP redundante é necessaria para fornecer
conectividade de host para storage SAP HANA tolerante a falhas em caso de falha no switch ou no adaptador
de barramento do host (HBA). O zoneamento apropriado deve ser configurado no switch para permitir que
todos os hosts HANA alcancem os LUNs necessarios nos controladores de storage.

Diferentes modelos da familia de produtos do sistema ASA podem ser combinados e combinados na camada
de storage para permitir crescimento e diferentes necessidades de desempenho e capacidade. O niumero
maximo de hosts SAP HANA que pode ser anexado ao sistema de storage é definido pelos requisitos de
performance do SAP HANA e pelo modelo de controladora NetApp usado. O nimero de compartimentos de
disco necessarios so € determinado pelos requisitos de capacidade e performance dos sistemas SAP HANA.
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A figura a seguir mostra um exemplo de configuragdo com oito hosts SAP HANA conectados a um par de HA
de storage.

Essa arquitetura pode ser dimensionada em duas dimensdes:

* Anexando hosts SAP HANA e capacidade de storage adicionais ao storage existente, se os controladores
de storage fornecerem performance suficiente para atender aos KPIs atuais do SAP HANA

+ Adicionando mais sistemas de storage com capacidade de storage adicional para hosts SAP HANA
adicionais

A figura a seguir mostra um exemplo de configuragdo no qual mais hosts SAP HANA s&o conectados aos
controladores de storage. Neste exemplo, mais compartimentos de disco sdo necessarios para atender aos
requisitos de capacidade e desempenho dos hosts SAP HANA de 16HANA. Dependendo dos requisitos de
taxa de transferéncia total, vocé precisa adicionar conexdes FC adicionais as controladoras de storage.

HAMA,
node 10 1

HAMA,
node 12

Independentemente do sistema ASA implantado, o cenario SAP HANA também pode ser dimensionado
adicionando qualquer controlador de storage certificado para atender a densidade de né desejada, como
mostrado na figura a seguir.
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Backup de SAP HANA

O software ONTAP presente em todas as controladoras de storage NetApp fornece um mecanismo
incorporado para fazer backup de bancos de dados SAP HANA em operagédo sem afetar a performance. Os
backups de Snapshot baseados em storage NetApp sdo uma solugéo de backup totalmente compativel e
integrada, disponivel para volumes unicos SAP HANA e para sistemas SAP HANA MDC com um unico
locatario ou varios locatarios.

Os backups Snapshot baseados em storage sao implementados com o plug-in NetApp SnapCenter para SAP
HANA. Isso permite que os usuarios criem backups Snapshot consistentes com base em storage usando as
interfaces fornecidas nativamente pelos bancos de dados SAP HANA. O SnapCenter Registra cada um dos
backups Snapshot no catalogo de backup do SAP HANA. Portanto, os backups feitos pelo SnapCenter sao
visiveis no SAP HANA Studio ou Cockpit, onde podem ser selecionados diretamente para operagdes de
restauracéo e recuperacao.

A tecnologia NetApp SnapMirror permite que copias Snapshot criadas em um sistema de storage sejam
replicadas para um sistema de storage de backup secundario controlado pelo SnapCenter. Diferentes politicas
de retencado de backup podem ser definidas para cada um dos conjuntos de backup no storage primario e
também para os conjuntos de backup nos sistemas de storage secundario. O plug-in do SnapCenter para
SAP HANA gerencia automaticamente a retengéo de backups de dados baseados em cépia Snapshot e de
log, incluindo o servigo de limpeza do catalogo de backup. O plug-in do SnapCenter para SAP HANA também
permite a execugao de uma verificagao de integridade de bloco do banco de dados SAP HANA executando
um backup baseado em arquivo.
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Os backups Snapshot baseados em storage oferecem vantagens significativas em comparagao aos backups
convencionais baseados em arquivos. Estas vantagens incluem, mas nao estdo limitadas ao seguinte:
» Backup mais rapido (alguns minutos)

* Rto reduzido devido a um tempo de restauragdo muito mais rapido na camada de storage (poucos
minutos), bem como backups mais frequentes

» Sem degradagéao do desempenho do host, rede ou storage do banco de dados SAP HANA durante
operagdes de backup e recuperagao

» Replicagdo com uso eficiente de espago e com uso eficiente de largura de banda para storage secundario
com base em alteragdes de bloco

Para obter informacdes detalhadas sobre a solugcao de backup e recuperacdo do SAP HANA, "Protecao de
dados do SAP HANA e alta disponibilidade com o SnapCenter, o0 SnapMirror active Sync e o cluster de
storage VMware Metro"consulte .

@ Na criagao destes documentos, apenas VMs baseadas em VMware usando VMDKs como
armazenamento eram suportadas pelo SnapCenter para ASA.

Recuperagao de desastres do SAP HANA

A recuperacao de desastres do SAP HANA pode ser feita na camada de banco de dados usando a replicacéo
do sistema SAP HANA ou na camada de storage usando tecnologias de replicagéo de storage. A segéo a
seguir fornece uma visao geral das solugdes de recuperagéo de desastres com base na replicagdo de
storage.

Para obter informacdes detalhadas sobre as solucbes de recuperacao de desastres do SAP HANA, "TR-4646:
Recuperacéao de desastres do SAP HANA com replicacédo de storage"consulte .

Replicagéo de storage baseada no SnapMirror

A figura a seguir mostra uma solugao de recuperagao de desastres em trés locais usando a sincronizagéao
ativa do SnapMirror para o datacenter de recuperagao de desastres local e o SnapMirror assincrono para
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replicar os dados para o datacenter de recuperagao de desastres remoto. A sincronizagao ativa do SnapMirror
permite que os servigos de negocios continuem operando mesmo em caso de falha total do local, permitindo
que os aplicativos realizem failover transparente usando uma cépia secundaria (RPO =0 e RTO = 0). N&o ha
necessidade de intervencdo manual ou script personalizado para acionar um failover com a sincronizagao
ativa do SnapMirror. A partir do ONTAP 9.15.1, o SnapMirror active Sync € compativel com uma
funcionalidade ativo-ativo simétrica. Ativo-ativo simétrico habilita operagdes de e/S de leitura e gravagao de
ambas as copias de um LUN protegido com replicagéo sincrona bidirecional, de modo que ambas as copias
LUN possam servir operacdes de e/S localmente.

Mais detalhes podem ser encontrados em "Descricao geral da sincronizacao ativa do SnapMirror no ONTAP"

O RTO para a replicagao assincrona do SnapMirror depende principalmente do tempo necessario para iniciar
0 banco de dados HANA no site de DR e carregar os dados na memoria. Partindo do pressuposto de que os
dados sao lidos com uma taxa de transferéncia de 1000Mbps Gbps, o carregamento de 1TB TB de dados
levaria aproximadamente 18 minutos.

Os servidores nos locais de DR podem ser usados como sistemas de desenvolvimento/teste durante a
operacao normal. No caso de um desastre, os sistemas de desenvolvimento/teste precisariam ser desligados
e iniciados como servidores de produgao de DR.

Ambos os métodos de replicacao permitem que vocé execute testes de fluxo de trabalho de DR sem
influenciar o RPO e o rto. Os volumes do FlexClone s&o criados no storage e sdo anexados aos servidores de
teste de DR.
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Dimensionamento do storage

A sec¢ao a seguir fornece uma visao geral dos consideracdes sobre performance e
capacidade necessarias para dimensionar um sistema de storage para SAP HANA.

Entre em Contato com seu representante de vendas do parceiro NetApp ou NetApp para dar
suporte ao processo de dimensionamento do storage e para ajuda-lo a criar um ambiente de
storage com tamanho adequado.
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Consideracoes de desempenho

A SAP definiu um conjunto estatico de indicadores-chave de desempenho de armazenamento (KPIs). Esses
KPls séo validos para todos os ambientes SAP HANA de produgao, independentemente do tamanho da
memoria dos hosts de banco de dados e das aplicagcdes que usam o banco de dados SAP HANA. Esses KPls
sdo validos para ambientes de host Unico, host multiplo, Business Suite no HANA, Business Warehouse no
HANA, S/4HANA e BW/4AHANAHANA. Portanto, a abordagem de dimensionamento de performance atual
depende apenas do numero de hosts SAP HANA ativos conectados ao sistema de storage.

@ Os KPlIs de performance de storage s&o obrigatérios apenas para sistemas SAP HANA de
producéo, mas vocé pode implementa-los para todos os sistemas HANA.

O SAP fornece uma ferramenta de teste de performance que deve ser usada para validar a performance dos
sistemas de storage para hosts ativos do SAP HANA que s&o conectados ao storage.

A NetApp testou e pré-definiu o nimero maximo de hosts SAP HANA que podem ser anexados a um modelo
de storage especifico, sem deixar de atender aos KPls de storage necessarios da SAP para sistemas SAP
HANA baseados em producao.

O numero maximo de hosts SAP HANA que podem ser executados em um compartimento de disco e o
numero minimo de SSDs necessarios por host SAP HANA foram determinados executando a ferramenta de
teste de performance do SAP. Esse teste ndo considera os requisitos reais de capacidade de storage dos
hosts. Vocé também precisa calcular os requisitos de capacidade para determinar a configuragdo de storage
real necessaria.

Compartimento NVMe de NS224 TB

Um SSDs NVMe (dados) da suporte a até 2/5 hosts SAP HANA dependendo do disco NVMe especifico
usado.

@ A adicao de mais compartimentos de disco ndo aumenta o nimero maximo de hosts SAP
HANA com suporte a um controlador de storage.

Workloads mistos

O SAP HANA e outros workloads de aplicagdes executados no mesmo controlador de storage ou no mesmo
agregado de storage sdo compativeis. No entanto, € uma pratica recomendada da NetApp separar os
workloads do SAP HANA de todos os outros workloads de aplicacdes.

Vocé pode decidir implantar workloads SAP HANA e outros workloads de aplicagbes no mesmo controlador
de storage ou no mesmo agregado. Nesse caso, vocé precisa garantir que a performance adequada esteja
disponivel para SAP HANA no ambiente de workload misto. A NetApp também recomenda que vocé use
parametros de qualidade do servigo (QoS) para regular o efeito que essas outras aplicagbes podem ter nas
aplicacbes SAP HANA e garantir a taxa de transferéncia para aplicagdes SAP HANA.

A ferramenta de teste SAP HCMT deve ser usada para verificar se hosts SAP HANA adicionais podem ser
executados em uma controladora de storage existente que ja esteja em uso para outros workloads. Os
servidores de aplicagdes SAP podem ser colocados com seguranga no mesmo controlador de storage e/ou
agregado que os bancos de dados SAP HANA.

Consideragoes sobre capacidade

Uma descricao detalhada dos requisitos de capacidade para SAP HANA esta "SAP Nota 1900823" no white
paper.
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O dimensionamento da capacidade do cenario geral do SAP com varios sistemas SAP HANA
deve ser determinado com o uso de ferramentas de dimensionamento de storage do SAP

@ HANA da NetApp. Entre em Contato com a NetApp ou com seu representante de vendas do
parceiro da NetApp para validar o processo de dimensionamento do storage para um ambiente
de storage de tamanho adequado.

Configuragao da ferramenta de teste de desempenho

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o comportamento de e/S e
otimizar o banco de dados para o sistema de arquivos e storage usado. Esses pardmetros também devem ser
definidos para a ferramenta de teste de desempenho do SAP quando o desempenho de storage estiver sendo
testado com a ferramenta de teste SAP.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os parametros
que devem ser definidos no arquivo de configuracao da ferramenta de teste SAP.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo

Para obter mais informagbes sobre a configuragdo da ferramenta de teste SAP, "SAP nota 1943937" consulte
HWCCT (SAP HANA 1,0) e "SAP nota 2493172" HCMT/HCOT (SAP HANA 2,0).

O exemplo a seguir mostra como as variaveis podem ser definidas para o plano de execu¢do HCMT/HCOT.

"Comment": "Log Volume: Controls whether read requests are

submitted asynchronously, default is 'on'",

"Name": "LogAsyncReadSubmit",
"Value": "on",
"Request": "false"
by
{
"Comment": "Data Volume: Controls whether read requests are

submitted asynchronously, default is 'on'",

"Name": "DataAsyncReadSubmit",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls whether write requests can be

submitted asynchronously",
"Name": "LogAsyncWriteSubmitActive",

"Value": "on",
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"Request": "false"

by
{
"Comment": "Data Volume: Controls whether write requests can be
submitted asynchronously",

"Name": "DataAsyncWriteSubmitActive",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "LogAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Data Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "DataAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Log Volume: Maximum number of parallel I/0 requests

per completion queue",

"Name": "LogExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"
by
{
"Comment": "Data Volume: Maximum number of parallel I/O requests

per completion queue",

"Name": "DataExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"

by

Essas variaveis devem ser usadas para a configuragao do teste. Este é geralmente o caso com os planos de
execugao predefinidos que o SAP entrega com a ferramenta HCMT/HCOT. O exemplo a seguir para um teste
de gravagao de log 4K é de um plano de execugao.

104



"ID": "D664D001-933D-41DE-A904F304AEB67906",
"Note": "File System Write Test",
"ExecutionVariants": [
{
"ScaleOut": {
"Port": "${RemotePort}",
"Hosts": "S${Hosts}",
"ConcurrentExecution": "S$S{FSConcurrentExecution}"
bo
"RepeatCount": "${TestRepeatCount}",
"Description": "4K Block, Log Volume 5GB, Overwrite",
"Hint": "Log",
"InputVector": {
"BlockSize": 4090,

"DirectoryName": "${LogVolume}",
"FileOverwrite": true,
"FileSize": 5368709120,
"RandomAccess": false,

"RandomData": true,

"AsyncReadSubmit": "${LogAsyncReadSubmit}",

"AsyncWriteSubmitActive":
"${LogAsyncWriteSubmitActive}",

"AsyncWriteSubmitBlocks":
"$S{LogAsyncWriteSubmitBlocks}",

"ExtMaxParallelTIoRequests":
"S{LogExtMaxParallelIoRequests}",

"ExtMaxSubmitBatchSize": "S${LogExtMaxSubmitBatchSize}",

"ExtMinSubmitBatchSize": "${LogExtMinSubmitBatchSize}",

"ExtNumCompletionQueues":
"$S{LogExtNumCompletionQueues}",

"ExtNumSubmitQueues": "${LogExtNumSubmitQueues}",

"ExtSizeKernelIoQueue": "$S{ExtSizeKernelIoQueue}"

by

Visao geral do processo de dimensionamento de armazenamento

O numero de discos por host HANA e a densidade de host do SAP HANA para cada modelo de storage foram
determinados usando a ferramenta de teste do SAP HANA.

O processo de dimensionamento exige detalhes como o nimero de hosts SAP HANA de produgao e ndo

produgéo, o tamanho da RAM de cada host e a retengéo de backup das cépias Snapshot baseadas em
storage. O numero de hosts do SAP HANA determina o controlador de storage e o nimero de discos

105



necessarios.

O tamanho da RAM, o tamanho liquido dos dados no disco de cada host SAP HANA e o periodo de retencao
do backup de cépia Snapshot sdo usados como entradas durante o dimensionamento da capacidade.

A figura a seguir resume o processo de dimensionamento.

Required HDDs/SSDs per

Derived from HANA host
performance

measurements | \

_ Storage controller model Performance
with SAP test host density — Sizing
tool L
[ Amount of production

and non-production

HANA hosts
Input from RAM size and /
customer 7 net data size on disk
of each HANA host SRR a2 iy

Sizin
Snapshot backup / .

retention

Configuracao e configuragao da infraestrutura

As secbes a seguir fornecem diretrizes de configuragéo e configuragéo da infraestrutura
do SAP HANA e descrevem todas as etapas necessarias para configurar um sistema
SAP HANA. Nestas sec¢des, sdo usadas as seguintes configuragcdes de exemplo:

» Sistema HANA com SID FC5
o SAP HANA de um e varios hosts

Configuracido de malha SAN

Cada servidor SAP HANA precisa ter uma conexao de SAN FCP redundante com um minimo de largura de
banda de 8Gbps Gbps. Para cada host SAP HANA conectado a um controlador de storage, pelo menos
8Gbpsx a largura de banda precisa ser configurada no controlador de storage.

A figura a seguir mostra um exemplo com quatro hosts SAP HANA conectados a duas controladoras de
storage. Cada host do SAP HANA tem duas portas FCP conectadas a malha redundante. Na camada de
storage, quatro portas FCP s&o configuradas para fornecer a taxa de transferéncia necessaria para cada host
SAP HANA.
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Node 1 Node 2 Node 3 Node 4

HANA

Hosts
Storage
Controller
HA-pair

Além do zoneamento na camada do switch, vocé deve mapear cada LUN no sistema de armazenamento para
os hosts que se conetam a esse LUN. Mantenha o zoneamento no switch simples, ou seja, defina um
conjunto de zona em que todos os HBAs host podem ver todos os HBAs do controlador.

Sincronizagao de tempo

E necessario sincronizar o tempo entre as controladoras de storage e os hosts de banco
de dados do SAP HANA. Para fazer isso, defina o mesmo servidor de tempo para todas
as controladoras de storage e todos os hosts do SAP HANA.

Configuracdo do controlador de storage

Esta seg¢ao descreve a configuragao do sistema de storage NetApp. Vocé deve concluir a
instalagao e configuragéo primaria de acordo com os guias de configuragéo e
configuragao do Data ONTAP correspondentes.

Eficiéncia de storage

A deduplicacgdo in-line, a deduplicacao in-line entre volumes, a compressao e a compactacao in-line séo
compativeis com SAP HANA em uma configuragao SSD.

Qualidade do servigo

O QoS pode ser usado para limitar a taxa de transferéncia de storage para sistemas SAP HANA especificos
ou aplicagbées que ndo sejam SAP em um controlador compartilhado.

107



Producao e desenvolvimento/teste

Um caso de uso seria limitar o rendimento dos sistemas de desenvolvimento e teste para que eles ndo
possam influenciar os sistemas de produgdo em uma configuragdo mista. Durante o processo de
dimensionamento, vocé deve determinar os requisitos de desempenho de um sistema que ndo seja de
producédo. Os sistemas de desenvolvimento e teste podem ser dimensionados com valores de desempenho
mais baixos, normalmente na faixa de 20% a 50% de um KPI do sistema de producao conforme definido pelo
SAP. A e/S de gravagao grande tem o maior efeito de desempenho no sistema de storage. Portanto, o limite
de taxa de transferéncia de QoS deve ser definido para uma porcentagem dos valores de KPI de performance
de storage SAP HANA de gravagao correspondentes nos volumes de dados e log.

Ambientes compartilhados

Outro caso de uso € limitar a taxa de transferéncia de cargas de trabalho de gravagéo pesadas,
especialmente para evitar que essas cargas de trabalho tenham impacto em outras cargas de trabalho de
gravagao sensiveis a laténcia. Nesses ambientes, é pratica recomendada aplicar uma politica de grupo de
QoS de teto de taxa de transferéncia nao compartilhada a cada LUN em cada maquina virtual de storage
(SVM) para restringir a taxa de transferéncia maxima de cada objeto de storage individual ao valor
especificado. Isso reduz a possibilidade de que um Unico workload possa influenciar negativamente outros
workloads.

Para fazer isso, € necessario criar uma politica de grupo com a CLI do cluster do ONTAP para cada SVM:

gos policy-group create -policy-group <policy-name> -vserver <vserver
name> -max-throughput 1000MB/s -is-shared false

Aplicado a cada LUN no SVM. Veja a seguir um exemplo para aplicar o grupo de politicas a todas as LUNs
existentes em uma SVM:

lun modify -vserver <vserver name> -path * -gos-policy-group <policy-
name>

Isso precisa ser feito para cada SVM. O nome do grupo de policia QoS para cada SVM precisa ser diferente.
Para novos LUNSs, a politica pode ser aplicada diretamente:

lun create -vserver <vserver name> -path /vol/<volume name>/<lun name>
-size <size> -ostype <e.g. linux> -gos-policy-group <policy-name>

E recomendavel usar 1000 MB/s como taxa de transferéncia maxima para um determinado LUN. Se um
aplicativo exigir mais taxa de transferéncia, varios LUNs com distribuicdo de LUNs deverao ser usados para
fornecer a largura de banda necessaria. Este guia fornece um exemplo para SAP HANA baseado no Linux
LVM na segéo"Configuracao do host" .

(D O limite também se aplica a leituras. Portanto, use LUNs suficientes para cumprir os SLAs
necessarios para o tempo de inicializagao do banco de dados SAP HANA e para backups.
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hana-asa-fc-host-setup.html

Configurar o armazenamento

A visdo geral a seguir resume as etapas de configuragao de armazenamento necessarias. Cada passo é
abordado com mais detalhes nas sec¢des subsequentes. Nesta se¢do, assumimos que o hardware de
armazenamento esta configurado e que o software ONTAP ja esta instalado. Além disso, a conexao das
portas de storage FCP a malha SAN ja precisa estar em vigor.

1. Verifique a configuragéo correta do compartimento de disco, conforme descrito em Prateleiras de disco
baseadas em NVMe.

2. Crie grupos de iniciadores (igroups) com nomes mundiais (WWNs) de servidores HANA, conforme
descrito na segao xref:../bp/saphana-asa-fc-storage-controller-setup.html#initiator-groups Grupos de
iniciadores .

3. Crie LUNs e mapeie-os para os servidores descritos na secéo "Configuracao de LUN para sistemas de
host unico SAP HANA" e "Configuracao de LUN para sistemas SAP HANA de multiplos hosts"

Prateleiras de disco baseadas em NVMe

Cada compartimento de disco NVMe de NS224 GB é conetado a duas portas de 100GbE GbE por
controladora, conforme mostrado na figura a seguir. Os discos sao distribuidos automaticamente para ambos
os controladores do par HA.

HA pair

BESIZI] BEEICZY

2 x 100GbE

2x 100GbE

Grupos de iniciadores

Um grupo de servidores pode ser configurado para cada servidor ou para um grupo de servidores que exigem
acesso a um LUN. A configuragéo do igrupo requer os nomes de portas mundiais (WWPNs) dos servidores.

Usando a sanlun ferramenta, execute o seguinte comando para obter os WWPNs de cada host SAP HANA:
sapcc-hana-tst:~ # sanlun fcp show adapter

/sbin/udevadm
/sbin/udevadm

host0O ...... WWPN:2100000e1el163700
hostl ...... WWPN:2100000elel63701

@ A sanlun ferramenta faz parte dos Ultilitarios de host do NetApp e deve ser instalada em cada
host do SAP HANA. Mais detalhes podem ser encontrados na se¢ao "Configuracao do host."

109



Host Unico

Host Unico

Esta seg¢ao descreve a configuragao do sistema de armazenamento NetApp especifico
para sistemas de host unico SAP HANA

Criacao de LUNs e mapeamento de LUNs para grupos iniciadores

Vocé pode usar o NetApp ONTAP System Manager para criar volumes de armazenamento e LUNs e mapea-
los para os igroups dos servidores e para a CLI do ONTAP .

Criacao de LUNs e mapeamento de LUNs para grupos iniciadores usando a CLI

Esta se¢cdo mostra um exemplo de configuragao usando a linha de comando com o ONTAP 9 para um sistema
de host unico SAP HANA com SID FC5 usando LVM e dois LUNs por grupo de volume LVM:

1. Crie todos os LUNSs.

lun create -path FC5 data mnt00001 1 -size 1t -ostype linux -class
regular
lun create -path FC5 data mnt00001 2 -size 1t -ostype linux -class
regular
lun create -path FC5 log mnt00001 1 -size 260g -ostype linux -class
regular
lun create -path FC5 log mnt00001 2 -size 260g -ostype linux -class
regular
lun create -path FC5 shared -size 260g -ostype linux -class regular

2. Crie o grupo de iniciadores para todos os servidores pertencentes ao sistema FC5.

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—initiator 10000090fadcc5fa,10000090fadcc5fb -vserver svml

3. Mapear todos os LUNs para o grupo de iniciadores criado.

lun map -path FC5 data mnt00001 1 -igroup HANA-FC5
lun map -path FC5 data mnt00001 2 -igroup HANA-FC5
lun map -path FC5 log mnt00001 1 -igroup HANA-FC5
lun map -path FC5 log mnt00001 2 -igroup HANA-FC5
lun map -path FC5 shared -igroup HANA-FC5

Criacao de LUNs e mapeamento de LUNs para grupos iniciadores usando a GUI

Esta se¢cdo mostra um exemplo de configuragdo usando ONTAP System Manager para um sistema de host
unico SAP HANA com SID FC5 usando LVM e dois LUNs por grupo de volume LVM:

110



1. Faga login no ONTAP System Manager do seu cluster ONTAP e escolha Storage no menu a esquerda.

a. Imprensa Add

v [ #70-5aPCC —Storage unit[ 1 X @ NeverTab x|+ - 8 x
€ 5 G O Nichtsicher htpsi//10.63.167.54/sysmgr/vé/storage Bmax O @ :

Q maps [l a0 @ Renemokcsewp [ o0 [ asao [ A0

= I NetApp ONTAP System Manager | A70-SAPCC Q Search actions, objects, and pages Q@ < 0

Dashboard Storage
Insights ‘The basic unit of storage is a LUN (for SCSI hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More [3
Storage
Hosts E] 22 5] 68,5 s & 22 & 0
Network o Storage units Available Online Offline
Events & jobs ~
Protection ~
Name Consistency group Capacity Data reduction Host mapping IoPs. | Latency (ms) Throughput (MB/s)
Cluster A

No results

2. Escolher More options

v [ A70-5aPCC—Storage unit [N X & Neuer Tab x |+

€ 5 G ©Nichisiher hitps//10.63.167.54/sysmar/va/storage

Q tops A0 @ Rrinetworksenp [ c2s0 [ asiro [ 420

Add storage units

Host operating system

Windows

Host mapping

[ Search host

Required

3. Forneca as informagdes necessarias:
a. o nome dos LUNs de dados, por exemplo.FC5 data mnt00001

b. a quantidade de LUNs a serem combinados com LVM, por exemplo 2
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o tamanho de cada LUN, por exemplo 1000 GB

e o

escolher SCST (FC or 1iSCST)
€. escolher Linux como Host Operating system

f. escolher New host para o Host mapping opgdo, fornega um nome, por exemplo FC5_host ,
escolha ou adicione os iniciadores desejados

g. Manter Schedule snapshots desmarcado

h. imprensa Add
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= M NetApp ONTAP System Manager | A70-SAPCC ( Q) Search actions, abjects, and pages ) 0 <O e

Dashboard
Insights
e Add storage units X
Hosts

Name
Hetwork - FC5_data_mntogoot
Events & jobs ~
Pratection = Storage and optimization
Cluster ~ Number of urits Capacity per unit

2 ‘ |mon Hsia v|

+ Add 3 different capacity

Quality of senvice (QoS)

Unlimited S

Host information

Select a connection protocol based an your host and data center configuration.

Connection protaco!
(@ scsi(FCoriscs) () numte

Host operating system

‘ Linux ~

Host mapping
O Existing hosts
O New host group
© New hosts

Host Name

| FC5_Host

@ R iscst

Name Description
10:00:70:07:e4:08:94:75 -
10:0070:07:e4:08:94:76

10:00:70:07:e4:02e0:cc

10:00707ied:05:0:d -

10:00:70:b7T:e4:0a:e2:ed

MR ARIAN AR < M < MDY

+ Add initiator
Local protection
D Schedule snapshots
Remote protection

D Replicate to a remote cluster
SnapMirar copies snapshots ta a remote duster,

Add Cancel

4. Apos a criagdo bem-sucedida dos LUNs de dados, crie os LUNs de log pressionando Add
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Dashboard Storage
Isights The basicunit of {for SCS1 hosts or o Vb 4 LN or based on your data enter confguration. More (2
Storage
. g 24 g 685m S 24
Network . Storage units viable online
Events & jobs e
Protaction v
m| [t @ Gy Data recuction

Clust M

v Fes data mmooo01 1 100068 Tto1

v Fes data mnooo0n 2 1000Gio o1

TINetApp ONTAP System Manager | A70-SAPCC

I L —

5. Fornega as informagdes necessarias:

a.

b
C.
d

o nome dos LUNs de log, por exemplo FC5 log mnt00001

o tamanho de cada LUN, por exemplo 260 GB

. escolher Linux como Host Operating system

@0

Offine.

Host mapping Iops
FC5 Host

FC5 Host

. a quantidade de LUNs a serem combinados com LVM, por exemplo 2

Q s

[P

escolha o mapeamento criado anteriormente FC5 host para o Host mapping Opg&o

imprensa Add

Add storage units

Name

FC5_log_mnt00001

Number of units Capaity per unit

2 o ‘ 260

Host operating system

Linux

Host mapping

{ FC5_Host

«” More options

6. Apos a criagdo bem-sucedida dos LUNs de log, crie o LUN compartilhado pressionando Add
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v B wosarcc—siomgeunt— x|+

- o0 x
€ > G © Nichtsicher https://10.63.167.54/sysmgr/v4/storage gasx O O
Q waps [ 400 @ RHneworcsewp [ c2so [ asaro [ A20
= NINetApp ONTAP System Manager | A70-SAPCC (Qs,mmm,mmmp.w ) @ © O
Dashboard Storage
Insights LUN ffor SCS1 hosts) or NVMe). You can add LUN of NVM based on your data iquraton. More (5
Storsge
g 26 @ 685w @ 26 @ 0
Netuwork v Storage units Auailabe Online atine
ntsmjobs v
Protaction ~
[ Name Consistency group. capacity Datareduction Host mapping 105 | tatency (ms) Throughput (M)

Cluster ~

v 1000 Gi8 ot £ st o 002 3

v 1000 68 o1 £ st o 003 3

v G log mnt00001 1 2068 o1 £ Host

v G log mnedo001 2 - 26068 o1 £ Host

I (©) The storage unit was aded x

7. Fornega as informagdes necessarias:
a. o nome do LUN compartilhado, por exemplo.FC5 shared
b. a quantidade de LUNSs, por exemplo 1
c. o tamanho do LUN, por exemplo 520 GB
d. escolher Linux como Host Operating system
€. escolha o mapeamento criado anteriormente FC5 host para o Host mapping Opgdo

f. imprensa add

Add storage units

Name

‘ FC5_shared

Number of units

1

Host operating system

| tinax

Host mapping

‘ FC5_Host

Todos os LUNs necessarios para um sistema de host Unico SAP HANA foram criados.
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v O A70 5APCC — Storage unit x  +
<« G O Nichtsicher htps//10.63.167.54/sysmgr/v4/storage Bax O O

Q waps [ A0 @ Reinetvorksewp [ czso [ asaro [ A20

= I NetApp ONTAP System Manager | A70-SAPCC { Q search actions, objects, and pages @ ¢ O
Dashboard Storage
Insights The basic unit of storage is a LUN (for SCSI hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More [3
Storage
Host:
g 27 5] 68,5 T © 27 9 0
Network - Storage units Available Online Offline
Events & jobs v
Protecti v o
L] Name Consistency group Capacity Data reduction Host mapping 10PS. | Latency (ms) Throughput (MB/s)
Cluste ~
v FC5_data_mnt00001_1 - 1.000 GiB Tto1 FC5_Host 0 003 o
v FC5_data_mnt00001_2 - 1.000 Gig 1to1 FC5_Host 0 0.02 0
v FC5_log_mnt00001_1 - 260 GiB Tto1 FC5_Host 0 003 o
v FC5_log_mnt00001_2 - 260 GiB Tto1 FC5_Host 0 0.02 o
v FC5_shared_1 - 520 GiB 1to1 FC5_Host

Varios hosts

Varios hosts

Esta seg¢ado descreve a configuragao do sistema de armazenamento NetApp especifico
para sistemas de hosts multiplos SAP HANA
Criagcdo de LUNs e mapeamento de LUNs para grupos iniciadores

Vocé pode usar o NetApp ONTAP System Manager para criar volumes de armazenamento e LUNs e mapea-
los para os igroups dos servidores e para a CLI do ONTAP .

Criacao de LUNs e mapeamento de LUNs para grupos iniciadores usando a CLI

Esta se¢do mostra um exemplo de configuragao usando a linha de comando com o ONTAP 9 para um 2
sistema de varios hosts SAP HANA de mais de 1 TB com SID FC5 usando LVM e dois LUNs por grupo de
volume LVM:

1. Crie todos os LUNSs.
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lun create

regular

lun create

regular

lun create

regular

lun create

regular

lun create

regular

lun create

regular

lun create

regular

lun create

regular

-path FC5 data mnt00001 1 -size 1t -ostype

-path FC5 data mnt00001 2 -size 1t -ostype

-path FC5 data mnt00002 1 -size 1t -ostype

-path FC5 data mnt00002 2 -size 1t -ostype

-path FC5 log mnt00001 1 -size 260g -ostype

-path FC5 log mnt00001 2 -size 260g -ostype

-path FC5 log mnt00002 1 -size 260g -ostype

-path FC5 log mnt00002 2 -size 260g -ostype

linux

linux

linux

linux

linux

linux

linux

linux

2. Crie o grupo de iniciadores para todos os servidores pertencentes ao sistema FC5.

-class

-class

-class

-class

-class

-class

-class

-class

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux

—-initiator
10000090fadcc5fa,10000090fadecc5fb, 10000090fadeccb5¢cl,10000090fadeec5¢2,1000
0090fadcc5c¢3,10000090fadcec5cd -vserver svml

3. Mapear todos os LUNs para o grupo de iniciadores criado.

lun
lun
lun
lun
lun
lun
lun

lun

map
map
map
map
map
map
map
map

-path
-path
-path
-path
-path
-path
-path
-path

FC5 data mnt00001 1 -igroup HANA-FC5
FC5 data mnt00001 2 -igroup HANA-FC5
FC5 data mnt00002 1 -igroup HANA-FC5
FC5 data mnt00002 2 -igroup HANA-FC5
FC5 log mnt00001 1 -igroup HANA-FC5
FC5 log mnt00001 2 -igroup HANA-FC5
FC5 log mnt00002 1 -igroup HANA-FC5
FC5 log mnt00002 2 -igroup HANA-FC5

Criacao de LUNs e mapeamento de LUNs para grupos iniciadores usando a GUI

Esta se¢do mostra um exemplo de configuragao usando ONTAP System Manager para um sistema de host
multiplo SAP HANA 2+1 com SID FC5 usando LVM e dois LUNs por grupo de volume LVM:

1. Faca login no ONTAP System Manager do seu cluster ONTAP e escolha Storage no menu a esquerda.

a. Imprensa Add
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v [ Arosapcc—songenit | X @ NeuerTab x|+ -

X

& > G © Nichtsicher hitpsy//10.63.167.54/sysmgr/vd/storage Bax 9 O

@ vaps [0 @ Renewoksewp [ coso [ aswo [ A0

Dashboard Storage

Insights The basic unit of storage is a LUN (for SCSI hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More (3
Storage
Host: -

E] 22 5] 68,5 s @ 22 @ 0
Network o Storage units Available Online Offline
Events & jobs ~
Protection v

Name Consistency group Capacity Data reduction Host mapping IoPs. | Latency (ms) Throughput (MB/s)

Cluster ~

Q

S .
= I NetApp ONTAP System Manager | A70-SAPCC Q_ Search actions, objects, and pages @ © 0

No results
2. Escolher More options
v [ AT0-SARCC—Storageunit |1 X @ Newer Tab x |+ - a8 x
€ > C O Nichtsicher kitpsy//10.63.167.54/sysmgr/vd/storage gax O @ :

Q Mops [ A0 & RHnetworksewp [ c2s0 [ asaro [ 420

Add storage units

Number of units Capacity per unit

I | [ [~

Host operating system

Windows

Host mapping

Search host

Required

Coneel m

3. Forneca as informacgdes necessarias:
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a.

nome dos LUNs de dados, por exemplo.FC5 data mnt00001

a quantidade de LUNs a serem combinados com LVM, por exemplo 2

o tamanho de cada LUN, por exemplo 1000 GB
escolher SCST (FC or iSCSTI)

escolher Linux como Host Operating system




. escolher New host para o Host mapping opgdo, fornega um nome, por exemplo FC5 host,
escolha ou adicione os iniciadores desejados

. Manter Schedule snapshots desmarcado

. imprensa Add
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= P NetApp ONTAP System Manager | A70-SAPCC
Dashboard
Insights
Storage
Hosts
Network ~
Events & jobs ~
Protection ~
Cluster ~

( (4, search actions, objects, and pages

) @ <o

Add storage units X

Name

FC5_data_mnt00001

Storage and optimization

Number of urits Capacity per unit

2 ‘ | 1000 H GIB v |

+ Add 3 different capacity

Quality of senvice (QoS)

Unlimited S

Host information

Select a connection protocol based an your host and data center configuration.

Connection protaco!
(@ scsi(FCoriscs) () numte

Host operating system

‘ Linux ~

Host mapping
O Existing hosts
O New host group
© New hosts

Host Name

| FC5_Host

@ R iscst

Name Description
10:00:70:07:e4:08:94:75 -
10:0070:07:e4:08:94:76

10:00:70:07:e4:02e0:cc

10:00707ied:05:0:d -

10:00:70:b7T:e4:0a:e2:ed

MR ARIAN AR < M < MDY

+ Add initiator
Local protection
D Schedule snapshots
Remote protection

D Replicate to a remote cluster
SnapMirar copies snapshots ta a remote duster,

Add Cancel

2]

4. Crie os LUNs de dados para o proximo host de trabalho pressionando Add
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= FINetApp ONTAP System Manager | AT0-5APCC

Dashboard Storage
Isights The basicunit of for s hosts) or o Vb 4 LN or based on your data enter confguration. More (2
Storage
v g 24 g 685m S 24 @0
Network . Storage units viable online offine
Events & jobs e
Q K x L m =
Protaction v
| (i i Capacy Data reduction G ors = Throughput B
! M
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5. Fornega as informagdes necessarias:

o nome dos LUNs de dados adicionais, por exemplo FC5 data mnt00002

a.
b. a quantidade de LUNs a serem combinados com LVM, por exemplo 2
c. o tamanho de cada LUN, por exemplo 1000 GB

d.

escolher Linux como Host Operating system

€. escolha o mapeamento criado anteriormente FC5 host para 0 Host mapping Opgdo

f. imprensa add

Add storage units

Name.

FC5_data_mnt00002

Number of units

|2

Host operating system

Linux

Host mapping

FC5_Host

6. Repita as etapas 4 e 5 para cada host de trabalho adicional

7. Apés a criagdo bem-sucedida dos LUNs de dados, crie os LUNs de log pressionando Add
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Storage
Hosts
o E] 26 5] 68,5 s )] 26 & 0
Network . Storage units Available Online Offline
Events&jobs v
Protection v
[ Name Consistency group Capacity Data reduction Host mapping 10PS. | Latency (ms) Throughput (MB/s)
Cluster v
v FC_data mnto0001_1 - 1,000 GiB 1to1 FCS._Host 0 002 0
v FC_datamntoo001 2 - 1,000 GiB 101 FCS._Host 0 002 0
v FC5_data mnt00002_ 1 o - 1.000 Gi8 Tto1 FCS5 Host
v FC5 data mnto0002_2 - 1,000 GiB o1 FCS._Host

I () The storage unit was added. x

8. Forneca as informacgdes necessarias:
a. o nome do log LUN a ser combinado com LVM, por exemplo FC5 log mnt00001
b. a quantidade de LUNs a serem combinados com LVM, por exemplo 2
c. o tamanho de cada LUN, por exemplo 260 GB
d. escolher Linux como Host Operating system
€. escolha o mapeamento criado anteriormente FC5 host para o Host mapping Opgao

f. imprensa add

Add storage units

Name

FC5_log_mnt00001

Number of units

2

Host operating system

Linux

Host mapping

‘ FC5_Host

9. Crie os LUNSs de log para o préximo host de trabalho pressionando Add
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Storage
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Network o Storage units Available Online Offline
Events &jobs v
Protection 4
O Name Consistency group Capacity Data reduction Host mapping 10PS. | tatency (ms) Throughput (MB/s)
Cluster v
v FCS data mnto0001 1 E 100018 101 Fes_Host 0 002 0
v FCS data mnt00001 2 E 100018 Tt Fes Host o 002 0
v FC5_data_mnt00002_1 - 1.000 GiB 1to1 FC5_Host o 0.02 0
v FCs data mnt00002.2 E 1000618 Tt Fes_Host 0 002 0
v FCSlog mntoo0o1 1 E 26088 101 Fes Host
v FC5_log mnt00001 2 - 260GiB 101 FC5_Host

I (©) The storage unit was added. X

10. Forneca as informacgdes necessarias:
a. o nome dos LUNs de log adicionais, por exemplo FC5 log mnt00002
b. a quantidade de LUNs a serem combinados com LVM, por exemplo 2
c. o tamanho de cada LUN, por exemplo 260 GB
d. escolher Linux como Host Operating system
€. escolha o mapeamento criado anteriormente FC5 host para o Host mapping Opgao

f. imprensa Add

Add storage units

Name

FC5_log_mnt00002

Number of units Capacity per uni

‘2 ‘ ‘260

Host operating system

Linux

Host mapping

{ FC5_Host

11. Repita as etapas 9 e 10 para cada host de trabalho adicional

Todos os LUNs necessarios para um sistema SAP HANA de multiplos hosts foram criados.
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Storag
Host:

g 30 g 685w @ 30 A0
Network . Storage units Available Online Offline
Events & jobs v

Name Consistency group Capacity Data reduction Host mapping 10pPs | Latency (ms) Throughput (MB/s)

v FC5_data mnt00001_1 - 1.000 GiB 1to1 FC5_Host 0 002 0
v FC5_data mnto0001 2 - 1.000 Gi 1to1 FC5_Host 0 002 [
v FC5 data mnt00002 1 - 1.000 GiB Tto1 FC5_Host 0 003 0
v FC5_data_mnt00002_2 - 1.000 GiB 1to1 FC5_Host 0 002 0
v FC5 log mnt00001 1 - 260 GiB Tto1 FC5_Host 0 002 [
v FC5_log mnt00001 2 - 260 GiB Tto1 FC5_Host 0 003 0
v FC5_log_mnt00002_1 - 260 GiB 1to1 FC5_Host

v FC5 log mnt00002 2 - 260 GiB Tto1 FC5_Host

I (@) The storage unit was added. X

API do conetor de storage do SAP HANA

Um conetor de storage é necessario apenas em ambientes de varios hosts que tenham recursos de failover.
Em configuragdes de varios hosts, o SAP HANA fornece funcionalidade de alta disponibilidade para que um
host de banco de dados SAP HANA possa fazer failover para um host de reserva.

Nesse caso, os LUNs do host com falha sdo acessados e usados pelo host de reserva. O conetor de
armazenamento € usado para garantir que uma particdo de armazenamento possa ser acessada ativamente
por apenas um host de banco de dados de cada vez.

Nas configuragdes de varios hosts do SAP HANA com storage NetApp, o conector de storage padréao
fornecido pela SAP é usado. O "Guia do administrador do conetor de storage Fibre Channel SAP HANA" pode
ser encontrado como um anexo ao "SAP nota 1900823".

Configuracao do host

Antes de configurar o host, os utilitarios de host SAN NetApp devem ser baixados do
"Suporte a NetApp" site e instalados nos servidores HANA. A documentacao do utilitario
host inclui informagdes sobre software adicional que deve ser instalado dependendo do
HBA FCP usado.

A documentacgao também contém informacdes sobre configuragdes multipath especificas a versao Linux
usada. Este documento aborda as etapas de configuragdo necessarias para SLES 12 SP1 ou superior e
RHEL 7. 2 ou posterior, conforme descrito no "Linux Host Utilities 7,1 Guia de instalacao e configuragao".

Configurar multipathing

@ As etapas de 1 a 6 devem ser executadas em todos os hosts de trabalho e de espera em uma
configuragéo de varios hosts do SAP HANA.

Para configurar multipathing, execute as seguintes etapas:
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1. Execute o comando Linux rescan-scsi-bus.sh -a em cada servidor para descobrir novos LUNSs.

2. Execute 0 sanlun lun show comando e verifique se todos os LUNs necessarios estdo visiveis. O
exemplo a seguir mostra a sanlun lun show saida de comando para um 2 sistema HANA de mais de 1
host com dois LUNs de dados e dois LUNs de log. A saida mostra os LUNs e os arquivos de dispositivo
correspondentes, como LUN FC5 data mnt00001 e o arquivo de dispositivo /dev/sdag, cada LUN tem
oito caminhos FC do host para os controladores de storage.

sapcc-hana-tst:~ # sanlun lun show

controller (7mode/E-Series) / device
host lun

vserver (cDOT/FlashRay) lun-pathname filename
adapter protocol size product

svml FC5 log mnt00002 2 /dev/sdbb
host21 FCP 500g cDOT

svml FC5 log mnt00002 1 /dev/sdba
host21 FCP 500g cDOT

svml FC5 log mnt00001 2 /dev/sdaz
host21 FCP 5009 cDOT

svml FC5 log mnt00001 1 /dev/sday
host21 FCP 500g cDOT

svml FC5 data mnt00002 2 /dev/sdax
host21 FCP 1t cDOT

svml FC5 data mnt00002 1 /dev/sdaw
host21 FCP 1t cDOT

svml FC5 data mnt00001 2 /dev/sdav
host21 FCP 1t cDOT

svml FC5 data mnt00001 1 /dev/sdau
host21 FCP 1t cDOT

svml FC5 log mnt00002 2 /dev/sdat
host21 FCP 5009 cDOT

svml FC5 log mnt00002 1 /dev/sdas
host21 FCP 500g cDOT

svml FC5 log mnt00001 2 /dev/sdar
host21 HEE 500g cDOT

svml FC5 log mnt00001 1 /dev/sdaqg
host21 FCP 5009 cDOT

svml FC5 data mnt00002 2 /dev/sdap
host21 FCP 1t cDOT

svml FC5 data mnt00002 1 /dev/sdao
host21 FCP 1t cDOT

svml FC5 data mnt00001 2 /dev/sdan
host21 FCP 1t cDOT

svml FC5 data mnt00001 1 /dev/sdam
host21 FCP 1t cDOT
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svml FC5 log mnt00002 2 /dev/sdal
host20 FCP 500g cDOT

svml FC5 log mnt00002 1 /dev/sdak
host20 FCP 500g cDOT

svml FC5 log mnt00001 2 /dev/sdaj
host20 FCP 5009 cDOT

svml FC5 log mnt00001 1 /dev/sdai
host20 FCP 500g cDOT

svml FC5 data mnt00002 2 /dev/sdah
host20 FCP 1t cDOT

svml FC5 data mnt00002 1 /dev/sdag
host20 FCP 1t cDOT

svml FC5 data mnt00001 2 /dev/sdaf
host20 ECP 1t cDOT

svml FC5 data mnt00001 1 /dev/sdae
host20 FCP 1t cDOT

svml FC5 log mnt00002 2 /dev/sdad
host20 FCP 5009 cDOT

svml FC5 log mnt00002 1 /dev/sdac
host20 FCP 500g cDOT

svml FC5 log mnt00001 2 /dev/sdab
host20 FCP 500g cDOT

svml FC5 log mnt00001 1 /dev/sdaa
host20 FCP 5009 cDOT

svml FC5 data mnt00002 2 /dev/sdz
host20 FCP 1t cDOT

svml FC5 data mnt00002 1 /dev/sdy
host20 FC2 1t cDOT

svml FC5 data mnt00001 2 /dev/sdx
host20 FCP 1t cDOT

svml FC5 data mnt00001 1 /dev/sdw
host20 FCP 1t cDOT

3. Execute omultipath -remultipath -11 comando para obter os identificadores mundiais (WWIDs)
para os nomes de arquivos do dispositivo.

@ Neste exemplo, ha oito LUNs.

sapcc-hana-tst:~ # multipath -r
sapcc-hana-tst:~ # multipath -11
3600a098038314e63492b59326b4b786d dm-7 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active
|- 20:0:4:2 sdaf 65:240 active ready running
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|- 20:0:5:2 sdx 65:112 active ready running

|- 21:0:4:2 sdav 66:240 active ready running

- 21:0:6:2 sdan 66:112 active ready running
3600a098038314e63492b59326b4b786e dm-9 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:4 sdah 66:16 active ready running

|- 20:0:5:4 sdz 65:144 active ready running

|- 21:0:4:4 sdax 67:16 active ready running

- 21:0:6:4 sdap 66:144 active ready running
3600a098038314e63492b59326b4b786f dm-11 NETAPP,LUN C-Mode
s1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:6 sdaj 66:48 active ready running

|- 20:0:5:6 sdab 65:176 active ready running

|- 21:0:4:6 sdaz 67:48 active ready running

- 21:0:6:6 sdar 66:176 active ready running
3600a098038314e63492b59326b4b7870 dm-13 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active ready running

|- 20:0:5:8 sdad 65:208 active ready running

|- 21:0:4:8 sdbb 67:80 active ready running

- 21:0:6:8 sdat 66:208 active ready running
3600a098038314e63532459326d495a64 dm-6 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:1 sdae 65:224 active ready running

|- 20:0:5:1 sdw 65:96 active ready running

|- 21:0:4:1 sdau 66:224 active ready running

- 21:0:6:1 sdam 66:96 active ready running
3600a098038314e63532459326d495a65 dm-8 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:3 sdag 66:0 active ready running

|- 20:0:5:3 sdy 65:128 active ready running

|- 21:0:4:3 sdaw 67:0 active ready running

"— 21:0:6:3 sdao 66:128 active ready running
3600a098038314e63532459326d495a66 dm-10 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw
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"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running

|- 21:0:4:5 sday 67:32 active ready running

- 21:0:6:5 sdagq 66:160 active ready running
3600a098038314e63532459326d495a67 dm-12 NETAPP,LUN C-Mode
s1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running
|- 21:0:4:7 sdba 67:64 active ready running
"— 21:0:6:7 sdas 66:192 active ready running

4. Edite 0 /etc/multipath.conf arquivo e adicione os WWIDs e nomes de alias.

A saida de exemplo mostra o contetido do /etc/multipath.conf arquivo, que inclui

@ nomes de alias para os quatro LUNs de um sistema de varios hosts 2-1. Se ndo houver
nenhum arquivo multipath.conf disponivel, vocé pode criar um executando o seguinte
comando: multipath -T > /etc/multipath.conft.
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sapcc-hana-tst:/ # cat /etc/multipath.conf

multipaths {

multipath {

wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

1

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid

alias

3600a098038314e63492b59326b4b786d
svml-FC5 data mnt00001 2

3600a098038314e63492b59326b4b786e
svml-FC5 data mnt00002 2

3600a098038314e63532459326d495a64
svml-FC5 data mnt00001 1

3600a098038314e63532459326d495a65
svml-FC5 data mnt00002 1

3600a098038314e63492b59326b4b786f
svml-FC5 log mnt00001 2

3600a098038314e63492b59326b4b7870
svml-FC5 log mnt00002 2

3600a098038314e63532459326d495a66
svml-FC5 log mnt00001 1

3600a098038314e63532459326d495a67
svml-FC5 log mnt00002 1

5. Execute omultipath -r comando para recarregar o mapa de dispositivos.

6. Verifique a configuragdo executando o multipath -11 comando para listar todos os LUNs, nomes de

alias e caminhos ativos e de espera.

®

A saida de exemplo a seguir mostra a saida de um 2 sistema HANA de varios hosts de

mais de 1 U com dois dados e dois LUNs de log.
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sapcc-hana-tst:~ # multipath -11
svml-FC5 data mnt00001 2 (3600a098038314e63492b59326b4b786d) dm-7
NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:2 sdaf 65:240 active ready running

|- 20:0:5:2 sdx 65:112 active ready running
|- 21:0:4:2 sdav 66:240 active ready running
"= 21:0:6:2 sdan 66:112 active ready running

svml-FC5 data mnt00002 2 (3600a098038314e63492b59326b4b786e) dm-9
NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:4 sdah 66:16 active ready running

|- 20:0:5:4 sdz 65:144 active ready running
|- 21:0:4:4 sdax 67:16 active ready running
"— 21:0:6:4 sdap 66:144 active ready running

svml-FC5 data mnt00001 1 (3600a098038314e63532459326d495a64) dm-6
NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:1 sdae 65:224 active ready running

|- 20:0:5:1 sdw 65:96 active ready running

|- 21:0:4:1 sdau 66:224 active ready running

"— 21:0:6:1 sdam 66:96 active ready running
svml-FC5 data mnt00002 1 (3600a098038314e63532459326d495a65) dm-8
NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:3 sdag 66:0 active ready running

|- 20:0:5:3 sdy 65:128 active ready running

|- 21:0:4:3 sdaw 67:0 active ready running

"— 21:0:6:3 sdao 66:128 active ready running
svml-FC5 log mnt00001 2 (3600a098038314e€63492b59326b4b786f) dm-11
NETAPP, LUN C-Mode
s1ze=500G features='3 queue if no path pg init retries 50' hwhandler='1l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:6 sdaj 66:48 active ready running

|- 20:0:5:6 sdab 65:176 active ready running
|- 21:0:4:6 sdaz 67:48 active ready running
- 21:0:6:6 sdar 66:176 active ready running
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svml-FC5 log mnt00002 2 (3600a098038314e63492b59326b4b7870) dm-13
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active ready running

|- 20:0:5:8 sdad 65:208 active ready running

|- 21:0:4:8 sdbb 67:80 active ready running

- 21:0:6:8 sdat 66:208 active ready running
svml-FC5 log mnt00001 1 (3600a098038314e63532459326d495a66) dm-10
NETAPP, LUN C-Mode
si1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running

|- 21:0:4:5 sday 67:32 active ready running

- 21:0:6:5 sdag 66:160 active ready running
svml-FC5 log mnt00002 1 (3600a098038314e63532459326d495a67) dm-12
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running
|- 21:0:4:7 sdba 67:64 active ready running
- 21:0:6:7 sdas 66:192 active ready running

Configuragao de host unico
Configuracéao de host unico

Este capitulo descreve a configuragcdo de um host unico SAP HANA.

Configuracado de LUN para sistemas de host inico SAP HANA

O Linux LVM esta sendo usado para aumentar o desempenho e abordar limitacées de tamanho de LUN. No
host SAP HANA, grupos de volume e volumes logicos precisam ser criados e montados, como indicado na
tabela a seguir.

Volume l6gico/LUN Ponto de montagem no host SAP Nota
HANA
LV: FC5_data_mnt00001-vol /Hana/data/FC5/mnt00001 Montado usando a entrada
/etc/fstab
LV: FC5_log_mnt00001-vol /Hana/log/FC5/mnt00001 Montado usando a entrada

/etc/fstab
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Volume légico/LUN Ponto de montagem no host SAP Nota
HANA

LUN: FC5_shared /Hana/shared/FC5 Montado usando a entrada
/etc/fstab

Com a configuracgao descrita, 0 /usr/sap/FC5 diretdrio no qual o diretério home padréo do
usuario FC5adm esta armazenado, esta no disco local. Em uma configuragao de recuperagéo
(D de desastres com replicacdo baseada em disco, a NetApp recomenda a criagdo de um LUN

adicional para o /usr/sap/FC5 diretério para que todos os sistemas de arquivos figuem no
armazenamento central.

Crie grupos de volumes LVM e volumes légicos

1. Inicialize todos os LUNs como um volume fisico.

pvcreate /dev/mapper/svml-FC5 data mnt00001 1
pvcreate /dev/mapper/svml-FC5 data mnt00001 2
pvcreate /dev/mapper/svml-FC5 log mnt00001 1
pvcreate /dev/mapper/svml-FC5 log mnt00001 2

2. Crie os grupos de volume para cada particao de dados e log.

vgcreate FC5 data mnt00001 /dev/mapper/svml-FC5 data mnt00001 1
/dev/mapper/svml-FC5 data mnt00001 2

vgcreate FC5 log mnt00001 /dev/mapper/svml-FC5 log mnt00001 1
/dev/mapper/svml-FC5 log mnt00001 2

3. Crie um volume légico para cada particao de dados e log. Use um tamanho de faixa que seja igual ao
numero de LUNs usados por grupo de volume (neste exemplo, é dois) e um tamanho de faixa de 256K
para dados e 64k para log. O SAP suporta apenas um volume légico por grupo de volumes.

lvcreate --extents 100%FREE -i 2 -I 256k —--name vol FC5 data mnt00001
lvcreate --extents 100%FREE -1 2 -I 64k --name vol FC5 log mnt00001

4. Examine os volumes fisicos, os grupos de volume e os grupos de vol em todos os outros hosts.

modprobe dm mod
pvscan
vgscan

lvscan

@ Se esses comandos nao localizarem os volumes, sera necessario reiniciar.
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Para montar os volumes légicos, os volumes logicos devem ser ativados. Para ativar os volumes, execute o
seguinte comando:

vgchange -a y

Criar sistemas de arquivos

Crie o sistema de arquivos XFS em todos os volumes logicos de dados e log € no LUN compartilhado hana.

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/svml-FC5 shared

(D Os comandos de exemplo de varios hosts mostram um sistema HANA de mais de 2 a 1 host
multiplo.

Crie pontos de montagem

Crie os diretorios de ponto de montagem necessarios e defina as permissdes no host do banco de dados:

mkdir -p /hana/data/FC5/mnt00001
mkdir -p /hana/log/FC5/mnt00001
mkdir -p /hana/shared

chmod -R 777 /hana/log/FC5

chmod -R 777 /hana/data/FC5
chmod 777 /hana/shared

sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:

S~ N N N
S o o ¥ S %

sapcc-hana-tst:

Montar sistemas de arquivos

Para montar sistemas de arquivos durante a inicializa¢ao do sistema usando o /etc/fstab arquivo de
configuragéo, adicione os sistemas de arquivos necessarios ao /etc/fstab arquivo de configuragao:

# cat /etc/fstab

/dev/mapper/hana-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/FC5 log mnt00001-vol /hana/log/FC5/mnt00001 xfs
relatime, inodecd4d 0 O

/dev/mapper/FC5 data mnt00001-vol /hana/data/FC5/mnt00001 xfs
relatime, inode6cd4d 0 O

(D Os sistemas de arquivos XFS para os LUNs de dados e log devem ser montados com as
relatime op¢des de montagem e inode64 .

Para montar os sistemas de arquivos, execute 0 mount —a comando no host.
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Configuragcao de multiplos hosts

Configuracao de muiltiplos hosts

Este capitulo descreve a configuragao de um sistema de multiplos hosts SAP HANA 2+1
como exemplo.

Configuracédo de LUN para sistemas SAP HANA de muiltiplos hosts

O Linux LVM esta sendo usado para aumentar o desempenho e abordar limitacbes de tamanho de LUN.

No host SAP HANA, grupos de volume e volumes logicos precisam ser criados e montados, como indicado na
tabela a seguir.

Volume légico (VL) Ponto de montagem no host SAP Nota
HANA

LV: FC5_data_mnt00001-vol /Hana/data/FC5/mnt00001 Montado usando o conetor de
armazenamento

LV: FC5_log_mnt00001-vol /Hana/log/FC5/mnt00001 Montado usando o conetor de
armazenamento

LV: FC5_data_mnt00002-vol /Hana/data/FC5/mnt00002 Montado usando o conetor de
armazenamento

LV: FC5_log_mnt00002-vol /Hana/log/FC5/mnt00002 Montado usando o conetor de
armazenamento

Compartilhamento NFS externo: /hana/compartilhado Montado em todos os hosts usando

FC5_shared entrada NFS e /etc/fstab

Os sistemas SAP HANA de multiplos hosts exigem /hana/shared Sistema de arquivos
conectado a todos os hosts de um sistema. Normalmente, trata-se de um compartilhamento

@ NFS fornecido por um servidor NFS. Recomenda-se usar um servidor NFS de alta
disponibilidade, como um sistema NetApp FAS ou AFF. Outra opcéo é usar o servidor NFS
integrado de um host Linux para isso.

Com a configuragao descrita, 0 /usr/sap/FC5 O diretério no qual o diretdrio inicial padréo do
usuario FC5adm esta armazenado esta no disco local de cada host HANA. Em uma

@ configuragéo de recuperagao de desastres com replicagdo baseada em disco, a NetApp
recomenda o uso de quatro LUNs adicionais para /usr/sap/FC5 sistema de arquivos de cada
host para que cada host de banco de dados tenha todos os seus sistemas de arquivos no
armazenamento central.

Crie grupos de volumes LVM e volumes légicos

1. Inicialize todos os LUNs como um volume fisico.
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pvcreate /dev/mapper/svml-FC5 data mnt00001 1
/dev/mapper/svml-FC5 data mnt00001 2
/dev/mapper/svml-FC5 data mnt00002 1
/dev/mapper/svml-FC5 data mnt00002 2
/dev/mapper/svml-FC5 log mnt00001 1
/dev/mapper/svml-FC5 log mnt00001 2
/dev/mapper/svml-FC5 log mnt00002 1

/dev/mapper/svml-FC5 log mnt00002 2

pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate

pvcreate

2. Crie os grupos de volume para cada particdo de dados e log.

vgcreate FC5 data mnt00001 /dev/mapper/svml-FC5 data mnt00001 1
/dev/mapper/svml-FC5 data mnt00001 2

vgcreate FC5 data mnt00002 /dev/mapper/svml-FC5 data mnt00002 1
/dev/mapper/svml-FC5 data mnt00002 2

vgcreate FC5 log mnt00001 /dev/mapper/svml-FC5 log mnt00001 1
/dev/mapper/svml-FC5 log mnt00001 2

vgcreate FC5 log mnt00002 /dev/mapper/svml-FC5 log mnt00002 1
/dev/mapper/svml-FC5 log mnt00002 2

3. Crie um volume légico para cada particdo de dados e log. Use um tamanho de faixa que seja igual ao
numero de LUNs usados por grupo de volume (neste exemplo, é dois) e um tamanho de faixa de 256K
para dados e 64k para log. O SAP suporta apenas um volume légico por grupo de volumes.

lvcreate --extents 100%FREE -i 2 -I 256k —--name vol FC5 data mnt00001
lvcreate --extents 100%FREE -i 2 -I 256k --name vol FC5 data mnt00002
lvcreate --extents 100%FREE -i 2 -I 64k --name vol FC5 log mnt00002
lvcreate --extents 100%FREE -1 2 -I 64k --name vol FC5 log mnt00001

4. Examine os volumes fisicos, os grupos de volume e os grupos de vol em todos os outros hosts.

modprobe dm mod
pvscan
vgscan

lvscan

®

Se esses comandos ndo localizarem os volumes, sera necessario reiniciar.

Para montar os volumes logicos, os volumes l6gicos devem ser ativados. Para ativar os volumes, execute o

seguinte comando:
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vgchange -a y

Criar sistemas de arquivos

Crie o sistema de arquivos XFS em todos os dados e volumes logicos de log.

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 data mnt00002-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00002-vol

Crie pontos de montagem

Crie os diretorios de ponto de montagem necessarios e defina as permissdes em todos os hosts de trabalho e
de espera:

sapcc-hana-tst:/ # mkdir -p /hana/data/FC5/mnt00001
sapcc—hana-tst:/ # mkdir -p /hana/log/FC5/mnt00001
sapcc-hana-tst:/ # mkdir -p /hana/data/FC5/mnt00002
sapcc—hana-tst:/ # mkdir -p /hana/log/FC5/mnt00002
sapcc-hana-tst:/ # mkdir -p /hana/shared
sapcc-hana-tst:/ # chmod -R 777 /hana/log/FC5
sapcc-hana-tst:/ # chmod -R 777 /hana/data/FC5
sapcc-hana-tst:/ # chmod 777 /hana/shared

Montar sistemas de arquivos

Para montar o /hana/shared sistemas de arquivos durante a inicializagdo do sistema usando o
/etc/fstab arquivo de configuragéo, adicione o /hana/shared sistema de arquivos para o /etc/fstab
arquivo de configuragéo de cada host.

sapcc-hana-tst:/ # cat /etc/fstab
<storage-ip>:/hana shared /hana/shared nfs rw,vers=3,hard, timeo=600,

intr,noatime,nolock 0 O

@ Todos os sistemas de arquivos de log e dados sdo montados pelo conector de storage SAP
HANA.

Para montar os sistemas de arquivos, execute o mount -a comando em cada host.

Configuracao de pilha de e/S para SAP HANA
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Configuracao de pilha de e/S para SAP HANA

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o comportamento de e/S e
otimizar o banco de dados para o sistema de arquivos e storage usado.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os valores
ideais como inferidos dos testes de desempenho.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo

Para SAP HANA 1,0 até SPS12HANA, esses parametros podem ser definidos durante a instalagdo do banco
de dados SAP HANA, conforme descrito na SAP "2267798 — Configuragéo do banco de dados SAP HANA
durante a instalacdo usando hdbparam" Note .

Como alternativa, os parametros podem ser definidos apds a instalacao do banco de dados SAP HANA
usando a hdbparam estrutura.

FC5adm@sapcc-hana-tst:/usr/sap/FC5/HDB00> hdbparam --paramset
fileio.max parallel io requests=128
FC5adm@sapcc-hana-tst:/usr/sap/FC5/HDBO0> hdbparam --paramset
fileio.async write submit active=on
FC5adm@sapcc-hana-tst:/usr/sap/FC5/HDB00> hdbparam --paramset
fileio.async read submit=on
FC5adm@sapcc-hana-tst:/usr/sap/FC5/HDB00> hdbparam --paramset
fileio.async write submit blocks=all

A partir do SAP HANA 2,0, hdbparam esta obsoleto e os pardmetros sdo movidos para o global.ini
arquivo. Os parametros podem ser definidos usando comandos SQL ou SAP HANA Studio. Para obter mais
detalhes, consulte a nota SAP "2399079: Eliminacao do hdbparam em HANA 2" . Os parametros também
podem ser definidos dentro do global. ini arquivo.

FC5adm@sapcc-hana-tst: /usr/sap/FC5/SYS/global/hdb/custom/config> cat
global.ini

[fileio]

async_read submit = on
async_write submit active = on
max parallel io requests = 128
async _write submit blocks = all

Para SAP HANA 2,0 SPS5 e posterior, use 0 setParameter.py script para definir os parametros corretos.
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fcSadm@sapcc-hana-tst-03:/usr/sap/FC5/HDB00/exe/python support>

python setParameter.py
-set=SYSTEM/global.ini/fileio/max parallel io requests=128

python setParameter.py -set=SYSTEM/global.ini/fileio/async read submit=on
python setParameter.py
-set=SYSTEM/global.ini/fileio/async_write submit active=on

python setParameter.py
-set=SYSTEM/global.ini/fileio/async write submit blocks=all

Instalagao do software SAP HANA

Esta secado descreve a preparacado necessaria para instalar o SAP HANA em sistemas
de host unico e de varios hosts.

Instalagdao em sistema de host unico

Ainstalacéo do software SAP HANA nao requer preparagao adicional para um sistema de host unico.

Instalagdo em sistema de varios hosts

Antes de iniciar a instalagéo, crie um global. ini arquivo para permitir o uso do conetor de armazenamento
SAP durante o processo de instalagao. O conetor de armazenamento SAP monta os sistemas de arquivos
necessarios nos hosts de trabalho durante o processo de instalagdo. O global. ini arquivo deve estar
disponivel em um sistema de arquivos que seja acessivel a partir de todos os hosts, como 0 /hana/shared
sistema de arquivos.

Antes de instalar o software SAP HANA em um sistema de varios hosts, as etapas a seguir devem ser
concluidas:

1. Adicione as seguintes opgbes de montagem para os LUNs de dados e os LUNs de log ao global.ini
arquivo:
° relatime € inode64 para o sistema de arquivos de dados e log
2. Adicione os WWIDs das partigbes de dados e log. Os WWIDs devem corresponder aos nomes de alias
configurados no /etc/multipath.conf arquivo.

O exemplo a seguir mostra uma configuragao de varios hosts 2-1 com SID-FC5.
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sapcc-hana-tst-03:/hana/shared # cat global.ini
[communication]

listeninterface = .global

[persistence]

basepath datavolumes = /hana/data/FC5

basepath logvolumes = /hana/log/FC5

[storage]

ha provider = hdb ha.fcClientLVM
partition * * prtype = 5
partition * data mountOptions = -o relatime,inode64
partition * log mountOptions = -o relatime,inode64
partition 1 data lvmname = FC5 data mnt00001-vol
partition 1 log 1lvmname = FC5 log mnt00001-vol
partition 2 data lvmname = FC5 data mnt00002-vol
partition 2 log lvmname = FC5 log mnt00002-vol
sapcc-hana-tst-03:/hana/shared #

Usando a ferramenta de instalagdo hdblcm do SAP, inicie a instalagdo executando o seguinte comando em um
dos hosts de trabalho. Use a addhosts opgao para adicionar o segundo trabalhador (sapcc-HANA-tst-06) e o
host de reserva (sapcc-HANA-tst-07).

E
@ O diretdrio onde o arquivo preparado global.ini € armazenado € incluido com a
storage cfgopgdo CLI (--storage cfg=/hana/shared).
E
@ Dependendo da verséo do sistema operacional que esta sendo usada, talvez seja necessario
instalar o Python 2,7 antes de instalar o banco de dados SAP HANA.
E

./hdblcm --action=install --addhosts=sapcc-hana-tst
-06:role=worker:storage partition=2,sapcc-hana-tst-07:role=standby
--storage cfg=/hana/shared/

AP HANA Lifecycle Management - SAP HANA Database 2.00.073.00.1695288802

RR IR b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b (b Ib (b b b Ib (b b (Ib Ib b b b b b b b db b b Sb Ib (ab b b b 4

Scanning software locations...
Detected components:

SAP HANA AFL (incl.PAL,BFL,OFL) (2.00.073.0000.1695321500) in
/mnt/sapcc-share/software/SAP/HANA2SPS7 -
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73/DATA UNITS/HDB_AFL LINUX X86 64/packages

SAP HANA Database (2.00.073.00.1695288802) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/HDB SERVER LINUX X86 64/server

SAP HANA Database Client (2.18.24.1695756995) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/HDB CLIENT LINUX X86 64/SAP HANA CLIENT/client

SAP HANA Studio (2.3.75.000000) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/HDB STUDIO LINUX X86 64/studio

SAP HANA Local Secure Store (2.11.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HANA LSS 24 LINUX X86 64/packages

SAP HANA XS Advanced Runtime (1.1.3.230717145654) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/XSA RT 10 LINUX X86 64/packages

SAP HANA EML AFL (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/HDB _EML AFL 10 LINUX X86 64/packages

SAP HANA EPM-MDS (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/SAP HANA EPM-MDS 10/packages

Automated Predictive Library (4.203.2321.0.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/PAAPLA H20 LINUX X86 64/apl-
4.203.2321.0-hana2sp03-1linux x64/installer/packages

GUI for HALM for XSA (including product installer) Version 1 (1.015.0)
in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/ DATA UNITS /XSA_CONTENT_l 0/XSACALMPIUI1 5_0 .zip

XSAC FILEPROCESSOR 1.0 (1.000.102) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACFILEPROCO0 102.zip

SAP HANA tools for accessing catalog content, data preview, SQL
console, etc. (2.015.230503) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSAC HRTT 20/XSACHRTT15 230503.zip

Develop and run portal services for customer applications on XSA
(2.007.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/ DATA UNITS /XSA_CONTENT_l 0/XSACPORTALSERVO 7_0 .z1ip

The SAP Web IDE for HANA 2.0 (4.007.0) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSAC_SAP WEB IDE 20/XSACSAPWEBIDEO7 0.zip

XS JOB SCHEDULER 1.0 (1.007.22) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/ DATA UNITS /XSA_CONTENT_l 0/XSACSERVICESO 7_2 2.z1ip

SAPUIS FESV6 XSA 1 - SAPUI5 1.71 (1.071.52) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV671 52.zip

SAPUIS FESVY9 XSA 1 - SAPUI5 1.108 (1.108.5) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV9108 5.zip

SAPUI5 SERVICE BROKER XSA 1 - SAPUI5 Service Broker 1.0 (1.000.4) in
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/mnt/sapcc-share/software/SAP/HANA2SPST -
73/DATA UNITS/XSA CONTENT 10/XSACUI5SB00 4.zip

XSA Cockpit 1 (1.001.37) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA CONTENT 10/XSACXSACOCKPITOl 37.zip

SAP HANA Database version '2.00.073.00.1695288802' will be installed.

Select additional components for installation:

Index | Components | Description

1 | all | A1l components

2 | server | No additional components

3 | client | Install SAP HANA Database Client version
2.18.24.1695756995

4 | lss | Install SAP HANA Local Secure Store version
2.11.0

5 | studio | Install SAP HANA Studio version 2.3.75.000000

o | xs | Install SAP HANA XS Advanced Runtime version
1.1.3.230717145654

7 | afl | Install SAP HANA AFL (incl.PAL,BFL,OFL)
version 2.00.073.0000.1695321500

8 | eml | Install SAP HANA EML AFL version
2.00.073.0000.1695321500

9 | epmmds | Install SAP HANA EPM-MDS version
2.00.073.0000.1695321500

10 | sap_afl sdk apl | Install Automated Predictive Library version

4.203.2321.0.0

Enter comma-separated list of the selected indices [3,4]: 2,3

1. Verifique se a ferramenta de instalacao instalou todos os componentes selecionados em todos os hosts de
trabalho e de espera.

Onde encontrar informagodes adicionais

Para saber mais sobre as informacdes descritas neste documento, consulte os seguintes
documentos e/ou sites:

* "Solucdes de software SAP HANA"
* "Recuperagéao de desastres do SAP HANA com replicagéo de storage"

* "Protecao de dados do SAP HANA e alta disponibilidade com o SnapCenter, o SnapMirror active Sync e o
cluster de storage VMware Metro"
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* "Backup e recuperacao do SAP HANA com o SnapCenter"
* "TR-4667: Automatizando as operagdes de clonagem e cdpia do sistema SAP HANA com o SnapCenter"

» Centros de Documentagéo da NetApp
"https://www.netapp.com/support-and-training/documentation/"

* Hardware de storage empresarial certificado para SAP HANA
"https://lwww.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/"

* Requisitos de storage do SAP HANA
"https://www.sap.com/documents/2024/03/146274d3-ae7e-0010-bca6-c68f7e60039b.html"

» Perguntas mais frequentes sobre a integragéo de data center personalizada do SAP HANA
"https://www.sap.com/documents/2016/05/e8705aae-717c-0010-82c7-eda7 1af511fa.html"

* SAP HANA no VMware vSphere Wiki
"https://help.sap.com/docs/SUPPORT_CONTENT/virtualization/3362185751.html"

* SAP HANA no Guia de praticas recomendadas do VMware vSphere

"https://www.vmware.com/docs/sap_hana_on_vmware_vsphere best practices guide-white-paper"

Historico de atualizagoes

As seguintes alteracdes técnicas foram feitas a esta solugéo desde a sua publicacao
original.

Data Atualizar resumo

Julho de 2025 Verséo inicial

SAP HANA em sistemas NetApp FAS com Guia de
configuracao NFS

SAP HANA em sistemas NetApp FAS com guia de configuragdao NFS

A familia de produtos NetApp FAS foi certificada para uso com SAP HANA em projetos
de integracao de data center (TDI) personalizados. Este guia fornece as melhores
praticas para SAP HANA nesta plataforma com NFS.

Marco Schoen, NetApp
Atualmente, esta certificagcao so6 é valida para os seguintes modelos:
* FAS2750, FAS2820, FAS8300, FAS50, FAS8700, FAS70, FAS9500, FAS90 Uma lista completa de

solugdes de storage certificadas pela NetApp para SAP HANA pode ser encontrada no "Diretorio de
hardware SAP HANA certificado e compativel”.
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Este documento descreve os requisitos de configuracdo do ONTAP para o protocolo NFS versédo 3 (NFSv3)
ou para o protocolo NFS versao 4 (NFSv4,1).

@ Somente as versdes de NFS 3 ou 4,1 sdo compativeis. As versdes de NFS 1, 2, 4,0 e 4,2 ndo
sao compativeis.

A configuragao descrita neste documento € necessaria para alcangar os KPls necessarios do
@ SAP HANA e a melhor performance para o SAP HANA. Alterar quaisquer configuragdes ou

usar recursos nao listados neste documento pode causar degradagdo de desempenho ou

comportamento inesperado e s6 deve ser realizado se aconselhado pelo suporte da NetApp.

Os guias de configuragéo de sistemas NetApp FAS que usam FCP e sistemas AFF que usam NFS ou FC
podem ser encontrados nos seguintes links:

* "SAP HANA em sistemas NetApp FAS com FCP"

+ "SAP HANA em sistemas NetApp AFF com NFS"

* "SAP HANA em sistemas NetApp AFF com FCP"

* "SAP HANA em sistemas NetApp ASA com FCP"

A tabela a seguir mostra as combinagdes compativeis com versdes de NFS, bloqueio de NFS e
implementagdes de isolamento necessarias, dependendo da configuragdo do banco de dados SAP HANA.

Para sistemas SAP HANA de host Unico ou varios hosts sem failover automatico do host, o NFSv3 e o NFSv4
sdo compativeis.

Para varios sistemas host SAP HANA com failover automatico de host, o NetApp so6 oferece suporte a
NFSv4HANA, enquanto usa o bloqueio NFSv4HANA como uma alternativa a implementacéo de STONITH
(provedor de HA/DR SAP HANA) especifica do servidor.

SAP HANA Versao de NFS Bloqueio de NFS FORNECEDOR DE
HA/DR DO SAP HANA

SAP HANA Unico host, NFSv3 Desligado n/a.
varios hosts sem failover _
automatico do host NFSv4 Ligado n/a.
Varios hosts do SAP NFSv3 Desligado Implementacdao STONITH
HANA com failover especifica do servidor
automatico do host obrigatdria

NFSv4 Ligado N&o é necessario

@ Uma implementagcao STONITH especifica do servidor ndo faz parte deste guia. Contacte o
fornecedor do servidor para tal implementagao.

Este documento aborda as recomendagdes de configuracdo para SAP HANA em execugdo em servidores
fisicos e em servidores virtuais que usam o VMware vSphere.

Sempre consulte as notas SAP relevantes para as diretrizes de configuragdo do sistema
@ operacional e dependéncias de kernel Linux especificas para HANA. Para obter mais
informacgdes, "SAP nota 2235581: Sistemas operacionais compativeis com SAP HANA"consulte
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Integragao personalizada do data center do SAP HANA

Os controladores de storage da NetApp FAS séo certificados no programa SAP HANA TDI usando os
protocolos NFS (nas) e FC (SAN). Eles podem ser implantados em qualquer um dos cenarios atuais do SAP
HANA, como o SAP Business Suite no HANA, S/4AHANA, BW/4HANA ou SAP Business Warehouse no HANA
em configuracdes de host Unico ou de varios hosts. Qualquer servidor certificado para uso com SAP HANA
pode ser combinado com as solugdes de storage certificadas da NetApp. Consulte a figura a seguir para obter
uma visao geral da arquitetura.

Business Suite, Business Warehouse, S/4HANA, BW/4HANA

SAP HANA Database

Multiple

host Certified servers

Storage Network

| ) g

1 External Storage

|__ Certified enterprise
storage systems

Para obter mais informagbes sobre os pré-requisitos e recomendagdes para sistemas SAP HANA de
produgédo, consulte o seguinte recurso SAP:

* "Perguntas mais frequentes sobre a integracéo de data center personalizada do SAP HANA"

SAP HANA usando o VMware vSphere

Existem varias opg¢des para conetar o armazenamento a maquinas virtuais (VMs). O preferido é conectar os
volumes de storage ao NFS diretamente do sistema operacional convidado. Usando essa opgéo, a
configuragéo de hosts e armazenamentos nao diferem entre hosts fisicos e VMs.

Armazenamentos de dados NFS ou armazenamentos de dados VVOL com NFS também s&o compativeis.
Para ambas as opgdes, apenas um volume de log ou dados do SAP HANA deve ser armazenado no
armazenamento de dados para casos de uso de produgao.

Este documento descreve a configuragao recomendada com montagens NFS diretas a partir do sistema
operacional convidado.

Para obter mais informagdes sobre como usar o vSphere com o SAP HANA, consulte os seguintes links:

» "SAP HANA no VMware vSphere - virtualizagdo - Community Wiki"
* "SAP HANA no Guia de praticas recomendadas do VMware vSphere"

« "2161991 - diretrizes de configuracdo do VMware vSphere - SAP ONE Support Launchpad (Login
necessario)"
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Arquitetura

Os hosts do SAP HANA sao conectados aos controladores de storage com uma
infraestrutura de rede redundante 10GbE ou mais rapida. A comunicacédo de dados entre
hosts SAP HANA e controladores de storage € baseada no protocolo NFS.

Uma infraestrutura de comutagao redundante é recomendada para fornecer conetividade de host para
armazenamento SAP HANA tolerante a falhas em caso de falha no switch ou na placa de interface de rede
(NIC). Os switches podem agregar desempenho de porta individual com canais de porta para aparecer como
uma unica entidade logica no nivel do host.

Diferentes modelos da familia de produtos do sistema FAS podem ser combinados e combinados na camada
de storage para permitir crescimento e diferentes necessidades de desempenho e capacidade. O nimero
maximo de hosts SAP HANA que pode ser anexado ao sistema de storage é definido pelos requisitos de
performance do SAP HANA e pelo modelo de controladora NetApp usado. O nimero de compartimentos de
disco necessarios so é determinado pelos requisitos de capacidade e performance dos sistemas SAP HANA.
A figura a seguir mostra um exemplo de configuracdo com oito hosts SAP HANA conectados a um par de HA
(storage high availability).

HANA HANA
host 7 host 8

HANA HANA
host 5 host 6

HANA HANA HANA HANA
host 1 host 2 host 3 host 4

A arquitetura pode ser dimensionada em duas dimensdes:

» Anexando hosts SAP HANA e/ou capacidade de storage adicionais ao storage existente, se os
controladores de storage fornecerem desempenho suficiente para atender aos principais indicadores de
desempenho (KPIs) SAP atuais

» Adicionando mais sistemas de storage com capacidade de storage adicional para hosts SAP HANA
adicionais
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A figura a seguir mostra um exemplo de configuragcado na qual mais hosts SAP HANA sao conectados aos
controladores de storage. Neste exemplo, mais compartimentos de disco sdo necessarios para atender aos
requisitos de capacidade e desempenho de 16 hosts SAP HANA. Dependendo do total dos requisitos de taxa
de transferéncia, devem ser adicionadas conexdes 10GbE (ou mais rapidas) adicionais aos controladores de
storage.

host 10 i host 11

—

—

Independente do sistema FAS implantado, o cenario SAP HANA também pode ser dimensionado adicionando
qualquer uma das controladoras de storage certificadas para atender a densidade de n6 desejada (figura a
seguir).

HANA || HANA || HAMA || HAMNA || HAMNA || HANA || HANA || HANA || HANA || HARA || HANA || HANA || HANA || HANA || HANA || HANA
node 1 || node 2 || node 3 || node 4 || node 5 || node 6 || nede 7 || node & || node 9 ||node 10)|node 11]|node 12}{node 13||node 14)|node 15)|node 16
~— /

146



Backup de SAP HANA

O software ONTAP presente em todas as controladoras de storage NetApp fornece um mecanismo
incorporado para fazer backup de bancos de dados SAP HANA em operagédo sem afetar a performance. Os
backups de Snapshot do NetApp baseados em storage sdo uma solugéo de backup totalmente compativel e
integrada, disponivel para volumes unicos SAP HANA e para sistemas de contéiner de banco de dados
multitenant (MDC) SAP HANA com um unico locatario ou varios locatarios.

Os backups Snapshot baseados em storage sao implementados com o plug-in NetApp SnapCenter para SAP
HANA. Isso permite que os usuarios criem backups Snapshot consistentes com base em storage usando as
interfaces fornecidas nativamente pelos bancos de dados SAP HANA. O SnapCenter Registra cada um dos
backups Snapshot no catalogo de backup do SAP HANA. Portanto, os backups feitos pelo SnapCenter sao
visiveis no SAP HANA Studio e no Cockpit, onde podem ser selecionados diretamente para operagoes de
restauragéo e recuperagao.

A tecnologia NetApp SnapMirror permite que copias Snapshot criadas em um sistema de storage sejam
replicadas para um sistema de storage de backup secundario controlado pelo SnapCenter. Diferentes politicas
de retencao de backup podem ser definidas para cada um dos conjuntos de backup no storage primario e
para os conjuntos de backup nos sistemas de storage secundario. O plug-in do SnapCenter para SAP HANA
gerencia automaticamente a retencao de backups de dados baseados em cépia Snapshot e de log, incluindo
o servico de limpeza do catalogo de backup. O plug-in do SnapCenter para SAP HANA também permite a
execugao de uma verificagao de integridade de bloco do banco de dados SAP HANA executando um backup
baseado em arquivo.

E possivel fazer backup dos logs do banco de dados diretamente no storage secundario usando uma
montagem NFS, como mostrado na figura a seguir.

B HANA

Database .
DperiBs "™ Retention and
= "’ ; " nhousekeeping
I | Backup registration
Snapshot Block integrity check -
operations (file-based backup)

e - Jll
I 1
' .
Snapshot backups : \ Retention and Data \ Retention and
data volume m LL[j kc /' housekeeping Backun k:__.i' housekeeping
Snapshot backups ™) Retention and
non-data volume mj] L housekeeping
5 ™ Retention and
Baﬂrgu .~ nhousekeeping

Os backups Snapshot baseados em storage oferecem vantagens significativas em comparagao aos backups
convencionais baseados em arquivos. Estas vantagens incluem, mas nao estdo limitadas a, o seguinte:

» Backup mais rapido (alguns minutos)

* Objetivo de tempo de recuperagao (rto) reduzido devido a um tempo de restauragao muito mais rapido na
camada de storage (poucos minutos), bem como backups mais frequentes
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* Sem degradacéo do desempenho do host, rede ou storage do banco de dados SAP HANA durante
operagdes de backup e recuperagao

» Replicagdo com uso eficiente de espaco e com uso eficiente de largura de banda para storage secundario
com base em alteragdes de bloco

Para obter informacdes detalhadas sobre a solugcao de backup e recuperacdo do SAP HANA usando o
SnapCenter, consulte "Backup e recuperacao do SAP HANA com o SnapCenter".

Recuperacao de desastres do SAP HANA

A recuperagao de desastres do SAP HANA pode ser realizada na camada de banco de dados usando a
replicagao do sistema SAP HANA ou na camada de storage usando tecnologias de replicagéo de storage. A
secao a seguir fornece uma visdo geral das solugdes de recuperacéo de desastres com base na replicagdo de
storage.

Para obter informagdes detalhadas sobre as solugbes de recuperacao de desastres do SAP HANA, "TR-4646:
Recuperagao de desastres do SAP HANA com replicagao de storage"consulte .

Replicagao de storage baseada no SnapMirror

A figura a seguir mostra uma solugéo de recuperagao de desastres em trés locais que usa a replicagao
sincrona SnapMirror para o data center de recuperacéo de desastres local e SnapMirror assincrono para
replicar dados para o data center remoto de recuperacéo de desastres.

A replicagao de dados com o SnapMirror sincrono oferece RPO de zero. A distancia entre o data center
principal e o data center de recuperacéo de desastres local é limitada a cerca de 100km km.

A protecgao contra falhas do local e do local de recuperacao de desastres é feita replicando os dados para um
terceiro data center remoto de recuperacao de desastres usando o SnapMirror assincrono. O RPO depende
da frequéncia das atualizagbes de replicagédo e da rapidez com que elas podem ser transferidas. Em teoria, a
distancia ¢ ilimitada, mas o limite depende da quantidade de dados que devem ser transferidos e da conexao
que esta disponivel entre os data centers. Os valores tipicos de RPO estao no intervalo de 30 minutos a
varias horas.

O rto para ambos os métodos de replicagdo depende principalmente do tempo necessario para iniciar o banco
de DADOS HANA no local de recuperagao de desastres e carregar os dados na memoaria. Partindo do
pressuposto de que os dados sao lidos com uma taxa de transferéncia de 1000Mbps Gbps, o carregamento
de 1TB TB de dados levaria aproximadamente 18 minutos.

Os servidores nos locais de recuperacao de desastres podem ser usados como sistemas de
desenvolvimento/teste durante a operagao normal. No caso de um desastre, os sistemas de
desenvolvimento/teste precisariam ser desligados e iniciados como servidores de produgao de recuperagao
de desastres.

Ambos os métodos de replicagao permitem que vocé execute testes de fluxo de trabalho de recuperagéo de

desastres sem influenciar o RPO e o rto. Os volumes do FlexClone sdo criados no storage e sdo anexados
aos servidores de teste de recuperacao de desastres.
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A replicagao sincrona oferece o modo StrictSync. Se a gravagéo no storage secundario nao for concluida por
qualquer motivo, a e/S da aplicagao falhara, garantindo assim que os sistemas de storage primario e
secundario sejam idénticos. A e/S da aplicagado para o primario é retomada somente apos a relagao
SnapMirror retornar ao status InSync. Se o storage primario falhar, a e/S da aplicagéo podera ser retomada no
storage secundario apos o failover, sem perda de dados. No modo StrictSync, o RPO é sempre zero.

Replicagédo de storage baseada no MetroCluster

A figura a seguir mostra uma viséo geral de alto nivel da solugdo. O cluster de storage em cada local fornece
alta disponibilidade local e é usado para o workload de produgado. Os dados de cada local sao replicados em
sincronia para o outro local e estao disponiveis se houver failover de desastres.

Site A Site B

SAP HANA SAP HANA

ST oAl
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Dimensionamento do storage

A secéo a seguir fornece uma visdo geral sobre os considera¢des de capacidade e
desempenho necessarios para dimensionar um sistema de storage para SAP HANA.

@ Entre em Contato com a NetApp ou com seu representante de vendas do parceiro da NetApp
para ajuda-lo a criar um ambiente de storage com o tamanho adequado.

Consideragoes de desempenho

A SAP definiu um conjunto estatico de KPIs de storage que sao validos para todos os ambientes SAP HANA
de produgao, independentemente do tamanho da memoaria dos hosts de banco de dados e das aplicagdes que
usam o banco de dados SAP HANA. Esses KPIs sdo validos para ambientes de host Gnico, host mdltiplo,
Business Suite no HANA, Business Warehouse no HANA, S/4AHANA e BW/4AHANAHANA. Portanto, a
abordagem de dimensionamento de performance atual depende apenas do niumero de hosts SAP HANA
ativos conectados ao sistema de storage.

@ Os KPlIs de performance de storage s&o obrigatérios apenas para sistemas SAP HANA de
producéo, mas vocé pode implementa-los em todos os sistemas HANA.

O SAP fornece uma ferramenta de teste de performance usada para validar a performance do sistema de
storage de hosts ativos do SAP HANA conectados ao storage.

A NetApp testou e pré-definiu o numero maximo de hosts SAP HANA que podem ser anexados a um modelo
de storage especifico, sem deixar de atender aos KPIs de storage necessarios da SAP para sistemas SAP
HANA baseados em producao.

Os controladores de storage da familia de produtos certificados FAS também podem ser
usados para SAP HANA com outros tipos de disco ou solugdes de back-end de disco. No

@ entanto, eles devem ser suportados pelo NetApp e cumprir os KPIs de desempenho do SAP
HANA TDI. Os exemplos incluem criptografia de storage NetApp (NSE) e tecnologia NetApp
FlexArray.

Este documento descreve o dimensionamento de disco para HDDs SAS e unidades de estado sélido (SSDs).

HDDs

E necessario um minimo de 10 discos de dados (SAS de 10k RPM) por né SAP HANA para atender aos KPls
de performance de storage da SAP.

Esse célculo é independente do controlador de storage e do compartimento de disco usados,

@ bem como dos requisitos de capacidade do banco de dados. A adigdo de mais shelfs de disco
nao aumenta a quantidade maxima de hosts SAP HANA que uma controladora de storage pode
suportar.

Unidades de estado sélido

Com SSDs, o numero de discos de dados € determinado pela taxa de transferéncia de conexdo SAS das
controladoras de storage para o compartimento SSD.

O numero maximo de hosts SAP HANA que podem ser executados em um unico compartimento de disco € o
numero minimo de SSDs necessarios por host SAP HANA foram determinados executando a ferramenta de
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teste de performance do SAP. Esse teste ndo considera os requisitos reais de capacidade de storage dos
hosts. Além disso, vocé também precisa calcular os requisitos de capacidade para determinar a configuragéo
de storage real necessaria.

» O compartimento de disco SAS de 12GB TB (DS224C TB) com SSDs de 24 TB da suporte a até 14 hosts
SAP HANA quando o compartimento de disco é conetado ao 12GB.

* O compartimento de disco SAS de 6Gb TB (DS2246 TB) com SSDs de 24 TB da suporte a até 4 hosts
SAP HANA.

Os SSDs e os hosts do SAP HANA devem ser igualmente distribuidos entre as duas controladoras de
storage.

A tabela a seguir resume o nimero com suporte de hosts SAP HANA por compartimento de disco.

6Gb gavetas SAS (DS2246 PB) 12GB gavetas SAS (DS224C PB)
totalmente carregadas com SSDs totalmente carregadas com SSDs
de 24 TB de 24 TB

Numero maximo de hosts SAP 4 14
HANA por compartimento de disco

Este calculo é independente do controlador de armazenamento utilizado. A adicdo de mais
shelfs de disco ndo aumenta a quantidade maxima de hosts SAP HANA que um controlador de
storage pode suportar.

Workloads mistos

O SAP HANA e outros workloads de aplicagbes executados no mesmo controlador de storage ou no mesmo
agregado de storage sdo compativeis. No entanto, € uma pratica recomendada da NetApp separar os
workloads do SAP HANA de todos os outros workloads de aplicagoes.

Vocé pode decidir implantar workloads SAP HANA e outros workloads de aplicagdes no mesmo controlador
de storage ou no mesmo agregado. Nesse caso, vocé precisa garantir que a performance adequada esteja
disponivel para SAP HANA no ambiente de workload misto. A NetApp também recomenda que vocé use
parametros de qualidade do servico (QoS) para regular o efeito que essas outras aplicagbes podem ter e para
garantir a taxa de transferéncia para aplicacdes SAP HANA.

A ferramenta de teste de performance do SAP deve ser usada para verificar se hosts SAP HANA adicionais
podem ser executados em uma controladora de storage existente que ja esteja em uso para outros workloads.
Os servidores de aplicagdes SAP podem ser colocados com seguranga no mesmo controlador de storage
e/ou agregado que os bancos de dados SAP HANA.

Consideragoes sobre capacidade

Uma descricao detalhada dos requisitos de capacidade para SAP HANA esta no "SAP Nota 1900823" white
paper anexo.

O dimensionamento da capacidade do cenario geral do SAP com varios sistemas SAP HANA
deve ser determinado com o uso de ferramentas de dimensionamento de storage do SAP

@ HANA da NetApp. Entre em Contato com a NetApp ou com seu representante de vendas do
parceiro da NetApp para validar o processo de dimensionamento do storage para um ambiente
de storage de tamanho adequado.

151


https://launchpad.support.sap.com/#/notes/1900823

Configuracao da ferramenta de teste de desempenho

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o comportamento de e/S e
otimizar o banco de dados para o sistema de arquivos e storage usado. Esses parametros também devem ser
definidos quando o desempenho do storage estiver sendo testado com a ferramenta de teste de desempenho
SAP.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os parametros
que devem ser definidos no arquivo de configuragdo da ferramenta de teste de desempenho SAP.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo

Para obter mais informagdes sobre a configuragdo da ferramenta de teste SAP, "SAP nota 1943937" consulte
HWCCT (SAP HANA 1,0) e "SAP nota 2493172" HCMT/HCOT (SAP HANA 2,0).

O exemplo a seguir mostra como as variaveis podem ser definidas para o plano de execugao HCMT/HCOT.

"Comment": "Log Volume: Controls whether read requests are

submitted asynchronously, default is 'on'",

"Name": "LogAsyncReadSubmit",
"Value": "on",
"Request": "false"
y
{
"Comment": "Data Volume: Controls whether read requests are

submitted asynchronously, default is 'on'",

"Name": "DataAsyncReadSubmit",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls whether write requests can be

submitted asynchronously",

"Name": "LogAsyncWriteSubmitActive",
"Value": "on",
"Request": "false"
by
{
"Comment": "Data Volume: Controls whether write requests can be

submitted asynchronously",
"Name": "DataAsyncWriteSubmitActive",
"Value": "on",
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"Request": "false"
by
{
"Comment": "Log Volume: Controls which blocks are written
asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "LogAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Data Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "DataAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Log Volume: Maximum number of parallel I/0 requests
per completion queue",
"Name": "LogExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"
by
{
"Comment": "Data Volume: Maximum number of parallel I/0 requests
per completion queue",
"Name": "DataExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"

by

Essas variaveis devem ser usadas para a configuragao do teste. Este € geralmente o caso com os planos de
execucgao predefinidos que o SAP entrega com a ferramenta HCMT/HCOT. O exemplo a seguir para um teste

de gravacao de log 4K é de um plano de execugao.
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"ID": "D664D001-933D-41DE-A904F304AEB67906",
"Note": "File System Write Test",
"ExecutionVariants": [
{
"ScaleOut": {
"Port": "${RemotePort}",
"Hosts": "S${Hosts}",
"ConcurrentExecution": "S$S{FSConcurrentExecution}"
bo
"RepeatCount": "${TestRepeatCount}",
"Description": "4K Block, Log Volume 5GB, Overwrite",
"Hint": "Log",
"InputVector": {
"BlockSize": 4090,

"DirectoryName": "${LogVolume}",
"FileOverwrite": true,
"FileSize": 5368709120,
"RandomAccess": false,

"RandomData": true,

"AsyncReadSubmit": "${LogAsyncReadSubmit}",

"AsyncWriteSubmitActive":
"${LogAsyncWriteSubmitActive}",

"AsyncWriteSubmitBlocks":
"$S{LogAsyncWriteSubmitBlocks}",

"ExtMaxParallelTIoRequests":
"S{LogExtMaxParallelIoRequests}",

"ExtMaxSubmitBatchSize": "S${LogExtMaxSubmitBatchSize}",

"ExtMinSubmitBatchSize": "${LogExtMinSubmitBatchSize}",

"ExtNumCompletionQueues":
"$S{LogExtNumCompletionQueues}",

"ExtNumSubmitQueues": "${LogExtNumSubmitQueues}",

"ExtSizeKernelIoQueue": "$S{ExtSizeKernelIoQueue}"

by

Visao geral do processo de dimensionamento de armazenamento

O numero de discos por host HANA e a densidade de host do SAP HANA para cada modelo de storage foram
determinados com a ferramenta de teste de performance do SAP.

O processo de dimensionamento exige detalhes como o numero de hosts SAP HANA de produgao e nao
producédo, o tamanho da RAM de cada host e a retencao de backup das copias Snapshot baseadas em
storage. O numero de hosts do SAP HANA determina o controlador de storage e o numero de discos
necessarios.
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O tamanho da RAM, o tamanho liquido dos dados no disco de cada host SAP HANA e o periodo de retencao
do backup de copia Snapshot sdo usados como entradas durante o dimensionamento da capacidade.

A figura a seguir resume o processo de dimensionamento.
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Configuragao e configuragao da infraestrutura

Configuracéao de rede

Use as seguintes diretrizes ao configurar a rede:

Uma rede de storage dedicada deve ser usada para conectar os hosts SAP HANA as controladoras de
storage com uma rede 10GbE ou mais rapida.

Use a mesma velocidade de conexao para controladores de storage e hosts SAP HANA. Se isso néo for
possivel, certifique-se de que os componentes de rede entre as controladoras de storage e os hosts SAP
HANA sejam capazes de lidar com diferentes velocidades. Por exemplo, vocé precisa fornecer espago
suficiente para permitir negociagao de velocidade no nivel NFS entre storage e hosts. Os componentes de
rede geralmente sdo switches, mas outros componentes dentro do chassi blade, como o plano traseiro,
também devem ser considerados.

Desative o controle de fluxo em todas as portas fisicas usadas para o trafego de armazenamento no
switch de rede de armazenamento e na camada de host.

Cada host SAP HANA precisa ter uma conexao de rede redundante com um minimo de 10Gb Gbps de
largura de banda.

Os quadros jumbo com um tamanho maximo de unidade de transmissdo (MTU) de 9.000 MB devem ser
ativados em todos os componentes de rede entre os hosts SAP HANA e os controladores de storage.

Em uma configuracao VMware, adaptadores de rede VMXNET3 dedicados devem ser atribuidos a cada
maquina virtual em execuc¢ao. Consulte os artigos relevantes mencionados no "Introducao" para obter
mais requisitos.

Para evitar interferéncia entre si, use caminhos de rede/e/S separados para o log e a area de dados.

A figura a seguir mostra um exemplo com quatro hosts SAP HANA conectados a um par de HA com
controladora de storage usando uma rede 10GbEG. Cada host SAP HANA tem uma conexao ativo-passivo
com a malha redundante.

Na camada de storage, quatro conexdes ativas sao configuradas para fornecer taxa de transferéncia de 10Gb
Gbps para cada host SAP HANA. Além disso, uma interface sobressalente € configurada em cada controlador
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de storage.

Na camada de storage, um dominio de broadcast com um tamanho de MTU de 9000 é configurado e todas as
interfaces fisicas necessarias sao adicionadas a esse dominio de broadcast. Essa abordagem atribui
automaticamente essas interfaces fisicas ao mesmo grupo de failover. Todas as interfaces logicas (LIFs)
atribuidas a essas interfaces fisicas sdo adicionadas a esse grupo de failover.

host 1 host 2 host3 host4

At least one redundant
10GbE connection
per HANA host.

Failover group with n+1
active/failover interfaces
per storage controller
(n=# of HANA hosts
connected to storage
controller)

LA A

['aaa'g\ Datas

-:::_':: :'-'-'_‘::-: ——-': distributed to different
1 ’ Log‘] H Logz storage controllers

= Data and log volume
‘ of each HANA host

|Datat | 1

Em geral, também & possivel usar grupos de interface HA nos servidores (bonds) e nos sistemas de
armazenamento (por exemplo, Link Aggregation Control Protocol [LACP] e ifgroups). Com os grupos de
interface de HA, verifique se a carga esta distribuida igualmente entre todas as interfaces dentro do grupo. A
distribuigdo de carga depende da funcionalidade da infra-estrutura do switch de rede.

@ Dependendo do numero de hosts SAP HANA e da velocidade de conexao usada, é necessario
um numero diferente de portas fisicas ativas.

Configuracao de rede especifica da VMware

Como todos os dados para instancias do SAP HANA, incluindo dados essenciais a performance e volumes de
log para o banco de dados, sao fornecidos por meio do NFS nesta solugdo, o design e a configuragao
adequados da rede sao essenciais. Uma rede de storage dedicada € usada para separar o trafego NFS da
comunicagao e o trafego de acesso do usuario entre os nds do SAP HANA. Cada né SAP HANA requer uma
conexao de rede dedicada redundante com um minimo de 10Gb Gbps de largura de banda. Maior largura de
banda também € suportada. Essa rede deve se estender de ponta a ponta da camada de storage por meio da
comutagao de rede e da computagao até o sistema operacional convidado hospedado no VMware vSphere.
Além da infraestrutura de comutacao fisica, um VMware Distributed Switch (vDS) é usado para fornecer
desempenho e capacidade de gerenciamento adequados do trafego de rede na camada do hipervisor.
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A figura a seguir fornece uma viséo geral da rede.

Other Applications SAP App Server SAP HANA

Common port group for
= other workloads

- Dedicated port group for
SAP HAMNA databazes

Cada n6 do SAP HANA usa um grupo de portas dedicado no switch distribuido VMware. Esse grupo de portas
permite uma qualidade de servigo (QoS) aprimorada e atribuigdo dedicada de placas de interface de rede
fisica (NICs) nos hosts ESX. Para usar placas de rede fisicas dedicadas, preservando os recursos de HA se
houver uma falha de NIC, a NIC fisica dedicada é configurada como um uplink ativo. As placas de rede
adicionais sao configuradas como uplinks de reserva nas configuragdes de agrupamento e failover do grupo
de portas SAP HANA. Além disso, os quadros jumbo (MTU 9.000) devem ser ativados de ponta a ponta em
switches fisicos e virtuais. Além disso, desative o controle de fluxo em todas as portas ethernet usadas para
trafego de armazenamento em servidores, switches e sistemas de armazenamento. A figura a seguir mostra
um exemplo de tal configuragao.

LRO (descarga de recegéo grande) deve ser desligado para interfaces usadas para trafego
NFS. Para obter todas as outras diretrizes de configuragao de rede, consulte os respetivos
guias de praticas recomendadas da VMware para SAP HANA.
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% t003-HANA-HV1 - Edit Settings

D Load balancing: | Route based on originating virtual port | - |
R Metwork failure detection: | Link status only | b |
Security Motify switches: | Yes | - |
Traffic shaping Failback: | Yes | v |
VLAN ) }
Failover order
Monitoring
Traffic filtering and marking Active uplinks
Miscellaneous dvlplink2

Standby uplinks

dvlplink1

Unused uplinks

Sincronizagao de tempo

E necessario sincronizar o tempo entre as controladoras de storage e os hosts de banco
de dados do SAP HANA. Para fazer isso, defina o mesmo servidor de tempo para todas
as controladoras de storage e todos os hosts do SAP HANA.

Configuracdo do controlador de storage

Esta seg¢ao descreve a configuragao do sistema de storage NetApp. Vocé deve concluir a
instalagao e configuragéo primaria de acordo com os guias de configuragéo e
configuragao do ONTAP correspondentes.

Eficiéncia de storage

A deduplicacao in-line, a deduplicacao in-line entre volumes, a compressao e a compactacéao in-line séo
compativeis com SAP HANA em uma configuragéo SSD.

A habilitacdo de recursos de eficiéncia de storage em uma configuragdo baseada em HDD n&o € suportada.

Volumes NetApp FlexGroup

A utilizagao de volumes do NetApp FlexGroup nao é compativel com SAP HANA. Devido a arquitetura do SAP
HANA, o uso de volumes FlexGroup nao fornece nenhum beneficio e pode resultar em problemas de
performance.

Criptografia de volume e agregado do NetApp

O uso do NetApp volume Encryption (NVE) e do NetApp Aggregate Encryption (NAE) € compativel com SAP
HANA.
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Qualidade do servigo

A QoS pode ser usada para limitar a taxa de transferéncia de storage para sistemas SAP HANA especificos

ou outras aplicagdes em uma controladora de uso compartilhado. Um caso de uso seria limitar o rendimento
dos sistemas de desenvolvimento e teste para que eles ndo possam influenciar os sistemas de produgao em
uma configuragao mista.

Durante o processo de dimensionamento, vocé deve determinar os requisitos de desempenho de um sistema
que néo seja de producgdo. Os sistemas de desenvolvimento e teste podem ser dimensionados com valores
de desempenho mais baixos, normalmente na faixa de 20% a 50% de um KPI do sistema de produgéo
conforme definido pelo SAP.

A partir do ONTAP 9, a QoS é configurada no nivel de volume de storage e usa valores maximos para taxa de
transferéncia (Mbps) e quantidade de e/S (IOPS).

A e/S de gravagao grande tem o maior efeito de desempenho no sistema de storage. Portanto, o limite de taxa
de transferéncia de QoS deve ser definido para uma porcentagem dos valores de KPI de performance de
storage SAP HANA de gravagéao correspondentes nos volumes de dados e log.

NetApp FabricPool

A tecnologia NetApp FabricPool ndo deve ser usada em sistemas de arquivos primarios ativos em sistemas
SAP HANA. Isso inclui os sistemas de arquivos para a area de dados e log, bem como 0 /hana/shared
sistema de arquivos. Isso resulta em performance imprevisivel, especialmente durante a inicializagdo de um
sistema SAP HANA.

O uso da politica de disposicdo em camadas "somente snapshot" é possivel, bem como o uso do FabricPool
em geral em um destino de backup, como um destino de SnapVault ou SnapMirror.

O uso do FabricPool para disposicdo em camadas de copias Snapshot no storage primario ou o
uso do FabricPool em um destino de backup altera o tempo necessario para a restauragao e

@ recuperacao de um banco de dados ou outras tarefas, como a criagao de clones do sistema ou
sistemas de reparo. Leve isso em consideracao para Planejar sua estratégia geral de
gerenciamento de ciclo de vida e verifique se seus SLAs ainda estao sendo atendidos durante o
uso dessa fungao.

O FabricPool é uma boa opgéo para mover backups de log para outra camada de storage. A migragao de
backups afeta o tempo necessario para recuperar um banco de dados SAP HANA. Portanto, a opgéo
"disposigdo em camadas no minimo de dias de resfriamento" deve ser definida para um valor que coloque
backups de log, que sao rotineiramente necessarios para recuperagao, na camada de storage rapido local.

Configuracao de armazenamento

A visdo geral a seguir resume as etapas de configuragdo de armazenamento necessarias. Cada passo é
abordado em detalhes nas sec¢bes subsequentes. Nesta secdo, assumimos que o hardware de
armazenamento esta configurado e que o software ONTAP ja esta instalado. Além disso, as conexdes entre
as portas de armazenamento (10GbE ou mais rapido) e a rede ja devem estar em vigor.

1. Verifique a configuragéo correta da pilha SAS, conforme descrito em "Conexao do compartimento de
disco."
2. Crie e configure os agregados necessarios conforme descrito em "Configuracao de agregado.”

3. Crie uma magquina virtual de storage (SVM) conforme descrito em "Configuragéo da maquina virtual de
armazenamento."
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4. Crie LIFs conforme descrito em "Configuracao de interface légica."

5. Crie volumes dentro dos agregados, conforme descrito "Configuracao de volume para sistemas SAP
HANA de host unico"em e. "Configuragcédo de volume para sistemas SAP HANA de varios hosts."

6. Defina as opgoes de volume necessarias, conforme descrito em "Opg¢oes de volume."

7. Defina as opgdes necessarias para NFSv3, conforme descrito em "Configuragdo NFS para NFSv3" ou
para NFSv4, conforme descrito em "Configuracao NFS para NFSv4."

8. Monte os volumes no namespace e defina as politicas de exportagdo como descrito em "Montar volumes
no namespace e definir politicas de exportagéo."

Conexao do compartimento de disco

Com HDDs, € possivel conectar um maximo de duas gavetas de disco DS2246 ou quatro gavetas de disco
DS224C a uma stack SAS para fornecer o desempenho necessario para os hosts SAP HANA, como mostra a
figura a seguir. Os discos em cada gaveta devem ser distribuidos igualmente para as duas controladoras do
par de HA.

HA pair HA pair
2 x 6Gb/s 2 x 6Gb/s 2 x12Gb/s 2 x12Gb/s
DS2246 /w HDDs DS224C /w HDDs

Total: 24Gb/s per SAS stack

Total: 48Gb/s per SAS stack

Com os SSDs, € possivel conectar um maximo de um compartimento de disco a uma stack de SAS para
fornecer a performance necessaria para os hosts SAP HANA, como mostrado na figura a seguir. Os discos
em cada gaveta devem ser distribuidos igualmente para as duas controladoras do par de HA. Com o
compartimento de disco DS224C, o cabeamento SAS de quatro caminhos também pode ser usado, mas néo
€ necessario.

Storage controller HA pair Storage controller HA pair
2 x 6Gb/s 2 x 6Gb/s 2x12Gb/s 2 x 12Gb/s
DS2246 DS224C
Total: 24Gb/s per SAS stack Total: 48Gb/s per SAS stack
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Compartimentos de disco NVMe (100GbE)

Cada compartimento de disco NVMe de NS224 GB ¢é conetado a duas portas de 100GbE GbE por
controladora, conforme mostrado na figura a seguir. Os discos em cada gaveta devem ser distribuidos
igualmente para as duas controladoras do par de HA.

Storage controller HA pair

2x 100GbE 2x 100GbE
NS224

- (L

Em geral, é necessario configurar dois agregados por controladora, independentemente do compartimento de
disco ou da tecnologia de unidade (SSD ou HDD) usada. Para sistemas da série FAS2000, um agregado de
dados é suficiente.

Configuragao de agregado

Agregue a configuragdo com HDDs

A figura a seguir mostra uma configuragao para oito hosts SAP HANA. Quatro hosts SAP HANA sao
conectados a cada controlador de storage. Dois agregados separados, um em cada controlador de storage,
sdo configurados. Cada agregado é configurado com 4 x 10, ou seja, 40 discos de dados (HDDs).
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HANA
hosts

Controller A Controller B

Storage

HA-pair

HANA Aggregate with 44 disks HANA Agaregate with 44 Disks
- 40 x Data Disks - 40 x Data Disks
- 4 x Parity Disks - 4 x Parity Disks

Root Aggregate with 3 Disks Root Aggregate with 3 Disks

1 Spare Disk 1 Spare Disk

Configuragcao agregada com sistemas apenas SDD

Em geral, é necessario configurar dois agregados por controladora, independentemente do compartimento de
disco ou da tecnologia de disco (SSDs ou HDDs) usado. Para sistemas da série FAS2000, um agregado de
dados é suficiente.

A figura a seguir mostra uma configuragao de 12 hosts SAP HANA executados em um compartimento SAS de
12GB TB configurado com ADPv2. Seis hosts SAP HANA s&o conectados a cada controlador de storage.
Quatro agregados separados, dois em cada controlador de storage, sdo configurados. Cada agregado &
configurado com 11 discos com nove particbes de dados e duas partigdes de disco de paridade. Para cada
controlador, duas partigcbes de reposi¢ao estao disponiveis.

162



Controller A Controller B

Storage

HA-pair
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Configuragao da maquina virtual de armazenamento

Varios cenarios de SAP com bancos de dados SAP HANA podem usar um unico SVM. Se necessario, um
SVM também pode ser atribuido a cada cenario SAP, caso seja gerenciado por equipes diferentes dentro de
uma empresa.

Se um perfil de QoS for criado e atribuido automaticamente durante a criagdo da nova SVM, remova o perfil

criado automaticamente do SVM para fornecer a performance necessaria para o SAP HANA:

vserver modify -vserver <svm-name> -gos-policy-group none

Configuracao de interface légica

Para sistemas de produgédo SAP HANA, vocé precisa usar LIFs diferentes para a montagem do volume de
dados e do volume de log do host SAP HANA. Portanto, pelo menos dois LIFs sdo necessarios.

As montagens de volume de dados e log de diferentes hosts SAP HANA podem compartilhar uma porta de
rede de storage fisico usando as mesmas LIFs ou usando LIFs individuais para cada montagem.

O numero maximo de montagens de dados e volume de log por interface fisica € mostrado na tabela a seguir.
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Velocidade da 10GbE 25GbE 40GbE 100GeE
porta Ethernet

Numero maximo de 3 8 12 30
montagens de

volumes de dados

ou log por porta

fisica
O compartilhamento de um LIF entre diferentes hosts do SAP HANA pode exigir uma
@ remontagem de dados ou volumes de log para um LIF diferente. Essa alteragao evita
penalidades de desempenho se um volume for movido para um controlador de armazenamento
diferente.

Os sistemas de desenvolvimento e teste podem usar mais dados e montagens de volume ou LIFs em uma
interface de rede fisica.

Para sistemas de producédo, desenvolvimento e teste, 0 /hana/shared sistema de arquivos pode usar o
mesmo LIF que o volume de dados ou log.

Configuragao de volume para sistemas SAP HANA de host unico

A figura a seguir mostra a configuracao de volume de quatro sistemas SAP HANA de um unico host. Os
volumes de dados e log de cada sistema SAP HANA s&o distribuidos a diferentes controladores de storage.
Por exemplo, o volume SID1 data mnt00001 € configurado no controlador A e o volume

SID1 log mnt00001 € configurado no controlador B.

@ Se apenas um controlador de storage de um par de HA for usado nos sistemas SAP HANA, os
volumes de dados e log também poderao ser armazenados no mesmo controlador de storage.

Se os volumes de dados e de log forem armazenados no mesmo controlador, o acesso do
@ servidor ao armazenamento deve ser realizado com duas LIFs diferentes: Uma LIF para
acessar o volume de dados e outra para acessar o volume de log.
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SID1 SID2 SID3 SID4

Controller A Controller B
Storage
Controller
HA-pair

SID1_data_mntoooo! M SID2_log_mnt00001 SID2_data_mnt00001 SID1_log_mnto0001

S|E_J4].Dg_ﬂ'lﬁli}[}_ﬂﬂ :'EiID_E_d afa_mnE] []_[][}1 E_SIIE)E‘J Ug_nﬁﬂ D_D_D 1 Slb';_aéta_nﬁt}l{}[}m

_HEIIE_Sh;e& 561_5'hared_ E STD4_5.hare-c_1 _ _ES_IE}E_:sharec_i_

Para cada host de banco de dados do SAP HANA, um volume de dados, um volume de log e um volume para
/hana/shared sao configurados. A tabela a seguir mostra um exemplo de configuragéo para sistemas SAP
HANA de um unico host.

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador b

Dados, log e Volume de dados: Volume - Volume de log:

volumes SID1_data_mnt0000 compartilhado: SID1_log_mnt00001

compartilhados para 1 SID1_shared

o sistema SID1

Dados, log e - Volume de log: Volume de dados: Volume

volumes SID2_log_mnt00001 SID2_data_mnt0000 compartilhado:

compartilhados para 1 SID2_shared

o sistema SID2

Dados, log e Volume Volume de dados: Volume de log: -

volumes compartilhado: SID3_data_mnt0000 SID3_log_mnt00001

compartilhados para SID3_shared 1

o sistema SID3
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Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no

controlador A controlador A controlador B controlador b
Dados, log e Volume de log: - Volume Volume de dados:
volumes SID4_log_mnt00001 compartilhado: SID4_data_mnt0000
compartilhados para SID4_shared 1

o sistema SID4

A tabela a seguir mostra um exemplo da configuragéo do ponto de montagem para um sistema de host Unico.
Para colocar o diretério inicial sidadm do usuario no armazenamento central, 0 /usr/sap/SID sistema de
arquivos deve ser montado a partir do SID shared volume.

Caminho de juncéo Diretério Ponto de montagem no host
HANA

SID_data_mnt00001 - /Hana/data/SID/mnt00001

SID_log_mnt00001 - /Hana/log/SID/mnt00001

SID_shared usr-sap compartilhou /Usr/sap/SID /hana/shared

Configuragao de volume para sistemas SAP HANA de varios hosts

A figura a seguir mostra a configuragao de volume de um sistema SAP HANA de mais de 4HANA. 1THANA. Os
volumes de dados e log de cada host do SAP HANA sao distribuidos a diferentes controladores de storage.
Por exemplo, o volume SID1 datal mnt00001 é configurado no controlador A e o volume

SID1 logl mnt00001 € configurado no controlador B.

@ Se apenas um controlador de storage de um par de HA for usado no sistema SAP HANA, os
volumes de dados e log também poderédo ser armazenados no mesmo controlador de storage.

Se os volumes de dados e de log forem armazenados no mesmo controlador, o acesso do
@ servidor ao armazenamento deve ser realizado com duas LIFs diferentes: Uma para acessar o
volume de dados e outra para acessar o volume de log.
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Worker Worker Worker Worker Standby

host1 host2 host3 host4 hostb
HANA
hosts
Controller A MCcntrcllerB
Storage
HA-pair ‘
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* SID_shared

SID_data_mnt00001

SID_data_mnt00003
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Para cada host do SAP HANA, um volume de dados e um volume de log séo criados. ‘/hana/shared O volume
€ usado por todos os hosts do sistema SAP HANA. A tabela a seguir mostra um exemplo de configuragao
para um sistema SAP HANA de varios hosts com quatro hosts ativos.

Finalidade

Volumes de dados e
log paraond 1

Volumes de dados e
log paraonod 2

Volumes de dados e
log paraond 3

Volumes de dados e
log paraond 4

Volume
compartilhado para
todos os hosts

Agregar 1 no
controlador A

Agregar 2 no
controlador A

Volume de dados:
SID_data_mnt00001

Volume de log:
SID_log_mnt00002

Volume de dados:
SID_data_mnt00003

Volume de log:
SID_log_mnt00004

Volume
compartilhado:
SID_shared

Agregado 1 no
controlador B

Volume de log:
SID_log_mnt00001

Volume de dados:
SID_data_mnt00002

Agregado 2 no
controlador B

Volume de log:
SID_log_mnt00003

Volume de dados:
SID_data_mnt00004

A tabela a seguir mostra a configuragao e os pontos de montagem de um sistema de varios hosts com quatro
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hosts SAP HANA ativos. Para colocar os diretérios iniciais sidadm do usuario de cada host no
armazenamento central, os /usr/sap/SID sistemas de arquivos sdo montados a partir do SID shared
volume.

Caminho de jungéo Diretério Ponto de montagem no Nota
host SAP HANA

/Hana/data/SID/mnt00001 Montado em todos os
hosts

SID_data_mnt00001 -

SID_log_mnt00001 - /Hana/log/SID/mnt00001  Montado em todos os

hosts
SID_data_mnt00002 - /Hana/data/SID/mnt00002 Montado em todos os
hosts
SID_log_mnt00002 - /Hana/log/SID/mnt00002 Montado em todos os
hosts

/Hana/data/SID/mnt00003 Montado em todos os
hosts

SID_data_mnt00003 -

SID_log_mnt00003 - /Hana/log/SID/mnt00003  Montado em todos os

hosts

SID_data_mnt00004 - /Hana/data/SID/mnt00004 Montado em todos os

hosts
SID_log_mnt00004 - /Hana/log/SID/mnt00004  Montado em todos os
hosts
SID_shared compartilhado /hana/shared/ Montado em todos os
hosts
SID_shared usr-sap-host1 /Usr/sap/SID Montado no host 1
SID_shared usr-sap-host2 /Usr/sap/SID Montado no host 2
SID_shared usr-sap-host3 /Usr/sap/SID Montado no host 3
SID_shared usr-sap-host4 /Usr/sap/SID Montado no host 4
SID_shared usr-sap-host5 /Usr/sap/SID Montado no host 5

Opcoes de volume

Vocé deve verificar e definir as opgdes de volume listadas na tabela a seguir em todos os SVMs. Para alguns
dos comandos, tem de mudar para o modo de privilégio avangado no ONTAP.
Acao Comando

vol modificar -vserver <vserver-name> -volume
<volname> -snapdir-access false

Desativar a visibilidade do diretério Snapshot

modificar vol —vserver <vserver-name> -volume
<volname> -snapshot-policy none

Desativar copias Snapshot automaticas

Desative a atualizagdo do tempo de acesso, exceto o defina advanced vol modify -vserver <vserver-name>
volume SID_shared -volume <volname> -atime-update false set admin
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Configuragcdo NFS para NFSv3

As opgdes NFS listadas na tabela a seguir devem ser verificadas e definidas em todos os controladores de

storage.

Para alguns dos comandos apresentados, tem de mudar para o modo de privilégio avangado no ONTAP.

Acgao
Ativar NFSv3

Defina o tamanho maximo de transferéncia TCP NFS
como 1MB

®

Configuragao NFS para NFSv4

transferéncia NFS TCP para 262144

Comando
nfs modificar -vserver <vserver-name> v3,0 ativado

defina o <vserver_name> -vserver -tcp-max-xfer-size
1048576 set admin

Em ambientes compartilhados com workloads diferentes, defina o tamanho maximo de

As opgdes NFS listadas na tabela a seguir devem ser verificadas e definidas em todos os SVMs.

Para alguns dos comandos, tem de mudar para o modo de privilégio avangado no ONTAP.

Acgao
Ativar NFSv4

Defina o tamanho maximo de transferéncia TCP NFS
como 1MB

Desativar listas de controle de acesso (ACLs) NFSv4
Defina o ID de dominio NFSv4

Desative a delegacao de leitura NFSv4

Desative a delegacao de gravagao NFSv4

Desative NFSv4 ids numéricas

Altere a quantidade de slots de sessao NFSv4.x
opcional

®
®

transferéncia NFS TCP para 262144

Comando
nfs modificar -vserver <vserver-name> -v4,1 ativado

defina o <vserver_name> -vserver -tcp-max-xfer-size
1048576 set admin

nfs modificar -vserver <vserver_name> -v4,1-acl
desativado

nfs modificar -vserver <vserver_name> -v4-id-domain
<domain-name>

nfs modificar -vserver <vserver_name> -v4,1-read
-delegation desabilitado

nfs modificar -vserver <vserver_name> -v4,1-write
-delegation desabilitado

nfs modificar -vserver <vserver_name> -v4-numeric
-ids desabilitados

definir o nfs avancado modificar -vserver hana -v4.x
-session-num-slots <value> set admin

Em ambientes compartilhados com workloads diferentes, defina o tamanho maximo de

Tenha em atencdo que a desativacado de ids de numeragao requer a gestao do utilizador,
conforme descrito em "Preparacoes da instalacao do SAP HANA para NFSv4."
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O ID de dominio NFSv4 deve ser definido com o mesmo valor em todos os servidores Linux
@ (/letc/idmapd.conf ) e SVMs, conforme descrito em "Preparacoes da instalacao do SAP
HANA para NFSv4."

@ O pNFS pode ser ativado e usado.

Se os sistemas de varios hosts SAP HANA com failover automatico do host estiverem sendo usados, os
parametros de failover precisarédo ser ajustados nameserver.ini conforme mostrado na tabela a seguir.
Mantenha o intervalo de repeticao predefinido de 10 segundos nestas secgoes.

Secado dentro de nameserver.ini  Parametro Valor
failover normal_tentativas 9
distributed_watchdog desativagao_tentativas 11
distributed_watchdog takeover_tenta novamente 9

Montar volumes no namespace e definir politicas de exportagao

Quando um volume é criado, o volume deve ser montado no namespace. Neste documento, assumimos que o
nome do caminho de jungédo € o mesmo que o nome do volume. Por padréo, o volume é exportado com a
politica padréo. A politica de exportacédo pode ser adaptada, se necessario.

Configuracao do host

Todas as etapas descritas nesta sec¢ao sao validas para ambientes SAP HANA em
servidores fisicos e para SAP HANA em execugao no VMware vSphere.
Parametro de configuragao para o SUSE Linux Enterprise Server

Parametros adicionais de kernel e configuragao em cada host SAP HANA devem ser ajustados para a carga
de trabalho gerada pelo SAP HANA.

SUSE Linux Enterprise Server 12 e 15

A partir do SUSE Linux Enterprise Server (SLES) 12 SP1, o parametro kernel deve ser definido em um arquivo
de configuragdo no /etc/sysctl.d diretdrio. Por exemplo, um arquivo de configuragdo com o nome 91 -
NetApp-HANA.conf deve ser criado.
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net.core.rmem max = 16777216
net.core.wmem max = 16777216
net.ipvé4d.tcp rmem = 4096 131072 16777216
net.ipvéd.tcp wmem = 4096 16384 16777216
net.core.netdev _max backlog = 300000
net.ipvéd.tcp slow start after idle = 0
net.ipv4.tcp no metrics save =1
net.ipvé4.tcp moderate rcvbuf =1
net.ipvé4.tcp window scaling
net.ipvé4.tcp timestamps = 1
net.ipvéd.tcp sack =1
sunrpc.tcp max slot table entries = 128

(D O Saptune, que esta incluido no SLES para versdes do SAP os, pode ser usado para definir
esses valores. Consulte "SAP Nota 3024346" (requer login SAP).

Parametro de configuragao para Red Hat Enterprise Linux 7,2 ou posterior

E necessario ajustar o kernel e os parametros de configuracéo adicionais em cada host SAP HANA para a
carga de trabalho gerada pelo SAP HANA.

A partir do Red Hat Enterprise Linux 7,2, vocé deve definir os parametros do kernel em um arquivo de
configuragdo no /etc/sysctl.d diretdrio. Por exemplo, um arquivo de configuragdo com o nome 91 -
NetApp-HANA. conf deve ser criado.

net.core.rmem max = 16777216

net.
net.

core.

ipvé.

wmem max
tcp rmem

16777216
4096 131072 16777216

4096 16384 16777216
net.core.netdev_max backlog = 300000

net.ipvé.tcp wmem

net.ipvé.tcp slow start after idle = 0

net.ipvé4.tcp no metrics save =1
net.ipvé4.tcp moderate rcvbuf = 1
net.ipvé4.tcp window scaling = 1

net.ipvé4.tcp timestamps = 1
net.ipvéd.tcp sack =1
sunrpc.tcp max slot table entries = 128

Desde o RedHat Enterprise Linux verséo 8,6, essas configuragbes também podem ser
aplicadas usando fungdes do sistema RHEL para SAP (Ansible). Consulte "SAP Nota 3024346"
(requer login SAP).

Crie subdiretorios em /hana/volume compartilhado

(D Os exemplos mostram um banco de dados SAP HANA com SID NF2.
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Para criar os subdiretérios necessarios, execute uma das seguintes agoes:

* Para um sistema de host Unico, monte o0 /hana/shared volume e crie 0os shared subdiretérios e usr-

sap.

sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:

/mnt # mount <storage-hostname>:/NF2 shared /mnt/tmp
/mnt # cd /mnt/tmp

/mnt/tmp # mkdir shared

/mnt/tmp # mkdir usr-sap

mnt/tmp #

cd

/mnt # umount /mnt/tmp

* Para um sistema de varios hosts, monte o /hana/shared volume e crie 0os shared subdiretérios e usr-

sap para cada host.

Os comandos de exemplo mostram um sistema HANA de varios hosts de 2 a 1.

sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:

Crie pontos de montagem

/mnt # mount <storage-hostname>:/NF2 shared /mnt/tmp
/mnt # cd /mnt/tmp
/mnt/tmp # mkdir shared

/mnt/tmp #
/mnt/tmp #
/mnt/tmp #
/mnt/tmp #

mk
mk
mk
cd

dir usr-sap-hostl
dir usr-sap-host2
dir usr-sap-host3

/mnt # umount /mnt/tmp

@ Os exemplos mostram um banco de dados SAP HANA com SID NF2.

Para criar os diretérios de ponto de montagem necessarios, execute uma das seguintes agoes:

« Para um sistema de host unico, crie pontos de montagem e defina as permissdes no host do banco de

dados.

sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
sapcc-hana-tst-06:
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mkdir
mkdir
mkdir
mkdir
chmod
chmod
chmod
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chmod

/hana/data/NF2/mnt00001
/hana/log/NF2/mnt00001
/hana/shared
/usr/sap/NF2

777 /hana/log/NF2

777 /hana/data/NF2

777 /hana/shared

777 /usr/sap/NF2



« Para um sistema de varios hosts, crie pontos de montagem e defina as permissées em todos os hosts de

trabalho e de espera.

Os comandos de exemplo a seguir sao para um sistema HANA de varios hosts de 2 a 1.

o Primeiro anfitrido do trabalhador:

sapcc-hana-tst-06:~ # mkdir
sapcc-hana-tst-06:~ # mkdir
sapcc-hana-tst-06:~ # mkdir
sapcc-hana-tst-06:~ # mkdir
sapcc—hana-tst-06:~ # mkdir
sapcc-hana-tst-06:~ # mkdir
sapcc-hana-tst-06:~ # chmod
sapcc-hana-tst-06:~ # chmod
sapcc-hana-tst-06:~ # chmod
sapcc-hana-tst-06:~ # chmod

» Segundo anfitrido do trabalhador:

sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # chmod
sapcc-hana-tst-07:~ # chmod
sapcc-hana-tst-07:~ # chmod
sapcc-hana-tst-07:~ # chmod
* Anfitrido em espera:

sapcc-hana-tst-08:~ # mkdir
sapcc-hana-tst-08:~ # mkdir
sapcc-hana-tst-08:~ # mkdir
sapcc-hana-tst-08:~ # mkdir
sapcc-hana-tst-08:~ # mkdir
sapcc-hana-tst-08:~ # mkdir
sapcc—hana-tst-08:~ # chmod
sapcc-hana-tst-08:~ # chmod
sapcc-hana-tst-08:~ # chmod
sapcc—hana-tst-08:~ # chmod

/hana/data/NF2/mnt00001
/hana/data/NF2/mnt00002
/hana/log/NF2/mnt00001
/hana/log/NF2/mnt00002
/hana/shared
/usr/sap/NF2

777 /hana/log/NF2

777 /hana/data/NF2

777 /hana/shared

777 /usr/sap/NF2

/hana/data/NF2/mnt00001
/hana/data/NF2/mnt00002
/hana/log/NF2/mnt00001
/hana/log/NF2/mnt00002
/hana/shared
/usr/sap/NF2

777 /hana/log/NF2

777 /hana/data/NE2

777 /hana/shared

777 /usr/sap/NF2

/hana/data/NF2/mnt00001
/hana/data/NF2/mnt00002
/hana/log/NF2/mnt00001
/hana/log/NF2/mnt00002
/hana/shared
/usr/sap/NF2

777 /hana/log/NF2

777 /hana/data/NF2

777 /hana/shared

777 /usr/sap/NF2
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Montar sistemas de arquivos

Diferentes opg¢des de montagem sao usadas dependendo da versao NFS e da versdo ONTAP. Os seguintes
sistemas de arquivos devem ser montados nos hosts:

* /hana/data/SID/mnt0000%*
* /hana/log/SID/mnt0000*
* /hana/shared

* /usr/sap/SID

A tabela a seguir mostra as versées NFS que devem ser usadas para diferentes sistemas de arquivos para
bancos de dados SAP HANA de host Unico e varios hosts.

Sistemas de arquivos SAP HANA tnico host Varios hosts do SAP HANA
/Hana/data/SID/mnt0000* NFSv3 ou NFSv4 NFSv4
/Hana/log/SID/mnt0000* NFSv3 ou NFSv4 NFSv4

/hana/compartilhado NFSv3 ou NFSv4 NFSv3 ou NFSv4
/Usr/sap/SID NFSv3 ou NFSv4 NFSv3 ou NFSv4

A tabela a seguir mostra as opgbes de montagem para as varias versdoes NFS e ONTAP. Os parametros
comuns sao independentes das versdes NFS e ONTAP.

@ O SAP lama requer que o diretério /usr/sap/SID seja local. Portanto, ndo monte um volume NFS
para /usr/sap/SID se vocé estiver usando o SAP lama.

No NFSv3, vocé deve desativar o bloqueio NFS para evitar operagdes de limpeza de bloqueio NFS em caso
de falha de software ou servidor.

Com o ONTAP 9, o tamanho da transferéncia NFS pode ser configurado até 1MB GB. Especificamente, com
conexdes 40GbE ou mais rapidas ao sistema de storage, vocé deve definir o tamanho da transferéncia para
1MB para alcangar os valores de taxa de transferéncia esperados.

Parametro comum NFSv3 NFSv4 Tamanho da Tamanho da

transferéncia de transferéncia de
NFS com ONTAP 9 NFS com o ONTAP

8
rw, bg, hard, timeo-  3,nolock, 4,1,bloqueio rsize: 1048576, rsize: 65536, wsize:
600, noatime, wsize: 262144, 65536,

Para melhorar o desempenho de leitura com o NFSv3, a NetApp recomenda que vocé use a

@ nconnect=n opgao de montagem, que esta disponivel com o SUSE Linux Enterprise Server
12 SP4 ou posterior e o RedHat Enterprise Linux (RHEL) 8,3 ou posterior.
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Testes de desempenho mostram que nconnect=4 fornece bons resultados de leitura,
especialmente para os volumes de dados. As gravagdes de log podem se beneficiar de um
numero menor de sessdes, nconnect=2 como o . Os volumes compartilhados também podem

@ se beneficiar com o uso da opgéo 'nconnect'. Esteja ciente de que a primeira montagem de um
servidor NFS (enderecgo IP) define a quantidade de sessbes que estdo sendo usadas. Outras
montagens no mesmo enderecgo IP ndo mudam isso mesmo que um valor diferente seja usado
para nconnect.

(D A partir do ONTAP 9.8 e do SUSE SLES15SP2 ou do RedHat RHEL 8,4 ou superior, o NetApp
suporta a opgcédo nconnect também para NFSv4,1.

Se nconnect estiver sendo usado com NFSv4.x, a quantidade de slots de sessdao NFSv4.x deve
ser ajustada de acordo com a seguinte regra: Quantidade de slots de sessao é igual a
<nconnect value> x 64. No host, isso sera ajustado por

(:) echo options nfs max session slots=<calculated value> >
/etc/modprobe.d/nfsclient.conf seguido de uma reinicializagao. O valor do lado do
servidor também deve ser ajustado, defina o nimero de slots de sessdo como descrito em
"Configuragdo NFS para NFSv4."

Para montar os sistemas de arquivos durante a inicializacéo do sistema com o /etc/fstab arquivo de
configuragao, execute as seguintes etapas:

O exemplo a seguir mostra um Unico banco de dados SAP HANA de host com SID de NF2 ms usando NFSv3
GB e um tamanho de transferéncia NFS de 1MB GB para leituras e 256K GB para gravagoes.

1. Adicione os sistemas de arquivos necessarios ao /etc/fstab arquivo de configuragao.

sapcc-hana-tst-06:/ # cat /etc/fstab
<storage-vif-data0l>:/NF2 data mnt00001 /hana/data/NF2/mnt00001 nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 0

<storage-vif-1log01>:/NF2 log mnt00001 /hana/log/NF2/mnt00001 nfs
rw,nfsvers=3, hard, timeo=600, nconnect=2,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 0

<storage-vif-data0l>:/NF2 shared/usr-sap /usr/sap/NF2 nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 O

<storage-vif-data0l>:/NF2 shared/shared /hana/shared nfs
rw,nfsvers=3,hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 0

2. Execute mount -a para montar os sistemas de arquivos em todos os hosts.

O préximo exemplo mostra um banco de dados SAP HANA de varios hosts com SID NF2 usando NFSv4,1
para sistemas de arquivos de dados e log e NFSv3 para /hana/shared 0s sistemas de arquivos e.
/usr/sap/NF2 E usado um tamanho de transferéncia NFS de 1MB GB para leituras e 256K GB para
gravacgoes.
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1. Adicione os sistemas de arquivos necessarios ao /etc/fstab arquivo de configuragdo em todos os
hosts.

(D O /usr/sap/NF2 sistema de arquivos é diferente para cada host de banco de dados. O
exemplo a seguir /NF2_shared/usr-sap-hostl mostra .

sapcc-hana-tst-06:/ # cat /etc/fstab
<storage-vif-data0l>:/NF2 data mnt00001 /hana/data/NF2/mnt00001 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=4, rsize=1048576,wsize=262144,bg,n
oatime,lock 0 0

<storage-vif-data02>:/NF2 data mnt00002 /hana/data/NF2/mnt00002 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=4, rsize=1048576,wsize=262144,bg,n
oatime,lock 0 O

<storage-vif-log01>:/NF2 log mnt00001 /hana/log/NF2/mnt00001 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=2, rsize=1048576,wsize=262144,bg,n
oatime,lock 0 0O

<storage-vif-log02>:/NF2 log mnt00002 /hana/log/NF2/mnt00002 nfs
rw,nfsvers=4.1,hard, timeo=600, nconnect=2, rsize=1048576,wsize=262144,bg,n
oatime,lock 0 0O

<storage-vif-data02>:/NF2 shared/usr-sap-hostl /usr/sap/NF2 nfs
rw,nfsvers=3, hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 0

<storage-vif-data02>:/NF2 shared/shared /hana/shared nfs

rw,nfsvers=3, hard, timeo=600, nconnect=4,rsize=1048576,wsize=262144,bg, noa
time,nolock 0 0

2. Execute mount -a para montar os sistemas de arquivos em todos os hosts.

Preparagoes da instalagdo do SAP HANA para NFSv4

O NFS verséo 4 e posterior requer autenticacao do usuario. Essa autenticagao pode ser
realizada usando uma ferramenta de gerenciamento de usuario central, como um
servidor LDAP (Lightweight Directory Access Protocol) ou com contas de usuario locais.
As segbes a seguir descrevem como configurar contas de usuario locais.

Os usuarios de administragédo <sid>adm,<sid>crypt € 0 sapsys grupo devem ser criados manualmente
nos hosts do SAP HANA e nas controladoras de storage antes do inicio da instalagdo do software SAP HANA.

Hosts SAP HANA

Se isso néo existir, 0 sapsys grupo deve ser criado no host SAP HANA. Deve ser escolhido um ID de grupo
exclusivo que nao esteja em conflito com as IDs de grupo existentes nos controladores de armazenamento.

Os usuarios <sid>adm e <sid>crypt sao criados no host do SAP HANA. Devem ser escolhidas IDs
exclusivas que nao entrem em conflito com IDs de usuario existentes nos controladores de armazenamento.

Para um sistema SAP HANA de varios hosts, as IDs de usuario e grupo devem ser as mesmas em todos os
hosts SAP HANA. O grupo e o usuario sao criados nos outros hosts do SAP HANA copiando as linhas
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afetadas dentro /etc/group e /etc/passwd do sistema de origem para todos os outros hosts do SAP

HANA.

O dominio NFSv4 deve ser definido com o mesmo valor em todos os servidores Linux
/etc/idmapd.conf) e SVMs. Defina o parametro de dominio "dominio <domain-name>" no
arquivo /etc/idmapd.conf para os hosts Linux.

Ative e inicie o servico NFS IDMAPD.

systemctl enable nfs-idmapd.service
systemctl start nfs-idmapd.service

@ Os mais recentes kernels Linux ndo requerem esta etapa. As mensagens de aviso podem ser

ignoradas com seguranga.

Controladores de storage

As IDs de usuario e o ID de grupo devem ser os mesmos nos hosts SAP HANA e nas controladoras de
storage. O grupo e o usuario sao criados inserindo os seguintes comandos no cluster de armazenamento:

vserver services unix-group create -vserver <vserver> -name <group name>

-id <group id>

vserver services unix-user create -vserver <vserver> -user <user name> -id

<user-id> -primary-gid <group id>

Além disso, defina o ID do grupo da raiz de usuario UNIX do SVM como 0.

vserver services unix-user modify -vserver <vserver> -user root -primary

-gid O

Configuracao de stack de e/S para SAP HANA

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o
comportamento de e/S e otimizar o banco de dados para os sistemas de arquivos e

storage usados.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os valores

ideais inferidos dos testes de desempenho.

Parametro
max_parallel_io_requests
async_read_submit
async_write_submit_active

async_write_submit_blocks

Valor
128
ligado
ligado
tudo
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Para versées do SAP HANA 1,0 até SPS12HANA, esses parametros podem ser definidos durante a
instalacdo do banco de dados SAP HANA, conforme descrito na nota SAP "2267798: Configuracao do banco
de dados SAP HANA durante a instalagdo usando hdbparam" .

Como alternativa, os parametros podem ser definidos apds a instalagao do banco de dados SAP HANA
usando a hdbparam estrutura.

nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam --paramset
fileio.max parallel io requests=128
nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam —--paramset
fileio.async write submit active=on
nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam --paramset
fileio.async read submit=on
nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00> hdbparam --paramset
fileio.async write submit blocks=all

A partir do SAP HANA 2,0, hdbparam foi obsoleto e os parametros foram movidos para “global.ini'o . Os
parametros podem ser definidos usando comandos SQL ou SAP HANA Studio. Para obter mais detalhes,
consulte a nota SAP "2399079: Eliminacao do hdbparam em HANA 2" . Vocé também pode definir os
parametros dentro de global.ini como mostrado no seguinte texto:

nf2adm@stlrx300s8-6: /usr/sap/NF2/SYS/global/hdb/custom/config> cat
global.ini

[fileio]

async_read submit = on
async_write submit active = on
max parallel io requests = 128
async_write submit blocks = all

Desde o SAP HANA 2,0 SPS5, o setParameter.py script pode ser usado para definir os parametros
corretos:

nf2adm@sapcc-hana-tst-06:/usr/sap/NF2/HDB00/exe/python support>

python setParameter.py
-set=SYSTEM/global.ini/fileio/max parallel io requests=128

python setParameter.py -set=SYSTEM/global.ini/fileio/async read submit=on
python setParameter.py
-set=SYSTEM/global.ini/fileio/async_write submit active=on

python setParameter.py
-set=SYSTEM/global.ini/fileio/async write submit blocks=all
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Tamanho do volume de dados do SAP HANA

Como padrao, o SAP HANA usa apenas um volume de dados por servico SAP HANA.
Devido a limitagdo maxima do tamanho do arquivo do sistema de arquivos,
recomendamos limitar o tamanho maximo do volume de dados.

Para o fazer automaticamente, defina o seguinte pardmetro na global.ini [persistence] Secgao :

datavolume striping = true
datavolume striping size gb = 8000

Isso cria um novo volume de dados depois que o limite de 8, 000GB ¢ atingido. "SAP nota 240005 pergunta
15" fornece mais informacdes.

Instalagao do software SAP HANA

Veja a seqguir os requisitos de instalacdo de software para SAP HANA.

Instalar em sistema de host tnico

A instalacéo do software SAP HANA nao requer preparagao adicional para um sistema de host Unico.

Instale em sistema de varios hosts

Para instalar o SAP HANA em um sistema de varios hosts, execute as seguintes etapas:

1. Usando a ferramenta de instalagdo SAP hdbc1m, inicie a instalagdo executando o seguinte comando em
um dos hosts de trabalho. Use a addhosts opgéo para adicionar o segundo trabalhador (sapcc-hana-
tst-03) e o host de (‘sapcc-hana-tst-04reserva ).

apcc-hana-tst-02:/mnt/sapcc-share/software/SAP/HANA2SPS7 -

73/DATA UNITS/HDB LCM LINUX X86 64 #

./hdblcm --action=install --addhosts=sapcc-hana-tst-03:role=worker, sapcc
-hana-tst-04:role=standby

SAP HANA Lifecycle Management - SAP HANA Database 2.00.073.00.1695288802

ER b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b 4

Scanning software locations...
Detected components:

SAP HANA AFL (incl.PAL,BFL,OFL) (2.00.073.0000.1695321500) in
/mnt/sapcc-share/software/SAP/HANA2SPST -
73/DATA UNITS/HDB AFL LINUX X86 64/packages

SAP HANA Database (2.00.073.00.1695288802) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB SERVER LINUX X86 64/server

SAP HANA Database Client (2.18.24.1695756995) in /mnt/sapcc-
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share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB CLIENT LINUX X86 64/SAP HANA CLIENT/client

SAP HANA Studio (2.3.75.000000) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB STUDIO LINUX X86 64/studio

SAP HANA Local Secure Store (2.11.0) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/HANA LSS 24 LINUX X86 64/packages

SAP HANA XS Advanced Runtime (1.1.3.230717145654) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA RT 10 LINUX X86 64/packages

SAP HANA EML AFL (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB EML AFL 10 LINUX X86 64/packages

SAP HANA EPM-MDS (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/SAP HANA EPM-MDS 10/packages

Automated Predictive Library (4.203.2321.0.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/PAAPL4 H20 LINUX X86 64/apl-
4.203.2321.0-hana2sp03-1linux x64/installer/packages

GUI for HALM for XSA (including product installer) Version 1
(1.015.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA CONTENT 10/XSACALMPIUI15 0.zip

XSAC FILEPROCESSOR 1.0 (1.000.102) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSA CONTENT 10/XSACFILEPROCO00 102.zip

SAP HANA tools for accessing catalog content, data preview, SQL
console, etc. (2.015.230503) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSAC HRTT 20/XSACHRTT15 230503.zip

Develop and run portal services for customer applications on XSA
(2.007.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACPORTALSERV07 0.zip

The SAP Web IDE for HANA 2.0 (4.007.0) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSAC SAP WEB IDE 20/XSACSAPWEBIDE(O7 0.zip

XS JOB SCHEDULER 1.0 (1.007.22) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA_UNITS/XSA_CONTENT_lO/XSACSERVICESO7_22.zip

SAPUIS FESV6 XSA 1 - SAPUI5 1.71 (1.071.52) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV671 52.zip

SAPUI5 FESV9 XSA 1 - SAPUI5 1.108 (1.108.5) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV9108 5.zip

SAPUI5 SERVICE BROKER XSA 1 - SAPUI5 Service Broker 1.0 (1.000.4) in
/mnt/sapcc-share/software/SAP/HANA2SPST -
73/DATA UNITS/XSA CONTENT 10/XSACUI5SB00 4.zip



XSA Cockpit 1 (1.001.37) in /mnt/sapcc-share/software/SAP/HANA2SPST-
73/DATA UNITS/XSA CONTENT 10/XSACXSACOCKPITOl 37.zip

SAP HANA Database version '2.00.073.00.1695288802"' will be installed.

Select additional components for installation:

Index | Components | Description

1 | all | All components

2 | server | No additional components

3 | client | Install SAP HANA Database Client version
2.18.24.1695756995

4 | 1lss | Install SAP HANA Local Secure Store version
2.11.0

5 | studio | Install SAP HANA Studio version
2.3.75.000000

6 | xs | Install SAP HANA XS Advanced Runtime version
1.1.3.230717145654

7 | afl | Install SAP HANA AFL (incl.PAL,BFL,OFL)
version 2.00.073.0000.1695321500

8 | eml | Install SAP HANA EML AFL version
2.00.073.0000.1695321500

9 | epmmds | Install SAP HANA EPM-MDS version
2.00.073.0000.1695321500

10 | sap afl sdk apl | Install Automated Predictive Library version

4.203.2321.0.0

Enter comma-separated list of the selected indices [3,4]: 2,3

2. Verifique se a ferramenta de instalagao instalou todos os componentes selecionados em todos os hosts de
trabalho e de espera.

Adicionando particdoes de volume de dados adicionais

A partir do SAP HANA 2,0 SPS4, vocé pode configurar particoes de volume de dados
adicionais, o que permite configurar dois ou mais volumes para o volume de dados de
um banco de dados de locatario do SAP HANA. Vocé também pode escalar além dos
limites de tamanho e desempenho de um unico volume.

O uso de dois ou mais volumes individuais para o volume de dados esta disponivel para

@ sistemas SAP HANA de um uUnico host e de varios hosts. Vocé pode adicionar particoes de
volume de dados adicionais a qualquer momento, mas isso pode exigir a reinicializagéo do
banco de dados SAP HANA.
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Habilitando particoes adicionais de volume de dados

1. Para ativar particbes de volume de dados adicionais, adicione a seguinte entrada ao global.ini utilizar
o0 SAP HANA Studio ou Cockpit na configuragdo SYSTEMDB.

[customizable functionalities]
persistence datavolume partition multipath = true

@ Adicionar o pardmetro manualmente ao global. ini arquivo requer a reinicializagdo do banco
de dados.

Configuracao de volume para um sistema SAP HANA de um unico host

O layout de volumes para um sistema SAP HANA de um unico host com varias particbes € como o layout de
um sistema com uma particdo de volume de dados, mas com um volume de dados adicional armazenado em
um agregado diferente como o volume de log e o outro volume de dados. A tabela a seguir mostra um
exemplo de configuragdo de um sistema de host unico SAP HANA com duas parti¢des de volume de dados.

Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador b
Volume de dados: Volume compartilhado: Volume de dados: Volume de log:
SID_data_mnt00001 SID_shared SID_data2_mnt00001 SID_log_mnt00001

A tabela a seguir mostra um exemplo da configuragdo do ponto de montagem para um sistema de host Unico
com duas particdes de volume de dados.

Caminho de jungao Diretério Ponto de montagem no host
HANA

SID_data_mnt00001 - /Hana/data/SID/mnt00001

SID_data2_mnt00001 - /Hana/data2/SID/mnt00001

SID_log_mnt00001 - /Hana/log/SID/mnt00001

SID_shared usr-sap compartilhou /Usr/sap/SID /hana/shared

Crie 0 novo volume de dados e monte-o no namespace usando o Gerenciador de sistema do ONTAP ou a
interface de linha de comando do cluster do ONTAP.

Configuragao de volume para sistema SAP HANA de varios hosts

O layout de volumes para um sistema SAP HANA de varios hosts com varias particdes € como o layout de um
sistema com uma particdo de volume de dados, mas com um volume de dados adicional armazenado em um
agregado diferente como o volume de log e o outro volume de dados. A tabela a seguir mostra um exemplo de
configuragdo de um sistema de varios hosts SAP HANA com duas particdes de volume de dados.
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Finalidade

Volumes de dados e
log paraond 1

Volumes de dados e
log paraonod 2

Volumes de dados e
log paraond 3

Volumes de dados e
log paraond 4

Volume
compartilhado para
todos os hosts

Agregar 1 no
controlador A

Volume de dados: -
SID_data_mnt00001

Volume de log:
SID_log_mnt00002
2

Agregar 2 no
controlador A

Volume Data2:
SID_data2_mnt0000

Volume de dados:

controlador B

Volume de log:

SID_log_mnt00001

Volume DataZ2:

Agregado 1 no

Agregado 2 no
controlador B

Volume Data2:
SID_data2_mnt0000
1

Volume de dados: -
SID_data_mnt00002

Volume de log:

SID_data_mnt00003 SID data2_mnt0000 SID log_mnt00003

Volume Data2:

3

Volume de log: -

SID_data2_mnt0000 SID_log_mnt00004

4

Volume -
compartilhado:
SID_shared

Volume de dados:
SID_data_mnt00004

A tabela a seguir mostra um exemplo da configuragéo do ponto de montagem para um sistema de host Unico
com duas particdes de volume de dados.

Caminho de jungao

SID_data_mnt00001

SID_data2_mnt00001

SID_log_mnt00001

SID_data_mnt00002

SID_data2_mnt00002

SID_log_mnt00002

SID_data_mnt00003

SID_data2_mnt00003

SID_log_mnt00003

SID_data_mnt00004

Diretorio

Ponto de montagem no
host SAP HANA

/Hana/data/SID/mnt00001
/Hana/data2/SID/mnt0000
1

/Hana/log/SID/mnt00001
/Hana/data/SID/mnt00002
/Hana/data2/SID/mnt0000
2
/Hana/log/SID/mnt00002
/Hana/data/SID/mnt00003
/Hana/data2/SID/mnt0000
3

/Hana/log/SID/mnt00003

/Hana/data/SID/mnt00004

Nota

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado em todos os
hosts
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Caminho de jungao Diretério

SID_data2_mnt00004 -

SID_log_mnt00004 -

SID_shared

SID_shared
SID_shared
SID_shared
SID_shared
SID_shared

compartilhado

usr-sap-host1
usr-sap-host2
usr-sap-host3
usr-sap-host4

usr-sap-host5

Ponto de montagem no Nota

host SAP HANA

/Hana/data2/SID/mnt0000 Montado em todos os

4

/Hana/log/SID/mnt00004

/Hana/shared/SID

/Usr/sap/SID
/Usr/sap/SID
/Usr/sap/SID
[Usr/sap/SID
/Usr/sap/SID

hosts

Montado em todos os
hosts

Montado em todos os
hosts

Montado no host 1
Montado no host 2
Montado no host 3
Montado no host 4

Montado no host 5

Crie o novo volume de dados e monte-o no namespace usando o Gerenciador de sistema do ONTAP ou a

interface de linha de comando do cluster do ONTAP.

Configuragao de host

Além das tarefas descritas na se¢éo""Configuragao do host",", vocé deve criar os pontos de montagem
adicionais e entradas fstab para o(s) novo(s) volume(s) de dados adicionais, e vocé deve montar os novos

volumes.

1. Crie pontos de montagem adicionais:

o Para um sistema de host Unico, crie pontos de montagem e defina as permissdes no host do banco de

dados.

sapcc-hana-tst-06:/ # mkdir -p /hana/data2/SID/mnt00001

sapcc-hana-tst-06:/ # chmod -R 777 /hana/data2/SID

o Para um sistema de varios hosts, crie pontos de montagem e defina as permissées em todos os hosts

de trabalho e de espera. Os comandos de exemplo a seguir sdo para um sistema HANA de varios
hosts de 2 a 1.

= Primeiro anfitrido do trabalhador:

= Segundo anfitrido do trabalhador:
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sapcc-hana-tst-07:~ # mkdir

=

sapcc-hana-tst-07:~ mkdir

sapcc-hana-tst-07:~ # chmod

= Anfitrido em espera:

sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # mkdir
sapcc-hana-tst-07:~ # chmod

/hana/data2/SID/mnt00001
/hana/data2/SID/mnt00002
777 /hana/data2/SID

/hana/data2/SID/mnt00001
/hana/data2/SID/mnt00002
777 /hana/data2/SID

2. Adicione os sistemas de arquivos adicionais ao /etc/fstab arquivo de configuracdo em todos os hosts.
Um exemplo para um sistema de host unico usando NFSv4,1 é o seguinte:

<storage-vif-data02>:/SID data2 mnt00001 /hana/data2/SID/mnt00001 nfs

rw,vers=4,

minorversion=1,hard, timeo=600,rsize=1048576,wsize=262144,bg,noatime, lock

00

Use uma interface virtual de armazenamento diferente para se conetar a cada volume de
@ dados para garantir que sessdes TCP diferentes sejam usadas para cada volume. Vocé
também pode usar a op¢ao de montagem nconnect se estiver disponivel para o seu

sistema operacional.

3. Para montar os sistemas de arquivos, execute 0 mount —a comando.

Adicionando uma particdao de volume de dados adicional

Execute a seguinte instrugdo SQL contra o banco de dados do locatario para adicionar uma particao de
volume de dados adicional ao banco de dados do locatario. Use o caminho para volume(s) adicional(s):

ALTER SYSTEM ALTER DATAVOLUME ADD PARTITION PATH

'/hana/data2/SID/"';

185



File Edit Navigate Project Run Window Help
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Onde encontrar informagoes adicionais

Para saber mais sobre as informagdes descritas neste documento, consulte os seguintes
documentos e/ou sites:

* "Solucbes de software SAP HANA"

* "Recuperagéo de desastres do SAP HANA com replicagéo de storage"

* "Backup e recuperacao do SAP HANA com o SnapCenter"

+ "Automatizando copias de sistemas SAP usando o plug-in SnapCenter SAP HANA"

» Centros de Documentacao da NetApp
"https://www.netapp.com/support-and-training/documentation/"

* Hardware de storage empresarial certificado para SAP HANA
"https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/"

* Requisitos de storage do SAP HANA
"https://www.sap.com/documents/2024/03/146274d3-ae7e-0010-bcab-c68f7e60039b.html"

» Perguntas mais frequentes sobre a integracao de data center personalizada do SAP HANA
"https://www.sap.com/documents/2016/05/e8705aae-717c-0010-82c7-eda71af511fa.html"

* SAP HANA no VMware vSphere Wiki
"https://help.sap.com/docs/SUPPORT_CONTENT/virtualization/3362185751.html"

* SAP HANA no Guia de praticas recomendadas do VMware vSphere

"https://www.vmware.com/docs/sap_hana_on_vmware_vsphere_best practices guide-white-paper"
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Histérico de atualizagoes

As seguintes alteragdes técnicas foram feitas a esta solugéo desde a sua publicacao

original.

Data
Abril de 2014
Agosto de 2014

Novembro de 2014
Janeiro de 2015

Marco de 2015

Outubro de 2015
Margo de 2016

Fevereiro de 2017

Julho de 2017
Setembro de 2018

Setembro de 2019

Dezembro de 2019
Margo de 2020
Maio de 2020

Junho de 2020
Dezembro de 2020

Atualizar resumo
Verséao inicial

Selegao de dimensionamento de disco atualizada e configuragdo de
SSD adicionada a configuragao do sistema operacional Red Hat
Enterprise Linux adicionou informagdes sobre o conetor de storage SAP
HANA, além de informagdes sobre a configuragao do VMware

Secao de dimensionamento de armazenamento atualizada

Segao atualizada da API do conetor de armazenamento Configuragéo
atualizada do agregado e do volume

Adicionada nova implementagédo do STONITH para SAP HANA SPS9
adicionou a configuragéo do n6 de computacgao e a segéo de
INSTALACAO DO HANA

Adicionado suporte NFSv4 para o parametro sysctl atualizado para o
cDOT parametro l/o incluido para SAP HANA e HWVAL > SPS10

Opgdes de montagem atualizadas para /hana/shared parametro sysctl
atualizado

Novos sistemas de storage e compartimentos de disco da NetApp novos
recursos do suporte da ONTAP 9 para 40GbE novas versdes do sistema
operacional (SUSE Linux Enterprise Server12 SP1 e Red Hat Enterprise
Linux 7,2) Nova versao do SAP HANA

Pequenas atualizagdes

Novos sistemas de storage da NetApp novas versdes do sistema
operacional (SUSE Linux Enterprise Server 12 SP3 e Red Hat
Enterprise Linux 7,4) alteragdes menores adicionais do SAP HANA 2,0
SPS3

Novas versodes do sistema operacional (SUSE Linux Enterprise Server
12 SP4, SUSE Linux Enterprise Server 15 e Red Hat Enterprise Linux
7,6) tamanho do volume do MAX Data pequenas alteragbes

Novos sistemas de armazenamento NetApp novo os versao do sistema
operacional SUSE Linux Enterprise Server 15 SP1

Suporte do nconnect para NFSv3 novo sistema operacional Red Hat
Enterprise Linux 8

Introduziu varios recursos de particdo de dados disponiveis desde o
SAP HANA 2,0 SPS4

Informagdes adicionais sobre as funcionalidades opcionais

Suporte para nconnect para NFSv4,1 a partir do ONTAP 9.8 novo
sistema operacional lanca nova versao do SAP HANA
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Data Atualizar resumo

Fevereiro de 2021 Alteracdes nas definicdes de rede do anfitrido e outras pequenas
alteracdes

Abril de 2021 Informacdes especificas do VMware vSphere adicionadas

Setembro de 2022 Novas versées do SO

Dezembro de 2023 Atualizagdo da configuragao do host revisou as configuracdes do
nconnect adicionadas informagdes sobre sessdes do NFSv4,1

Setembro de 2024 Novos sistemas de armazenamento e pequenas atualizacdes

Fevereiro de 2025 Novo sistema de armazenamento

Julho de 2025 Pequenas atualizagbes

SAP HANA em sistemas FAS com o Guia de configuracao
FCP

SAP HANA em sistemas NetApp FAS com guia de configuragao de protocolo Fibre
Channel

A familia de produtos NetApp FAS foi certificada para uso com SAP HANA em projetos
TDI. Este guia fornece praticas recomendadas para SAP HANA nesta plataforma para
FCP.

Marco Schoen, NetApp
A certificacao é valida para os seguintes modelos:
» FAS2750, FAS2820, FAS8300, FAS50, FAS8700, FAS70, FAS9500, FAS90

Para obter uma lista completa das solugdes de storage certificadas da NetApp para SAP HANA, consulte
"Diretorio de hardware SAP HANA certificado e compativel".

Este documento descreve as configuragdes do FAS que usam o protocolo Fibre Channel (FCP).

A configuragéo descrita neste documento € necessaria para alcangar os KPls necessarios do
@ SAP HANA e a melhor performance para o SAP HANA. Alterar quaisquer configuragdes ou

usar recursos nao listados neste documento pode resultar em degradagao de desempenho ou

comportamento inesperado e so6 deve ser feito se aconselhado pelo suporte da NetApp.

Os guias de configuragéo de sistemas FAS que usam sistemas NFS e NetApp AFF podem ser encontrados
usando os seguintes links:

* "SAP HANA em sistemas NetApp AFF com FCP"
* "SAP HANA em sistemas NetApp ASA com FCP"
* "SAP HANA em sistemas NetApp FAS com NFS"
* "SAP HANA em sistemas NetApp AFF com NFS"

Em um ambiente de varios hosts SAP HANA, o conetor de storage padrao SAP HANA é usado para fornecer
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cercas no caso de um failover de host SAP HANA. Consulte as notas SAP relevantes para as diretrizes de
configuragéo do sistema operacional e dependéncias de kernel Linux especificas DO HANA. Para obter mais
informagdes, "SAP Note 2235581 — sistemas operacionais compativeis com SAP HANA"consulte .

Integracao personalizada do data center do SAP HANA

Os controladores de storage da NetApp FAS séo certificados no programa SAP HANA Tailored Data Center
Integration (TDI) usando protocolos NFS (nas) e Fibre Channel (SAN). Eles podem ser implantados em
qualquer cenario de SAP HANA, como SAP Business Suite em HANA, S/4AHANAHANA, BW/4HANAHANA ou
SAP Business Warehouse em HANA em configuracdes de host Unico ou de varios hosts. Qualquer servidor
certificado para uso com SAP HANA pode ser combinado com a solugao de storage certificada. Consulte a
figura a seguir para obter uma visao geral da arquitetura.

Business Suite, Business Warehouse, S/4HANA, BW/4HANA

SAP HANA Database

Multiple

host Certified servers

Storage Network

| D g

1 External Storage

| Certified enterprise
storage systems

Para obter mais informagbes sobre os pré-requisitos e recomendacgdes para sistemas SAP HANA produtivos,
consulte o seguinte recurso:

* "Perguntas mais frequentes sobre a integracéo de data center personalizada do SAP HANA"

SAP HANA usando o VMware vSphere

Existem varias opgdes para conetar o armazenamento a maquinas virtuais (VMs). O preferido é conectar os
volumes de storage ao NFS diretamente do sistema operacional convidado. Esta opgao € descrita em "SAP
HANA em sistemas NetApp AFF com NFS".

Também sdo suportados mapeamentos de dispositivos brutos (RDM), armazenamentos de dados FCP ou
armazenamentos de dados VVOL com FCP. Para ambas as opgbes de armazenamento de dados, apenas um
volume de log ou dados do SAP HANA deve ser armazenado no armazenamento de dados para casos de uso
produtivos.

Para obter mais informagbes sobre como usar o vSphere com o SAP HANA, consulte os seguintes links:

» "SAP HANA no VMware vSphere - virtualizagdo - Community Wiki"

* "SAP HANA no Guia de praticas recomendadas do VMware vSphere"
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* "2161991 - diretrizes de configuragédo do VMware vSphere - SAP ONE Support Launchpad (Login
necessario)"

Arquitetura

Os hosts do SAP HANA sao conectados aos controladores de storage usando uma
infraestrutura FCP redundante e software multipath. Uma infraestrutura de switch FCP
redundante é necessaria para fornecer conectividade de host para storage SAP HANA
tolerante a falhas em caso de falha no switch ou no adaptador de barramento do host
(HBA). O zoneamento apropriado deve ser configurado no switch para permitir que todos
os hosts HANA alcancem os LUNs necessarios nos controladores de storage.

Diferentes modelos da familia de produtos FAS podem ser usados na camada de storage. O nUmero maximo
de hosts SAP HANA conectados ao storage é definido pelos requisitos de performance do SAP HANA. O
numero de compartimentos de disco necessario é determinado pelos requisitos de capacidade e performance
dos sistemas SAP HANA.

A figura a seguir mostra um exemplo de configuragdo com oito hosts SAP HANA conectados a um par de HA
de storage.

HANA HANA HANA HANA HANA HANA HANA HANA
host 1 host 2 host 3 host 4 host 5 host 6 host 7 host 8

HA PAIR

Essa arquitetura pode ser dimensionada em duas dimensdes:

* Anexando hosts SAP HANA adicionais e capacidade de disco ao storage, supondo que os controladores
de storage possam fornecer desempenho suficiente sob a nova carga para atender aos principais
indicadores de desempenho (KPls)
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« Adicionando mais sistemas de storage e capacidade de disco para hosts SAP HANA adicionais

A figura a seguir mostra um exemplo de configuragdo no qual mais hosts SAP HANA s&o conectados aos
controladores de storage. Neste exemplo, mais compartimentos de disco s&o necessarios para atender aos
requisitos de capacidade e desempenho dos hosts SAP HANA de 16HANA. Dependendo dos requisitos de
taxa de transferéncia total, vocé precisa adicionar conexdes FC adicionais as controladoras de storage.

i\ i)

HANA HANA
host9 [ host 10 H

~—

AL LA

HANA
host 11

ﬁeh.iizz.-

ANLA

HANA HANA HANA
— host 14 H host 15 | host 16

Independente do modelo de storage do sistema FAS implantado, o cenario SAP HANA também pode ser
dimensionado adicionando mais controladores de storage, como mostrado na figura a seguir.

HANA || HANA || HAMA || HANA || HAMNA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HANA || HANA
node 1 || node 2 || node 3 || node 4 || node 5 || node 6 || node 7 || node & || node 9 ||node 10)|node 11]|node 12|{node 13||node 14)|node 15)|n
— /

ode 16
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Backup de SAP HANA

O software NetApp ONTAP fornece um mecanismo integrado para fazer backup de bancos de dados SAP
HANA. O backup Snapshot baseado em storage € uma solugao de backup totalmente compativel e integrada,
disponivel para sistemas de contéiner unico SAP HANA e para sistemas de locatario unico SAP HANA MDC.

Os backups Snapshot baseados em storage sao implementados usando o plug-in NetApp SnapCenter para
SAP HANA, que permite backups Snapshot consistentes baseados em storage usando as interfaces
fornecidas pelo banco de dados SAP HANA. O SnapCenter Registra os backups Snapshot no catalogo de
backup do SAP HANA para que os backups fiquem visiveis no estudio do SAP HANA e possam ser
selecionados para operacgdes de restauracao e recuperacao.

Com o uso do software NetApp SnapVault, as copias Snapshot criadas no storage primario podem ser
replicadas para o storage de backup secundario controlado pelo SnapCenter. Diferentes politicas de retengéo
de backup podem ser definidas para backups no storage primario e no storage secundario. O plug-in do
SnapCenter para banco de dados SAP HANA gerencia a retengdo de backups de dados baseados em copia
Snapshot e de log, incluindo o servigo de limpeza do catalogo de backup. O plug-in do SnapCenter para
banco de dados SAP HANA também permite a execugédo de uma verificagdo de integridade de bloco do banco
de dados SAP HANA executando um backup baseado em arquivo.

E possivel fazer backup dos logs do banco de dados diretamente no storage secundario usando uma
montagem NFS, como mostrado na figura a seguir.

Database —
operations . . ™\ Retention and

\. housekeeping

Backup registration

Snapshot Block integrity check
operations (file-based backup}

it | IS 1 1]
I 1
' .
Snapshot backups i ™) Retention and 5 o [\ Retentionand
data volume m LL[j \ # housekeeping Backuo \ housekeeping
Snapshot backups 1w ™) Retention and
non-data volume Sha“}‘_i : L housekeeping
i ™ Retention and
. nhousekeeping

Os backups Snapshot baseados em storage oferecem vantagens significativas em comparagao aos backups
baseados em arquivos. Essas vantagens incluem o seguinte:

» Backup mais rapido (poucos minutos)

* Restauragédo mais rapida na camada de storage (alguns minutos)

* Nenhum efeito na performance do host, rede ou storage do banco de dados SAP HANA durante o backup

* Replicagdo com uso eficiente de espaco e com uso eficiente de largura de banda para storage secundario
com base em alteragdes de bloco

Para obter informagdes detalhadas sobre a solugao de backup e recuperagdo do SAP HANA usando o
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SnapCenter, consulte "Backup e recuperagéo do SAP HANA com o SnapCenter".

Recuperacgao de desastres do SAP HANA

A recuperacgao de desastres do SAP HANA pode ser realizada na camada de banco de dados usando a
replicagdo do sistema SAP ou na camada de storage usando tecnologias de replicagao de storage. A segao a
seguir fornece uma visao geral das solugdes de recuperagao de desastres com base na replicagéo de
storage.

Para obter informacdes detalhadas sobre a solucao de recuperacao de desastres do SAP HANA usando o
SnapCenter, "TR-4646: Recuperagao de desastres do SAP HANA com replicacdo de storage"consulte .

Replicagao de storage baseada no SnapMirror

A figura a seguir mostra uma solugao de recuperagao de desastres em trés locais, usando a replicagao
sincrona de SnapMirror para o data center de DR local e SnapMirror assincrona para replicar dados para o
data center de DR remoto.

A replicagao de dados com o SnapMirror sincrono oferece RPO de zero. A distancia entre o data center
principal e o data center local de DR € limitada a cerca de 100km km.

A protegao contra falhas do local de DR primario e do local é executada replicando os dados para um terceiro
data center remoto de DR usando o SnapMirror assincrono. O RPO depende da frequéncia das atualizagdes
de replicacao e da rapidez com que elas podem ser transferidas. Em teoria, a distancia ¢ ilimitada, mas o
limite depende da quantidade de dados que devem ser transferidos e da conexéo que esta disponivel entre os
data centers. Os valores tipicos de RPO estédo no intervalo de 30 minutos a varias horas.

O rto para ambos os métodos de replicagdo depende principalmente do tempo necessario para iniciar o banco
de dados HANA no local de DR e carregar os dados na memoria. Partindo do pressuposto de que os dados
sdo lidos com uma taxa de transferéncia de 1000Mbps Gbps, o carregamento de 1TB TB de dados levaria
aproximadamente 18 minutos.

Os servidores nos locais de DR podem ser usados como sistemas de desenvolvimento/teste durante a
operacgao normal. No caso de um desastre, os sistemas de desenvolvimento/teste precisariam ser desligados
e iniciados como servidores de producgao de DR.

Ambos os métodos de replicacao permitem que vocé execute testes de fluxo de trabalho de DR sem

influenciar o RPO e o rto. Os volumes do FlexClone séo criados no storage e sdo anexados aos servidores de
teste de DR.
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A replicagao sincrona oferece o modo StrictSync. Se a gravagéo no storage secundario nao for concluida por
qualquer motivo, a e/S da aplicagao falhara, garantindo assim que os sistemas de storage primario e
secundario sejam idénticos. A e/S da aplicagado para o primario é retomada somente apos a relagao
SnapMirror retornar ao status InSync. Se o storage primario falhar, a e/S da aplicagéo podera ser retomada no
storage secundario apos o failover sem perda de dados. No modo StrictSync, o RPO é sempre zero.

Replicagéo de storage baseada no NetApp MetroCluster

A figura a seguir mostra uma viséo geral de alto nivel da solugdo. O cluster de storage em cada local fornece
alta disponibilidade local e € usado para workloads de produgéo. Os dados em cada local s&o replicados em
sincronia para o outro local e estdo disponiveis em caso de failover de desastres.

Site A Site B

SAP HANA SAP HANA

ST oAl
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Dimensionamento do storage

A secédo a seguir fornece uma visado geral dos consideragdes sobre performance e
capacidade para dimensionar um sistema de storage para SAP HANA.

Entre em Contato com seu representante de vendas do parceiro NetApp ou NetApp para dar
@ suporte ao processo de dimensionamento do storage e para criar um ambiente de storage com
o tamanho adequado.

Consideracoes de desempenho

A SAP definiu um conjunto estatico de KPIs de storage. Esses KPIs sao validos para todos os ambientes SAP
HANA de producéo, independentemente do tamanho da memdria dos hosts de banco de dados e das
aplicacdes que usam o banco de dados SAP HANA. Esses KPIs s&o validos para ambientes de host unico,
host multiplo, Business Suite no HANA, Business Warehouse no HANA, S/4AHANA e BW/4HANAHANA.
Portanto, a abordagem de dimensionamento de performance atual depende apenas do nimero de hosts SAP
HANA ativos conectados ao sistema de storage.

@ Os KPlIs de performance de storage s&o necessarios apenas para sistemas SAP HANA de
producéo.

O SAP fornece uma ferramenta de teste de performance, que deve ser usada para validar a performance de
storage de hosts ativos do SAP HANA que sdo conectados ao storage.

A NetApp testou e pré-definiu 0 niumero maximo de hosts SAP HANA que podem ser anexados a um modelo
de storage especifico, sem deixar de atender aos KPIs de storage necessarios da SAP para sistemas SAP
HANA baseados em producao.

Os controladores de storage da familia de produtos certificados FAS também podem ser

@ usados para SAP HANA com outros tipos de disco ou solugbes de back-end de disco, desde
que sejam compativeis com a NetApp e cumpram os KPIs de desempenho do SAP HANA TDI.
Os exemplos incluem criptografia de storage NetApp (NSE) e tecnologia NetApp FlexArray.

Este documento descreve o dimensionamento de disco para unidades de disco rigido SAS e unidades de
estado sélido.

Unidades de disco rigido

E necessario um minimo de 10 discos de dados (SAS de 10k RPM) por né SAP HANA para atender aos KPls
de performance de storage da SAP.

@ Esse calculo é independente do controlador de storage e do compartimento de disco usado.

Unidades de estado sélido

Com unidades de estado solido (SSDs), o numero de discos de dados é determinado pela taxa de
transferéncia de conexao SAS das controladoras de storage para o compartimento SSD.

O numero maximo de hosts SAP HANA que podem ser executados em um compartimento de disco e o

numero minimo de SSDs necessarios por host SAP HANA foram determinados executando a ferramenta de
teste de performance do SAP.
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* O compartimento de disco SAS de 12GB TB (DS224C TB) com SSDs de 24 TB da suporte a até 14 hosts
SAP HANA, quando o compartimento de disco é conetado ao 12GB.

* O compartimento de disco SAS de 6Gb TB (DS2246 TB) com SSDs de 24 TB da suporte a até 4 hosts
SAP HANA.

Os SSDs e os hosts do SAP HANA devem ser igualmente distribuidos entre as duas controladoras de
storage.

A tabela a seguir resume o nimero com suporte de hosts SAP HANA por compartimento de disco.

6Gb gavetas SAS (DS2246 TB) 12GB gavetas SAS (DS224C TB)
totalmente carregadas com SSDs totalmente carregadas com SSDs
de 24 TB de 24 TB

Numero maximo de hosts SAP 4 14
HANA por compartimento de disco

Este calculo é independente do controlador de armazenamento utilizado. A adigdo de mais
compartimentos de disco ndo aumenta o numero maximo de hosts SAP HANA com suporte a
um controlador de storage.

Compartimento NVMe de NS224 TB

Um SSDs NVMe (dados) da suporte a até 2 hosts SAP HANA. Os SSDs e os hosts do SAP HANA devem ser
igualmente distribuidos entre as duas controladoras de storage.

Workloads mistos

O SAP HANA e outros workloads de aplicagdes executados no mesmo controlador de storage ou no mesmo
agregado de storage sdo compativeis. No entanto, € uma pratica recomendada da NetApp separar os
workloads do SAP HANA de todos os outros workloads de aplicacdes.

Vocé pode decidir implantar workloads SAP HANA e outros workloads de aplicagbes no mesmo controlador
de storage ou no mesmo agregado. Nesse caso, vocé precisa ter certeza de que performance suficiente
sempre estara disponivel para o SAP HANA no ambiente de workload misto. A NetApp também recomenda
que vocé use parametros de qualidade do servigo (QoS) para regular o impacto que essas outras aplicagbes
podem ter nas aplicagdes SAP HANA.

A ferramenta de teste SAP HCMT deve ser usada para verificar se hosts SAP HANA adicionais podem ser
executados em um controlador de storage que ja seja usado para outras cargas de trabalho. No entanto, os
servidores de aplicagdes SAP podem ser colocados com seguranga no mesmo controlador de storage e
agregados que os bancos de dados SAP HANA.

Consideragoes sobre capacidade

Uma descricao detalhada dos requisitos de capacidade para SAP HANA esta "SAP Nota 1900823" no white
paper.

O dimensionamento da capacidade do cenario geral do SAP com varios sistemas SAP HANA
deve ser determinado com o uso de ferramentas de dimensionamento de storage do SAP

@ HANA da NetApp. Entre em Contato com a NetApp ou com seu representante de vendas do
parceiro da NetApp para validar o processo de dimensionamento do storage para um ambiente
de storage de tamanho adequado.
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Configuracao da ferramenta de teste de desempenho

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o comportamento de e/S e
otimizar o banco de dados para o sistema de arquivos e storage usado. Esses parametros também devem ser
definidos para a ferramenta de teste de desempenho do SAP (fsperf) quando o desempenho do
armazenamento é testado usando a ferramenta de teste SAP.

Os testes de desempenho foram realizados pela NetApp para definir os valores ideais. A tabela a seguir lista
os parametros que devem ser definidos no arquivo de configuragdo da ferramenta de teste SAP.

Parametro Valor
max_parallel_io_requests 128
async_read_submit ligado
async_write_submit_active ligado
async_write_submit_blocks tudo

Para obter mais informagdes sobre a configuragdo da ferramenta de teste SAP, "SAP nota 1943937" consulte
HWCCT (SAP HANA 1,0) e "SAP nota 2493172" HCMT/HCOT (SAP HANA 2,0).

O exemplo a seguir mostra como as variaveis podem ser definidas para o plano de execugao HCMT/HCOT.

"Comment": "Log Volume: Controls whether read requests are
submitted asynchronously, default is 'on'",

"Name": "LogAsyncReadSubmit",
"Value": "on",
"Request": "false"
y
{
"Comment": "Data Volume: Controls whether read requests are

submitted asynchronously, default is 'on'",

"Name": "DataAsyncReadSubmit",
"Value": "on",
"Request": "false"
by
{
"Comment": "Log Volume: Controls whether write requests can be

submitted asynchronously",

"Name": "LogAsyncWriteSubmitActive",
"Value": "on",
"Request": "false"
by
{
"Comment": "Data Volume: Controls whether write requests can be

submitted asynchronously",
"Name": "DataAsyncWriteSubmitActive",
"Value": "on",
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"Request": "false"
by
{
"Comment": "Log Volume: Controls which blocks are written
asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "LogAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Data Volume: Controls which blocks are written

asynchronously. Only relevant if AsyncWriteSubmitActive is 'on' or 'auto'
and file system is flagged as requiring asynchronous write submits",

"Name": "DataAsyncWriteSubmitBlocks",
"Value": "all",
"Request": "false"
by
{
"Comment": "Log Volume: Maximum number of parallel I/0 requests
per completion queue",
"Name": "LogExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"
by
{
"Comment": "Data Volume: Maximum number of parallel I/0 requests
per completion queue",
"Name": "DataExtMaxParallelIoRequests",
"Value": "128",
"Request": "false"

by

Essas variaveis devem ser usadas para a configuragao do teste. Este € geralmente o caso com os planos de
execucgao predefinidos que o SAP entrega com a ferramenta HCMT/HCOT. O exemplo a seguir para um teste
de gravacao de log 4K é de um plano de execugao.
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"ID": "D664D001-933D-41DE-A904F304AEB67906",
"Note": "File System Write Test",
"ExecutionVariants": [
{
"ScaleOut": {
"Port": "${RemotePort}",
"Hosts": "S${Hosts}",
"ConcurrentExecution": "S$S{FSConcurrentExecution}"
bo
"RepeatCount": "${TestRepeatCount}",
"Description": "4K Block, Log Volume 5GB, Overwrite",
"Hint": "Log",
"InputVector": {
"BlockSize": 4090,

"DirectoryName": "${LogVolume}",
"FileOverwrite": true,
"FileSize": 5368709120,
"RandomAccess": false,

"RandomData": true,

"AsyncReadSubmit": "${LogAsyncReadSubmit}",

"AsyncWriteSubmitActive":
"${LogAsyncWriteSubmitActive}",

"AsyncWriteSubmitBlocks":
"$S{LogAsyncWriteSubmitBlocks}",

"ExtMaxParallelTIoRequests":
"S{LogExtMaxParallelIoRequests}",

"ExtMaxSubmitBatchSize": "S${LogExtMaxSubmitBatchSize}",

"ExtMinSubmitBatchSize": "${LogExtMinSubmitBatchSize}",

"ExtNumCompletionQueues":
"$S{LogExtNumCompletionQueues}",

"ExtNumSubmitQueues": "${LogExtNumSubmitQueues}",

"ExtSizeKernelIoQueue": "$S{ExtSizeKernelIoQueue}"

by

Visao geral do processo de dimensionamento de armazenamento

O numero de discos por host HANA e a densidade de host do SAP HANA para cada modelo de storage foram
determinados com a ferramenta de teste do SAP HANA.

O processo de dimensionamento exige detalhes como o numero de hosts SAP HANA de produgao e nao
producéao, o tamanho da RAM de cada host e o periodo de retencédo de backup das copias Snapshot
baseadas em storage. O numero de hosts do SAP HANA determina o controlador de storage e o niumero de
discos necessarios.
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O tamanho da RAM, o tamanho liquido dos dados no disco de cada host SAP HANA e o periodo de retencao
do backup de copia Snapshot sdo usados como entradas durante o dimensionamento da capacidade.

A figura a seguir resume o processo de dimensionamento.

. B  Required HDDS/SSDs per
Derived from HANA host
performance \
measurements |

Storage controller model

with SAP test ghost density —
tool L
] Amount of production

and non-production
HANA hosts

Input from RAM size and
customer net data size on disk
of each HANA host R Capacity
Sizin
Snapshot backup / 9

retention

Configuragao e configuragao da infraestrutura

As secodes a seguir fornecem diretrizes de configuragao e configuracido da infraestrutura
do SAP HANA e descrevem todas as etapas necessarias para configurar um sistema
SAP HANA. Nestas sec¢des, sdo usadas as seguintes configuragdes de exemplo:

 Sistema HANA com SID FC5
o Host unico e multiplo SAP HANA usando gerenciador de volume logico Linux (LVM)

o SAP HANA unico host usando varias particoes do SAP HANA

Configuracido de malha SAN

Cada servidor SAP HANA precisa ter uma conexdo de SAN FCP redundante com um
minimo de largura de banda de 8Gbps Gbps. Para cada host SAP HANA conectado a
um controlador de storage, pelo menos 8Gbps Gbps de largura de banda precisam ser
configurados no controlador de storage.

A figura a seguir mostra um exemplo com quatro hosts SAP HANA conectados a duas controladoras de
storage. Cada host do SAP HANA tem duas portas FCP conectadas a malha redundante. Na camada de
storage, quatro portas FCP sao configuradas para fornecer a taxa de transferéncia necessaria para cada host
SAP HANA.
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Além do zoneamento na camada do switch, vocé deve mapear cada LUN no sistema de armazenamento para
os hosts que se conetam a esse LUN. Mantenha o zoneamento no switch simples, ou seja, defina um
conjunto de zona em que todos os HBAs host podem ver todos os HBAs do controlador.

Sincronizagao de tempo

E necessario sincronizar o tempo entre as controladoras de storage e os hosts de banco
de dados do SAP HANA. E necessario definir o mesmo servidor de tempo para todas as
controladoras de storage e todos os hosts SAP HANA.

Configuragao do controlador de storage

Esta seg¢ado descreve a configuragao do sistema de storage NetApp. Vocé deve concluir a
instalacao e configuracéo primaria de acordo com os guias de configuracao e
configuragdo do ONTAP correspondentes.

Eficiéncia de storage

A deduplicacgdo in-line, a deduplicagéo in-line entre volumes, a compressao e a compactacéao in-line séo
compativeis com SAP HANA em uma configuragdo SSD.

A ativagao dos recursos de eficiéncia de storage em uma configuragédo de HDD nao € suportada.
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Volumes NetApp FlexGroup

A utilizagdo de volumes do NetApp FlexGroup ndo é compativel com SAP HANA. Devido a arquitetura do SAP
HANA, o uso de volumes FlexGroup nao fornece nenhum beneficio e pode resultar em problemas de
performance.

NetApp volume e criptografia agregada

O uso do NetApp volume Encryption (NVE) e do NetApp Aggregate Encryption (NAE) € compativel com SAP
HANA.

Qualidade do servigo

O QoS pode ser usado para limitar a taxa de transferéncia de storage para sistemas SAP HANA especificos
ou aplicagbes que ndo sejam SAP em um controlador compartilhado.

Producao e desenvolvimento/teste

Um caso de uso seria limitar o rendimento dos sistemas de desenvolvimento e teste para que eles ndo
possam influenciar os sistemas de produgdo em uma configuragdo mista. Durante o processo de
dimensionamento, vocé deve determinar os requisitos de desempenho de um sistema que nado seja de
producgédo. Os sistemas de desenvolvimento e teste podem ser dimensionados com valores de desempenho
mais baixos, normalmente na faixa de 20% a 50% de um KPI do sistema de producao conforme definido pelo
SAP. A e/S de gravagao grande tem o maior efeito de desempenho no sistema de storage. Portanto, o limite
de taxa de transferéncia de QoS deve ser definido para uma porcentagem dos valores de KPI de performance
de storage SAP HANA de gravagéao correspondentes nos volumes de dados e log.

Ambientes compartilhados

Outro caso de uso ¢ limitar a taxa de transferéncia de cargas de trabalho de gravagéo pesadas,
especialmente para evitar que essas cargas de trabalho tenham impacto em outras cargas de trabalho de
gravagao sensiveis a laténcia. Nesses ambientes, é pratica recomendada aplicar uma politica de grupo de
QoS de teto de taxa de transferéncia nao compartilhada a cada LUN em cada maquina virtual de storage
(SVM) para restringir a taxa de transferéncia maxima de cada objeto de storage individual ao valor
especificado. Isso reduz a possibilidade de que um Unico workload possa influenciar negativamente outros
workloads.

Para fazer isso, € necessario criar uma politica de grupo com a CLI do cluster do ONTAP para cada SVM:

gos policy-group create -policy-group <policy-name> -vserver <vserver
name> -max-throughput 1000MB/s -is-shared false

Aplicado a cada LUN no SVM. Veja a seguir um exemplo para aplicar o grupo de politicas a todas as LUNs
existentes em uma SVM:

lun modify -vserver <vserver name> -path * -gos-policy-group <policy-
name>

Isso precisa ser feito para cada SVM. O nome do grupo de policia QoS para cada SVM precisa ser diferente.
Para novos LUNSs, a politica pode ser aplicada diretamente:
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lun create -vserver <vserver name> -path /vol/<volume name>/<lun name>
-size <size> -ostype <e.g. linux> -gos-policy-group <policy-name>

E recomendavel usar 1000 MB/s como taxa de transferéncia maxima para um determinado LUN. Se um
aplicativo exigir mais taxa de transferéncia, varios LUNs com distribuigdo de LUNs deverao ser usados para
fornecer a largura de banda necessaria. Este guia fornece um exemplo para SAP HANA baseado no Linux
LVM na se¢ao"Configuragao do host" .

@ O limite também se aplica a leituras. Portanto, use LUNs suficientes para cumprir os SLAs
necessarios para o tempo de inicializagao do banco de dados SAP HANA e para backups.

NetApp FabricPool

A tecnologia NetApp FabricPool ndo deve ser usada em sistemas de arquivos primarios ativos em sistemas
SAP HANA. Isso inclui os sistemas de arquivos para a area de dados e log, bem como 0 /hana/shared
sistema de arquivos. Isso resulta em performance imprevisivel, especialmente durante a inicializagdo de um
sistema SAP HANA.

O uso da politica de disposigao em camadas "somente snapshot" & possivel, bem como o uso do FabricPool
em geral em um destino de backup, como destino do SnapVault ou do SnapMirror.

O uso do FabricPool para disposigdo em camadas de copias Snapshot no storage primario ou o
uso do FabricPool em um destino de backup altera o tempo necessario para a restauragao e

@ recuperagédo de um banco de dados ou outras tarefas, como a criagédo de clones do sistema ou
sistemas de reparo. Leve isso em consideragao para Planejar sua estratégia geral de
gerenciamento de ciclo de vida e verifique se seus SLAs ainda estao sendo atendidos durante o
uso dessa fungao.

O FabricPool € uma boa opgéo para mover backups de log para outra camada de storage. A migragao de
backups afeta o tempo necessario para recuperar um banco de dados SAP HANA. Portanto, a opgéo
"disposigdo em camadas no minimo de dias de resfriamento” deve ser definida para um valor que coloque
backups de log, que sao rotineiramente necessarios para recuperagao, na camada de storage rapido local.

Configurar o armazenamento

A visao geral a seguir resume as etapas de configuragdo de armazenamento necessarias. Cada passo é
abordado com mais detalhes nas sec¢bes subsequentes. Antes de iniciar essas etapas, conclua a configuragcao
do hardware de storage, a instalagéo do software ONTAP e a conexao das portas FCP de storage a malha
SAN.

1. Verifique a configuragao correta da prateleira de disco, conforme descrito emConexdes de prateleira de
disco .
2. Crie e configure os agregados necessarios, conforme descrito em Configuracao de agregado.

3. Crie uma maquina virtual de storage (SVM), conforme descrito em Configuracao da maquina virtual de
armazenamento.

4. Crie interfaces ldgicas (LIFs), conforme descrito em Configuragao de interface logica.

5. Crie grupos de iniciadores (grupos de iniciadores) com nomes mundiais (WWNs) de SERVIDORES HANA,
conforme descrito na segao xref:./bp/HANA-fas-fc-storage-controller-setup.htmlGrupos de iniciadores.

6. Crie e configure volumes e LUNs dentro dos agregados conforme descrito na segéo "Configuracao de host
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unico" para hosts individuais ou em segéo "Configuragcao de multiplos hosts" para varios hosts

Conexodes de prateleira de disco

Com HDDs, é possivel conectar um maximo de duas gavetas de disco DS2246 ou quatro gavetas de disco
DS224C a uma stack SAS para fornecer o desempenho necessario para os hosts SAP HANA, como mostra a
figura a seguir. Os discos em cada gaveta devem ser distribuidos igualmente para as duas controladoras do
par de HA.

HA pair HA pair

L= ==

2x6Gb/s 2 x6Gb/s 2x12Gb/s 2 x12Gb/s
DS2246 /w HDDs

DS224C /w HDDs

Total: 24Gb/s per SAS stack

Total: 48Gb/s per SAS stack

Com os SSDs, € possivel conectar um maximo de um compartimento de disco a uma stack de SAS para
fornecer a performance necessaria para os hosts SAP HANA, como mostrado na figura a seguir. Os discos
em cada gaveta devem ser distribuidos igualmente para as duas controladoras do par de HA. Com o
compartimento de disco DS224C, o cabeamento SAS de quatro caminhos também pode ser usado, mas nao
€ necessario.

Storage controller HA pair Storage controller HA pair
2 x 6Gb/s 2 x 6Gb/s 2 x12Gb/s 2 x12Gbh/s
DS2246 DS224C
Total: 24Gb/s per SAS stack Total: 48Gb/s per SAS stack

Prateleiras de disco NVMe

Cada compartimento de disco NVMe de NS224 GB ¢ conetado a duas portas de 100GbE GbE por
controladora, conforme mostrado na figura a seguir. Os discos em cada gaveta devem ser distribuidos
igualmente para as duas controladoras do par de HA.
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Storage controller HA pair

2x 100GbE 2x 100GbE
NS224

(.,

Em geral, é necessario configurar dois agregados por controladora, independentemente do compartimento de
disco ou da tecnologia de disco (SSD ou HDD) usado. Esta etapa é necessaria para que vocé possa usar
todos os recursos disponiveis do controlador. Para sistemas da série FAS 2000, um agregado de dados &
suficiente.

Configuracao de agregado

Agregue a configuragdao com HDDs

A figura a seguir mostra uma configuragao para oito hosts SAP HANA. Quatro hosts SAP HANA sao
conectados a cada controlador de storage. Dois agregados separados, um em cada controlador de storage,
sao configurados. Cada agregado é configurado com 4 x 10, ou seja, 40 discos de dados (HDDs).
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HANA
hosts

Controller A Controller B

Storage

HA-pair

| TR

HANA Aggregate with 44 disks HANA Aggregate with 44 Disks
- 40 x Data Disks - 40 x Data Disks
- 4 x Parity Disks - 4 x Parity Disks

Root Aggregate with 3 Disks Root Aggregate with 3 Disks

1 Spare Disk 1 Spare Disk

Configuragao agregada com sistemas apenas SDD

Em geral, dois agregados por controladora devem ser configurados, independentemente do compartimento de
disco ou da tecnologia de disco (SSDs ou HDDs) usados.

A figura a seguir mostra uma configuracao de 12 hosts SAP HANA executados em um compartimento SAS de
12GB TB configurado com ADPv2. Seis hosts SAP HANA s&o conectados a cada controlador de storage.
Quatro agregados separados, dois em cada controlador de storage, sdo configurados. Cada agregado é
configurado com 11 discos com nove particdes de dados e duas particdes de disco de paridade. Para cada
controlador, duas partigdes de reposicao estdo disponiveis.
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Controller A Controller B

Storage
Controller
HA-pair
7 - 4
I’ Data p|p|o|ojo|o|ojo|of ﬂlﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂfﬁ:ﬂ Data I
IlﬁEErfgatfl_I 1|2|z|a|s|s|7|s|s}? 12|3|a|slel7]afs P[] Aceregate 12 |
s ' __I
: Dats p|o|o|o{p|o|o{p|D "zﬂﬂmﬂﬂﬂlﬂﬂﬂg  bata |
{Azgregate 21 |a|a2|alals|e]z]s]e . I-‘ 1|2|3alslel7]ale Ageregate 2 2 |
1 3 ] |
¥ B - : { = e I = o e
o 2 o 1
: Root | Root
{ Aggregate A J | Aggregats B |

Configuragao da maquina virtual de armazenamento

Cenarios de SAP de varios hosts com bancos de dados SAP HANA podem usar um unico SVM. Se
necessario, um SVM também pode ser atribuido a cada cenario SAP, caso seja gerenciado por equipes
diferentes dentro de uma empresa. As capturas de tela e saidas de comando neste documento usam um SVM

hana chamado .
Configuragao de interface légica

Na configuracdo do cluster de storage, uma interface de rede (LIF) deve ser criada e atribuida a uma porta
FCP dedicada. Se, por exemplo, quatro portas FCP forem necessarias por motivos de desempenho, quatro
LIFs devem ser criadas. A figura a seguir mostra uma captura de tela das oito LIFs configuradas no SVM.
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Durante a criagdo do SVM com o ONTAP 9 System Manager, todas as portas FCP fisicas necessarias podem
ser selecionadas e um LIF por porta fisica é criado automaticamente.

A figura a seguir mostra a criagao de SVM e LIFs com o Gerenciador de sistemas do ONTAP.
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N NetApp ONTAP System Manager | a400-sapcc ( Q) ‘search actions, objects, and pages ) 0 P e

Dashboard
Insights
Storage A Add storage VM ®
Overview
Storage VM name
Volumes

hana

LUNs
NVMe namespaces

Consistency groups

Access protocol
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SMB/CIFS, NF5S i5CSI @ FC NVMe
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Enable FC
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Node

| 3400-sapce-01 ~ ‘

IP address Subret mask

| 10.10.10.10 ‘ | 255.255.255.0

E Cance!

Grupos de iniciadores

Um grupo de servidores pode ser configurado para cada servidor ou para um grupo de servidores que exigem
acesso a um LUN. A configuragéo do igrupo requer os nomes de portas mundiais (WWPNs) dos servidores.

Usando a sanlun ferramenta, execute o seguinte comando para obter os WWPNs de cada host SAP HANA:
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stlrx300s8-6:~ # sanlun fcp show adapter
/sbin/udevadm
/sbin/udevadm

MESEOD ccococoo WWPN:2100000elel63700
RMOSEL ccoocoo WWPN:2100000elel63701

(D A sanlun ferramenta faz parte dos Utilitarios de host do NetApp e deve ser instalada em cada
host do SAP HANA. Mais detalhes podem ser encontrados na se¢ao "Configuracao do host."

Os grupos de iniciadores podem ser criados usando a CLI do cluster ONTAP.

lun igroup create -igroup <igroup name> -protocol fcp -ostype linux
-initiator <list of initiators> -vserver <SVM name>

Host Gnico

Host tnico

Esta seg¢ado descreve a configuragao do sistema de armazenamento NetApp especifico
para sistemas de host unico SAP HANA

Configuracao de volume e LUN para sistemas SAP HANA de host unico

A figura a seguir mostra a configuracao de volume de quatro sistemas SAP HANA de um unico host. Os
volumes de dados e log de cada sistema SAP HANA s&o distribuidos a diferentes controladores de storage.
Por exemplo, o volume SID1 data mnt00001 € configurado no controlador A e o volume

SID1 log mnt00001 € configurado no controlador B. em cada volume, um unico LUN é configurado.

Se apenas uma controladora de storage de um par de alta disponibilidade (HA) for usada para
@ os sistemas SAP HANA, os volumes de dados e volumes de log também poderao ser
armazenados na mesma controladora de storage.
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Sl

Storage
Controller
HA-pair

SID4_log_mnt0000

SID3 share
LUN: SID3_share

_data_mnt0000
LUN; sm_dam_mmmm

D1 SID2 SID3 SID4

HANA
Compute

Nodes

D2_log_mnt0O00

LUN; SID2_jog_mnt00001

slD3 data mnt0000

D2 data mntDO00

3_log mnt0000

SI01_log_mnt00001

D4 data mnt0000

SID2 share

sID4 share

SID1_share

LUN: SID1_share

LUN: 5ID2_share

Para cada host do SAP HANA, um volume de dados, um volume de log e um volume para /hana/shared
séo configurados. A tabela a seguir mostra um exemplo de configuragdo com quatro sistemas SAP HANA de

host Unico.

Finalidade

Dados, log e
volumes
compartilhados para
o sistema SID1

Dados, log e
volumes
compartilhados para
o sistema SID2

Dados, log e
volumes
compartilhados para
o sistema SID3

Dados, log e
volumes
compartilhados para
o sistema SID4

Agregar 1 no
controlador A

Agregar 2 no
controlador A

Agregado 1 no
controlador B

Agregado 2 no
controlador B

Volume
compartilhado:

Volume de dados:
SID1_data_mnt0000

Volume de log:
SID1_log_mnt00001

1 SID1_shared
- Volume de log: Volume de dados: Volume
SID2_log_mnt00001 SID2_data_mnt0000 compartilhado:
1 SID2_shared
Volume Volume de dados: Volume de log: -
compartilhado: SID3_data_mnt0000 SID3_log_mnt00001
SID3_shared 1
Volume de log: - Volume Volume de dados:
SID4_log_mnt00001 compartilhado: SID4 _data_mnt0000
SID4_shared 1

A tabela seguinte mostra um exemplo da configuragao do ponto de montagem para um sistema de host Unico.
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LUN Ponto de montagem no host Nota

HANA
SID1_data_mnt00001 /Hana/data/SID1/mnt00001 Montado usando a entrada
/etc/fstab
SID1_log_mnt00001 /Hana/log/SID1/mnt00001 Montado usando a entrada
/etc/fstab
SID1_shared /Hana/shared/SID1 Montado usando a entrada
letc/fstab

Com a configuragao descrita, 0 /usr/sap/SID1 diretério no qual o diretério home padrao do
usuario SID1adm esta armazenado, esta no disco local. Em uma configuragdo de recuperagao

@ de desastres com replicagdo baseada em disco, a NetApp recomenda a criagdo de um LUN
adicional dentro SID1 shared do volume para /usr/sap/SID1 o diretorio, para que todos os
sistemas de arquivos estejam no storage central.

Configuracao de volume e LUN para sistemas SAP HANA de host Gnico usando Linux LVM

O LVM Linux pode ser usado para aumentar o desempenho e para lidar com as limitacdes de tamanho de
LUN. Os diferentes LUNs de um grupo de volumes LVM devem ser armazenados em um agregado diferente e
em um controlador diferente. A tabela a seguir mostra um exemplo para dois LUNs por grupo de volume.

@ N&o é necessario usar o LVM com varios LUNs para atender aos KPIs do SAP HANA, mas é
recomendavel

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B

Dados, log e Volume de dados: Volume Data2 volume: Volume de log:

volumes SID1_data_mnt0000 compartilhado: SID1_data2_mnt000 SID1_log_mnt00001

compartilhados para 1 SID1_shared Log2 01

sistema baseado em volume:

LVM SID1_log2_mnt0000

1

Com a configuragao descrita, 0 /usr/sap/SID1 diretdrio no qual o diretério home padrédo do
usuario SID1adm esta armazenado, esta no disco local. Em uma configuragéo de recuperagao

@ de desastres com replicacéo baseada em disco, a NetApp recomenda a criagdo de um LUN
adicional dentro SID1 shared do volume para /usr/sap/SID1 o diretério, para que todos os
sistemas de arquivos estejam no storage central.

Opcoes de volume

As opgdes de volume listadas na tabela a seguir devem ser verificadas e definidas em todos os volumes
usados para o SAP HANA.

Acao ONTAP 9

Desativar copias Snapshot automaticas modificar vol —vserver <vserver-name> -volume
<volname> -snapshot-policy none
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Acgéao ONTAP 9

Desativar a visibilidade do diretério Snapshot vol modificar -vserver <vserver-name> -volume
<volname> -snapdir-access false

Criacao de LUNs, volumes e mapeamento de LUNs para grupos de iniciadores

Vocé pode usar o Gerenciador de sistemas do NetApp ONTAP para criar volumes de armazenamento e LUNs
e mapea-los para os grupos de servidores e a CLI do ONTAP. Este guia descreve o uso da CLI.

Criacao de LUNs, volumes e mapeamento de LUNs para grupos usando a CLI

Esta se¢do mostra um exemplo de configuragao usando a linha de comando com o ONTAP 9 para um sistema
de host unico SAP HANA com SID FC5 usando LVM e dois LUNs por grupo de volume LVM:

1. Crie todos os volumes necessarios.

vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
—encrypt false -space-guarantee none

2. Crie todos os LUNSs.
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lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

3. Crie o grupo iniciador para todas as portas pertencentes aos hosts sythe do FC5.

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—-initiator 10000090fadcc5fa,10000090fadcc5fb -vserver hana

4. Mapear todos os LUNs para o grupo de iniciadores criado.

lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
EFC5
lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5

Varios hosts
Varios hosts

Esta secdo descreve a configuracao do sistema de armazenamento NetApp especifico
para sistemas de hosts multiplos SAP HANA

Configuracéo de volume e LUN para sistemas SAP HANA de varios hosts

A figura a seguir mostra a configuragéo de volume de um 4 sistema SAP HANA de mais de 1 host com varios
hosts. Os volumes de dados e os volumes de log de cada host do SAP HANA sao distribuidos a diferentes
controladores de storage. Por exemplo, o volume SID data mnt00001 € configurado no controlador A e o
volume SID log mnt00001 € configurado no controlador B. um LUN é configurado em cada volume.
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“/hana/shared O volume precisa estar acessivel por todos os HOSTS HANA e,
portanto, é exportado pelo uso do NFS. Mesmo que ndo haja KPIs de
desempenho especificos para o " /hana/shared’ sistema de arquivos, a NetApp
recomenda o uso de uma conexdo Ethernet 10Gb.

@ Se apenas um controlador de storage de um par de HA for usado no sistema SAP HANA, os
volumes de dados e log também poderéo ser armazenados no mesmo controlador de storage.

Node 1 Node 2 Node 3 Node 4

HANA
Compute
Nodes

FCPaccessfor

NFS access for

data and log /hana/shared
Storage
Controller
HA-pair
51D data mntD000 D data mnt0000E sID_data_ mnt0000 SID_data mnt00004
sID_log mnt000O0Z SID_log_mnt00004 slD_log_mntDO001 SID_leg mntQ0003
LUN: SD_og_mni00004

SID_share

Para cada host do SAP HANA, um volume de dados e um volume de log séo criados. ‘/hana/shared’ O volume

€ usado por todos os hosts do sistema SAP HANA. A figura a seguir mostra um exemplo de configuragéo para
um 4 sistema SAP HANA de mais de 1 host com varios hosts.

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B

Volumes de dados e Volume de dados: - Volume de log: -

log paraond 1 SID_data_mnt00001 SID_log_mnt00001

Volumes de dados e Volume de log: - Volume de dados: -

log paraonod 2 SID_log_mnt00002 SID_data_mnt00002

Volumes de dados e — Volume de dados: - Volume de log:

log paraond 3 SID_data_mnt00003 SID_log_mnt00003
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Finalidade Agregar 1 no
controlador A

Volumes de dados e
log paraonod 4

Volume Volume
compartilhado para  compartilhado:
todos os hosts SID_shared

Agregar 2 no Agregado 1 no
controlador A controlador B

Volume de log: -
SID_log_mnt00004

Agregado 2 no
controlador B

Volume de dados:
SID_data_mnt00004

A tabela seguinte mostra a configuragdo e os pontos de montagem de um sistema de varios hosts com quatro

hosts SAP HANA ativos.

LUN ou volume

LUN: SID_data_mnt00001

LUN: SID_log_mnt00001

LUN: SID_data_mnt00002

LUN: SID_log_mnt00002

LUN: SID_data_mnt00003

LUN: SID_log_mnt00003

LUN: SID_data_mnt00004

LUN: SID_log_mnt00004

Volume: SID_shared

Ponto de montagem no host SAP Nota
HANA

/Hana/data/SID/mnt00001 Montado usando o conetor de
armazenamento
/Hana/log/SID/mnt00001 Montado usando o conetor de
armazenamento
/Hana/data/SID/mnt00002 Montado usando o conetor de
armazenamento
/Hana/log/SID/mnt00002 Montado usando o conetor de
armazenamento
/Hana/data/SID/mnt00003 Montado usando o conetor de
armazenamento
/Hana/log/SID/mnt00003 Montado usando o conetor de
armazenamento
/Hana/data/SID/mnt00004 Montado usando o conetor de
armazenamento
/Hana/log/SID/mnt00004 Montado usando o conetor de
armazenamento
/Hana/shared/SID Montado em todos os hosts usando

entrada NFS e /etc/fstab

Com a configuracgao descrita, 0 /usr/sap/SID diretdrio no qual o diretdrio inicial padréo do
usuario SIDadm é armazenado esta no disco local para cada host HANA. Em uma configuragao
@ de recuperacao de desastres com replicacdo baseada em disco, a NetApp recomenda a
criacdo de quatro subdiretorios adicionais SID shared no volume para o /usr/sap/SID
sistema de arquivos, de modo que cada host de banco de dados tenha todos os seus sistemas
de arquivos no storage central.

Configuracao de volume e LUN para sistemas SAP HANA de varios hosts usando Linux LVM

O LVM Linux pode ser usado para aumentar o desempenho e para lidar com as limitagdes de tamanho de
LUN. Os diferentes LUNs de um grupo de volumes LVM devem ser armazenados em um agregado diferente e
em um controlador diferente. A tabela a seguir mostra um exemplo para dois LUNs por grupo de volume para
um sistema de varios hosts SAP HANA de mais de 2 GB e 1 GB.
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@ N&ao é necessario usar o LVM para combinar varios LUNs para atender aos KPIs do SAP
HANA, mas é recomendado.

Finalidade Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B

Volumes de dados e Volume de dados: Volume Log2: Volume de log: Volume Data2:

log paraond 1 SID_data_mnt00001 SID log2 _mnt00001 SID_log mnt00001 SID_data2_mnt0000

1
Volumes de dados e Volume Log2: Volume de dados: Volume Data2: Volume de log:
log paraonod 2 SID_log2_mnt00002 SID data_mnt00002 SID_data2 _mnt0000 SID_log _mnt00002
2

Volume Volume - - —

compartilhado para  compartilhado:

todos os hosts SID_shared

Opcoes de volume

As opcdes de volume listadas na tabela a seguir devem ser verificadas e definidas em todos os volumes
usados para o SAP HANA.

Acgao ONTAP 9

Desativar cépias Snapshot automaticas modificar vol —vserver <vserver-name> -volume
<volname> -snapshot-policy none

Desativar a visibilidade do diretério Snapshot vol modificar -vserver <vserver-name> -volume
<volname> -snapdir-access false
Criacao de LUNs, volumes e mapeamento de LUNs para grupos de iniciadores

Vocé pode usar o Gerenciador de sistemas do NetApp ONTAP para criar volumes de armazenamento e LUNs
e mapea-los para os grupos de servidores e a CLI do ONTAP. Este guia descreve o uso da CLI.

Criacao de LUNs, volumes e mapeamento de LUNs para grupos usando a CLI

Esta se¢do mostra um exemplo de configuragao usando a linha de comando com o ONTAP 9 para um 2
sistema de varios hosts SAP HANA de mais de 1 TB com SID FC5 usando LVM e dois LUNs por grupo de
volume LVM.

1. Crie todos os volumes necessarios.
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vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00002 -aggregate aggr2 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data mnt00002 -aggregate aggr2 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00002 -aggregate aggr2 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00002 -aggregate aggr2 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
—encrypt false -space-guarantee none

2. Crie todos os LUNSs.
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lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data mnt00002/FC5 data mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00002/FC5 log mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class

regular

3. Crie o grupo para todos os servidores pertencentes ao sistema FC5.

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—-initiator 10000090fadcc5fa,10000090fadcc5fb,
10000090fadcc5¢cl,10000090fadeec5¢c2, 10000090fadcc5¢3,10000090fadecchc4

-vserver hana

4. Mapeie todos os LUNs para o grupo criado.
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lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data mnt00002/FC5 data mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -igroup HANA-
FC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log mnt00002/FC5 log mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -igroup HANA-FC5

API do conetor de storage do SAP HANA

Um conetor de storage é necessario apenas em ambientes de varios hosts que tenham
recursos de failover. Em configuragdes de varios hosts, o SAP HANA fornece
funcionalidade de alta disponibilidade para que um host de banco de dados SAP HANA
possa fazer failover para um host de reserva. Nesse caso, os LUNs do host com falha
séo acessados e usados pelo host de reserva. O conetor de armazenamento € usado
para garantir que uma particdo de armazenamento possa ser acessada ativamente por
apenas um host de banco de dados de cada vez.

Nas configuragdes de varios hosts do SAP HANA com storage NetApp, o conector de storage padréao
fornecido pela SAP é usado. O "Guia de administragcdo do SAP HANA FC Storage Connector" pode ser
encontrado como um anexo ao "SAP nota 1900823".

Configuracao do host

Antes de configurar o host, os Utilitarios de host SAN NetApp devem ser baixados do
"Suporte a NetApp" site e instalados nos servidores HANA. A documentacao do Utilitario
de host inclui informacdes sobre software adicional que deve ser instalado dependendo
do HBA FCP usado.

A documentacgéo também contém informacdes sobre configuragdes multipath especificas a versao Linux

usada. Este documento aborda as etapas de configuragao necessarias para o SLES 15 e Red Hat Enterprise
Linux 7,6 ou posterior, conforme descrito no "Linux Host Utilities 7,1 Guia de instalagéo e configuragao".

Configurar multipathing

@ As etapas de 1 a 6 devem ser executadas em todos os hosts de trabalho e de espera na
configuragéo de varios hosts do SAP HANA.

Para configurar multipathing, execute as seguintes etapas:

1. Execute o comando Linux rescan-scsi-bus.sh -a em cada servidor para descobrir novos LUNSs.

2. Execute 0 sanlun lun show comando e verifique se todos os LUNs necessarios estdo visiveis. O
exemplo a seguir mostra a sanlun lun show saida de comando para um 2 sistema HANA de mais de 1
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host com dois LUNs de dados e dois LUNs de log. A saida mostra os LUNs e os arquivos de dispositivo
correspondentes, como LUN SS3 data mnt00001 e o arquivo de dispositivo /dev/sdag . Cada LUN

tem oito caminhos de FC do host para as controladoras de storage.

sapcc-hana-tst:~ # sanlun lun show

controller (7mode/E-Series) /

host

vserver (cDOT/FlashRay)

adapter

protocol

lun

lun-pathname
product

device

filename

svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host21
svml
host20

svml

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

FCP

HEE

500g

500g

500g

1t

1t

1t

1t

500g

500g

500g

500g

1t

1t

1t

1t

500g

FC5 log2 mnt00002
cDOT

FC5 log mnt00002
cDOT

FC5 log2 mnt00001
cDOT

FC5 log mnt00001
cDOT

FC5 dataZ mnt00002
cDOT

FC5 data mnt00002
cDOT

FC5 dataz2 mnt00001
cDOT

FC5 data mnt00001
cDOT

FC5 log2 mnt00002
cDOT

FC5 log mnt00002
cDOT

FC5 log2 mnt00001
cDOT

FC5 log mnt00001
cDOT

FC5 dataZ2 mnt00002
cDOT

FC5 data mnt00002
cDOT

FC5 data2 mnt00001
cDOT

FC5 data mnt00001
cDOT

FC5 log2 mnt00002
cDOT

FC5 log mnt00002

/dev/sdbb

/dev/sdba

/dev/sdaz

/dev/sday

/dev/sdax

/dev/sdaw

/dev/sdav

/dev/sdau

/dev/sdat

/dev/sdas

/dev/sdar

/dev/sdaqg

/dev/sdap

/dev/sdao

/dev/sdan

/dev/sdam

/dev/sdal

/dev/sdak
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host20 EEE 500g cDOT

svml FC5 log2 mnt00001 /dev/sdaj
host20 FCP 500g cDOT

svml FC5 log mnt00001 /dev/sdai
host20 FCP 500g cDOT

svml FC5 data2 mnt00002 /dev/sdah
host20 HEE 1t cDOT

svml FC5 data mnt00002 /dev/sdag
host20 FCP 1t cDOT

svml FC5 data2 mnt00001 /dev/sdaf
host20 FCP 1t cDOT

svml FC5 data mnt00001 /dev/sdae
host20 ECP 1t cDOT

svml FC5 log2 mnt00002 /dev/sdad
host20 FCP 500g cDOT

svml FC5 log mnt00002 /dev/sdac
host20 FCP 5009 cDOT

svml FC5 log2 mnt00001 /dev/sdab
host20 FCP 500g cDOT

svml FC5 log mnt00001 /dev/sdaa
host20 FCP 500g cDOT

svml FC5 data2 mnt00002 /dev/sdz
host20 FCP 1t cDOT

svml FC5 data mnt00002 /dev/sdy
host20 FCP 1t cDOT

svml FC5 data2 mnt00001 /dev/sdx
host20 FCP 1t cDOT

svml FC5 data mnt00001 /dev/sdw
host20 FCP 1t cDOT

3. Execute omultipath -remultipath -11 comando para obter os identificadores mundiais (WWIDs)
para os nomes de arquivos do dispositivo.

@ Neste exemplo, ha oito LUNs.

sapcc-hana-tst:~ # multipath -r
sapcc-hana-tst:~ # multipath -11
3600a098038314e63492b59326b4b786d dm-7 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active
|- 20:0:4:2 sdaf 65:240 active ready running

|- 20:0:5:2 sdx 65:112 active ready running
|- 21:0:4:2 sdav 66:240 active ready running
"= 21:0:6:2 sdan 66:112 active ready running
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3600a098038314e63492b59326b4b786e dm-9 NETAPP,LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:4 sdah 66:16 active
|- 20:0:5:4 sdz 65:144 active
|- 21:0:4:4 sdax 67:16 active
- 21:0:6:4 sdap 66:144 active

3600a098038314e63492b59326b4b786£f dm-11 NETAPP,LUN C-Mode

ready
ready
ready
ready

running
running
running

running

s1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:6 sdaj 66:48 active
|- 20:0:5:6 sdab 65:176 active
|- 21:0:4:6 sdaz 67:48 active
- 21:0:6:6 sdar 66:176 active

3600a098038314e63492b59326b4b7870 dm-13 NETAPP,LUN C-Mode

ready
ready
ready
ready

running
running
running

running

size=500G features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active
|- 20:0:5:8 sdad 65:208 active
|- 21:0:4:8 sdbb 67:80 active
- 21:0:6:8 sdat 66:208 active

ready
ready
ready
ready

3600a098038314e63532459326d495a64 dm-6
size=1.0T features='3 queue if no path

alua' wp=rw

running
running
running
running
NETAPP, LUN C-Mode

pPg_init retries 50' hwhandler='l

"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:1 sdae 65:224 active
|- 20:0:5:1 sdw 65:96 active
|- 21:0:4:1 sdau 66:224 active
- 21:0:6:1 sdam 66:96 active

ready
ready
ready
ready

3600a098038314e63532459326d495a65 dm-38

size=1.0T features='3 queue if no path

alua' wp=rw

running
running
running
running
NETAPP, LUN C-Mode

Pg init retries 50' hwhandler='l

"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:3 sdag 66:0 active
|- 20:0:5:3 sdy 65:128 active
|- 21:0:4:3 sdaw 67:0 active
- 21:0:6:3 sdao 66:128 active

3600a098038314e63532459326d495a66 dm-10 NETAPP,LUN C-Mode

ready
ready
ready
ready

running
running
running

running

size=500G features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running
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|- 21:0:4:5 sday 67:32 active ready running

"— 21:0:6:5 sdag 66:160 active ready running
3600a098038314e63532459326d495a67 dm-12 NETAPP,LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
‘—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running
|- 21:0:4:7 sdba 67:64 active ready running
"= 21:0:6:7 sdas 66:192 active ready running

4. Edite 0 /etc/multipath.conf arquivo e adicione os WWIDs e nomes de alias.

A saida de exemplo mostra o contetido do /etc/multipath.conf arquivo, que inclui

@ nomes de alias para os quatro LUNs de um sistema de varios hosts 2-1. Se ndo houver
nenhum arquivo multipath.conf disponivel, vocé pode criar um executando o seguinte
comando: multipath -T > /etc/multipath.conft.
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sapcc-hana-tst:/ # cat /etc/multipath.conf

multipaths {

multipath {

wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

1

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid
alias

}

multipath {
wwid

alias

3600a098038314e63492b59326b4b786d
svml-FC5 dataz mnt00001

3600a098038314e63492b59326b4b786e
svml-FC5 data2 mnt00002

3600a098038314e63532459326d495a64
svml-FC5 data mnt00001

3600a098038314e63532459326d495a65
svml-FC5 data mnt00002

3600a098038314e63492b59326b4b786f
svml-FC5 log2 mnt00001

3600a098038314e63492b59326b4b7870
svml-FC5 log2 mnt00002

3600a098038314e63532459326d495a66
svml-FC5 log mnt00001

3600a098038314e63532459326d495a67
svml-FC5 log mnt00002

5. Execute omultipath -r comando para recarregar o mapa de dispositivos.

6. Verifique a configuragdo executando o multipath -11 comando para listar todos os LUNs, nomes de
alias e caminhos ativos e de espera.

®

A saida de exemplo a seguir mostra a saida de um 2 sistema HANA de varios hosts de

mais de 1 U com dois dados e dois LUNs de log.
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sapcc-hana-tst:~ # multipath -11
hsvml-FC5 dataZ mnt00001
NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time
sdaf 65:240

|= 203

|- 20
|- 21
- 21

svml-FC5 data2 mnt00002

:0
:0
:0

0:

4:
:5:
14
16:

2
2
2
2

sdx

65:

112

sdav 66:240
sdan 66:112

NETAPP, LUN C-Mode
size=1.0T features='3 queue if no path pg init retries 50' hwhandler='l

alua' wp=rw

"—+- policy='service-time 0'
|- 20:

|- 20
|- 21
- 21

:0
:0
:0

O:

4:
:5:
14
16:

4
4
4
4

svml-FC5 data
NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50'

alua' wp=rw

sdah 66:16

sdz

65

:144

sdax 67:16
sdap 66:144

~mnt00001

"—+- policy='service-time
sdae 65:224

|- 20
|- 20
|- 21
- 21

:0
:0
:0
:0

14
:5:
14
16:

1
1
1
1

svml-FC5 data
NETAPP, LUN C-Mode

size=1.0T features='3 queue if no path pg init retries 50'

alua' wp=rw

"—+- policy='service-time 0'
66:

|- 20
|- 20
|- 21
- 21

svml-FC5 log2 mnt00001

:0:4:3
:0:5:3
:0:4:3
:0:6:3

sdw

65

: 96

sdau 66:224
sdam 66:96

~mnt00002

sdag
sdy

sdaw
sdao

NETAPP, LUN C-Mode

s1ze=500G features='3 queue if no path pg init retries 50'

alua' wp=rw

"—+- policy='service-time 0'
|= 203
|- 20:
|- 21:
= 213

o O O

:5:
24
363

0:4:06

o Oy O

sda’j
sdab
sdaz
sdar

65

67:

66

66:
65:
67:
66:

0
:128
0
:128

48
176
48
176

0' prio=50 status=active

active
active
active

active

active
active
active

active

0' prio=50 status=active

active
active
active

active

active
active
active

active

active
active
active

active

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

ready
ready
ready
ready

running
running
running

running

(3600a098038314e63492b59326b4b786¢e)

prio=50 status=active

running
running
running

running

(3600a098038314e63532459326d495a64)

running
running
running

running

(3600a098038314e63532459326d495a65)

prio=50 status=active

running
running
running

running

(3600a098038314e63492b59326b4b786f)

prio=50 status=active

running
running
running

running

(3600a098038314e63492b59326b4b786d) dm-7

dm-9

dm-6

hwhandler="'1

dm-8

hwhandler="'1

dm-11

hwhandler="1



svml-FC5 log2 mnt00002 (3600a098038314e63492b59326b4b7870) dm-13
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:8 sdal 66:80 active ready running

|- 20:0:5:8 sdad 65:208 active ready running

|- 21:0:4:8 sdbb 67:80 active ready running

- 21:0:6:8 sdat 66:208 active ready running
svml-FC5 log mnt00001 (3600a098038314e63532459326d495a66) dm-10
NETAPP, LUN C-Mode
si1ze=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:5 sdai 66:32 active ready running

|- 20:0:5:5 sdaa 65:160 active ready running

|- 21:0:4:5 sday 67:32 active ready running

- 21:0:6:5 sdag 66:160 active ready running
svml-FC5 log mnt00002 (3600a098038314e€63532459326d495a67) dm-12
NETAPP, LUN C-Mode
size=500G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

|- 20:0:4:7 sdak 66:64 active ready running

|- 20:0:5:7 sdac 65:192 active ready running
|- 21:0:4:7 sdba 67:64 active ready running
- 21:0:6:7 sdas 66:192 active ready running

Configuragao de host unico
Configuracéao de host unico
Este capitulo descreve a configuragcdo de um host unico SAP HANA usando Linux LVM.

Configuracado de LUN para sistemas de host inico SAP HANA

No host SAP HANA, grupos de volume e volumes logicos precisam ser criados e montados, como indicado na
tabela a seguir.

Volume l6gico/LUN Ponto de montagem no host SAP Nota
HANA
LV: FC5_data_mnt0000-vol /hana/dados/FC51/mnt00001 Montado usando a entrada
letclfstab
LV: FC5_log_mnt00001-vol /Hana/log/FC5/mnt00001 Montado usando a entrada
letc/fstab
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Volume légico/LUN Ponto de montagem no host SAP Nota
HANA

LUN: FC5_shared /Hana/shared/FC5 Montado usando a entrada
/etc/fstab

Com a configuragao descrita, 0 /usr/sap/FC5 diretério no qual o diretodrio inicial padréo do
usuario FC5adm é armazenado esta no disco local. Em uma configuragdo de recuperagao de

(D desastres com replicacao baseada em disco, a NetApp recomenda a criagdo de um LUN
adicional dentro do FC5 shared volume para o /usr/sap/FC5 diretério para que todos os
sistemas de arquivos figuem no armazenamento central.

Crie grupos de volumes LVM e volumes légicos

1. Inicialize todos os LUNs como um volume fisico.

pvcreate /dev/mapper/hana-FC5 data mnt00001
pvcreate /dev/mapper/hana-FC5 data2 mnt00001
pvcreate /dev/mapper/hana-FC5 log mnt00001

pvcreate /dev/mapper/hana-FC5 log2 mnt00001

2. Crie os grupos de volume para cada particao de dados e log.

vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001

vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001

3. Crie um volume légico para cada particao de dados e log. Use um tamanho de faixa que seja igual ao
numero de LUNs usados por grupo de volume (neste exemplo, é dois) e um tamanho de faixa de 256K
para dados e 64k para log. O SAP suporta apenas um volume légico por grupo de volumes.

lvcreate --extents 100%FREE -i 2 -I 256k —--name vol FC5 data mnt00001
lvcreate --extents 100%FREE -1 2 -I 64k --name vol FC5 log mnt00001

4. Examine os volumes fisicos, os grupos de volume e os grupos de vol em todos os outros hosts.

modprobe dm mod
pvscan
vgscan

lvscan

@ Se esses comandos nao localizarem os volumes, sera necessario reiniciar.
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Para montar os volumes légicos, os volumes logicos devem ser ativados. Para ativar os volumes, execute o
seguinte comando:

vgchange -a y

Criar sistemas de arquivos

Crie o sistema de arquivos XFS em todos os volumes logicos de dados e log € no LUN compartilhado hana.

mkfs.xfs /dev/mapper/FC5 data mnt00001-vol
mkfs.xfs /dev/mapper/FC5 log mnt00001-vol
mkfs.xfs /dev/mapper/svml-FC5 shared

Crie pontos de montagem

Crie os diretérios de ponto de montagem necessarios e defina as permissdes no host do banco de dados:

sapcc—hana-tst: mkdir -p /hana/data/FC5/mnt00001
mkdir -p /hana/log/FC5/mnt00001
mkdir -p /hana/shared

chmod -R 777 /hana/log/FC5

chmod -R 777 /hana/data/FC5

chmod 777 /hana/shared

sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:

N U
S o o o % %

sapcc-hana-tst:

Montar sistemas de arquivos

Para montar sistemas de arquivos durante a inicializagao do sistema usando o /etc/fstab arquivo de
configuragéo, adicione os sistemas de arquivos necessarios ao /etc/fstab arquivo de configuragao:

# cat /etc/fstab

/dev/mapper/hana-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/FC5 log mnt00001-vol /hana/log/FC5/mnt00001 xfs
relatime, inode6cd4d 0 0

/dev/mapper/FC5 data mnt00001-vol /hana/data/FC5/mnt00001 xfs
relatime, inodecd4d 0 O

(D Os sistemas de arquivos XFS para os LUNs de dados e log devem ser montados com as
relatime opgdes de montagem e inode64 .

Para montar os sistemas de arquivos, execute 0 mount —a comando no host.

Configuragao de multiplos hosts
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Configuragao de multiplos hosts

Este capitulo descreve a configuragcao de um sistema de multiplos hosts SAP HANA 2+1

como exemplo.

Configuracdo de LUN para sistemas SAP HANA de muiltiplos hosts

No host SAP HANA, grupos de volume e volumes logicos precisam ser criados e montados, como indicado na

tabela a seguir.

Volume légico (LV) ou volume

HANA
LV: FC5_data_mnt00001-vol /Hana/data/FC5/mnt00001
LV: FC5_log_mnt00001-vol /Hana/log/FC5/mnt00001
LV: FC5_data_mnt00002-vol /Hana/data/FC5/mnt00002
LV: FC5_log_mnt00002-vol /Hana/log/FC5/mnt00002
Volume: FC5_compartilhado /hana/compartilhado

Ponto de montagem no host SAP Nota

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado usando o conetor de
armazenamento

Montado em todos os hosts usando
entrada NFS e /etc/fstab

Com a configuragao descrita, 0 /usr/sap/FC5 diretdrio no qual o diretdrio inicial padrao do
usuario FC5adm é armazenado esta no disco local de cada host HANA. Em uma configuragao
@ de recuperacao de desastres com replicagdo baseada em disco, a NetApp recomenda a
criagdo de quatro subdiretorios adicionais no FC5 shared volume para o /usr/sap/FC5
sistema de arquivos para que cada host de banco de dados tenha todos os seus sistemas de
arquivos no armazenamento central.

Crie grupos de volumes LVM e volumes légicos

1. Inicialize todos os LUNs como um volume fisico.

pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate
pvcreate

/dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001
/dev/mapper/hana-FC5 data mnt00002
/dev/mapper/hana-FC5 data2 mnt00002
/dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001
/dev/mapper/hana-FC5 log mnt00002
/dev/mapper/hana-FC5 log2 mnt00002

2. Crie os grupos de volume para cada particado de dados e log.
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vgcreate FC5 data mnt00001 /dev/mapper/hana-FC5 data mnt00001
/dev/mapper/hana-FC5 data2 mnt00001
vgcreate FC5 data mnt00002 /dev/mapper/hana-FC5 data mnt00002
/dev/mapper/hana-FC5 data2 mnt00002
vgcreate FC5 log mnt00001 /dev/mapper/hana-FC5 log mnt00001
/dev/mapper/hana-FC5 log2 mnt00001
vgcreate FC5 log mnt00002 /dev/mapper/hana-FC5 log mnt00002
/dev/mapper/hana-FC5 log2 mnt00002

3. Crie um volume logico para cada particao de dados e log. Use um tamanho de faixa que seja igual ao
numero de LUNs usados por grupo de volume (neste exemplo, é dois) e um tamanho de faixa de 256K
para dados e 64k para log. O SAP suporta apenas um volume légico por grupo de volumes.

lvcreate --extents 100%FREE
lvcreate --extents 100%FREE
lvcreate --extents 100%FREE
lvcreate --extents 100%FREE

=3,
=1,
=i

=3l

2
2
2
2

-I
-I
-I
-I

256k --name vol FC5 data mnt00001
256k --name vol FC5 data mnt00002
64k --name vol FC5 log mnt00002
64k --name vol FC5 log mnt00001

4. Examine os volumes fisicos, os grupos de volume e os grupos de vol em todos os outros hosts.

modprobe dm mod

pvscan

vgscan

lvscan

®

Se esses comandos ndo localizarem os volumes, sera necessario reiniciar.

Para montar os volumes légicos, os volumes logicos devem ser ativados. Para ativar os volumes, execute o
seguinte comando:

vgchange -a y

Criar sistemas de arquivos

Crie o sistema de arquivos XFS em todos os dados e volumes logicos de log.

mkfs.
mkfs.
mkfs.
mkfs.

xfs
xfs
xfs
xfs

/dev/mapper/FC5 data mnt00001-vol
/dev/mapper/FC5 data mnt00002-vol
/dev/mapper/FC5 log mnt00001-vol
/dev/mapper/FC5 log mnt00002-vol
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Crie pontos de montagem

Crie os diretorios de ponto de montagem necessarios e defina as permissdes em todos os hosts de trabalho e

de espera:

sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:
sapcc-hana-tst:

U N N
.

sapcc-hana-tst:

mkdir
mkdir
mkdir
mkdir
mkdir
chmod
chmod

/hana/data/FC5/mnt00001
/hana/log/FC5/mnt00001
/hana/data/FC5/mnt00002
/hana/log/FC5/mnt00002
/hana/shared

777 /hana/log/FC5

777 /hana/data/FC5

chmod 777 /hana/shared

Montar sistemas de arquivos

Para montar o /hana/shared sistemas de arquivos durante a inicializagdo do sistema usando o
/etc/fstab arquivo de configuragao, adicione o /hana/shared sistema de arquivos para o /etc/fstab
arquivo de configuragéo de cada host.

sapcc-hana-tst:/ # cat /etc/fstab
<storage-ip>:/hana shared /hana/shared nfs rw,vers=3,hard, timeo=600,

intr,noatime,nolock 0 O

(D Todos os sistemas de arquivos de log e dados s&do montados pelo conector de storage SAP

HANA.

Para montar os sistemas de arquivos, execute o mount -a comando em cada host.

Configuracao de stack de e/S para SAP HANA

A partir do SAP HANA 1,0 SPS10, a SAP introduziu parametros para ajustar o
comportamento de e/S e otimizar o banco de dados para o sistema de arquivos e

storage usado.

A NetApp realizou testes de desempenho para definir os valores ideais. A tabela a seguir lista os valores
ideais como inferidos dos testes de desempenho.

Parametro
max_parallel_io_requests
async_read_submit
async_write_submit_active

async_write_submit_blocks

Valor
128
ligado
ligado
tudo

Para SAP HANA 1,0 até SPS12HANA, esses parametros podem ser definidos durante a instalacao do banco
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de dados SAP HANA, conforme descrito no SAP "2267798 — Configuragéao do banco de dados SAP HANA
durante a instalacdo usando hdbparam" Note .

Como alternativa, os parametros podem ser definidos apds a instalacao do banco de dados SAP HANA
usando a hdbparam estrutura.

SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.max parallel io requests=128
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.async write submit active=on
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDB00> hdbparam —--paramset
fileio.async read submit=on
SS3adm@stlrx300s8-6:/usr/sap/SS3/HDBO0> hdbparam --paramset
fileio.async write submit blocks=all

A partir do SAP HANA 2,0, hdbparam esta obsoleto e os pardmetros foram movidos para o global.ini
arquivo. Os parametros podem ser definidos usando comandos SQL ou SAP HANA Studio. Para obter mais
informacgdes, consulte SAP "2399079 - eliminacao do hdbparam em HANA 2" Note . Os parametros também
podem ser definidos dentro do global. ini arquivo.

SS3adm@stlrx300s8-6:/usr/sap/SS3/SYS/global/hdb/custom/config> cat
global.ini

[fileio]

async_read submit = on
async_write submit active = on
max parallel io requests = 128

async_write submit blocks = all

Com o SAP HANA 2,0 SPS5 e posterior, vocé pode usar o 'etParameter.pyHANA' para definir os parametros
mencionados acima.

fcSadm@sapcc-hana-tst-03:/usr/sap/FC5/HDB00/exe/python support>

python setParameter.py
-set=SYSTEM/global.ini/fileio/max parallel io requests=128

python setParameter.py -set=SYSTEM/global.ini/fileio/async read submit=on
python setParameter.py
-set=SYSTEM/global.ini/fileio/async _write submit active=on

python setParameter.py
-set=SYSTEM/global.ini/fileio/async write submit blocks=all

Instalagao do software SAP HANA

Veja a seguir os requisitos para a instalacdo do software SAP HANA.
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Instalar em sistema de host tnico

A instalacao do software SAP HANA nao requer preparagao adicional para um sistema de host Unico.

Instale em sistema de varios hosts

(D O procedimento de instalagéo a seguir € baseado no SAP HANA 1,0 SPS12 ou posterior.

Antes de iniciar a instalacdo, crie um global. ini arquivo para permitir o uso do conetor de armazenamento
SAP durante o processo de instalagdo. O conetor de armazenamento SAP monta os sistemas de arquivos
necessarios nos hosts de trabalho durante o processo de instalagdo. O global.ini arquivo deve estar
disponivel em um sistema de arquivos que seja acessivel a partir de todos os hosts, como o
/hana/shared/SID sistema de arquivos.

Antes de instalar o software SAP HANA em um sistema de varios hosts, as etapas a seguir devem ser
concluidas:

1. Adicione as seguintes opgbes de montagem para os LUNs de dados e os LUNs de log ao global.ini
arquivo:

° relatime e inode64 para o sistema de arquivos de dados e log

2. Adicione os WWIDs das partigdes de dados e log. Os WWIDs devem corresponder aos nomes de alias
configurados no /etc/multipath.conf arquivo.

A saida a seguir mostra um exemplo de uma configuragao de varios hosts 2-1, na qual o identificador do
sistema (SID) é SS3.

stlrx300s8-6:~ # cat /hana/shared/global.ini
[communication]

listeninterface = .global

[persistence]

basepath datavolumes = /hana/data/SS3

basepath logvolumes = /hana/log/SS3

[storage]

ha provider = hdb ha.fcClient

partition * * prtype = 5
partition * data mountoptions = -o relatime,inode64
partition * log mountoptions = -o relatime,inode64,nobarrier
partition 1 data wwid = hana-SS3 data mnt00001
partition 1 log wwid = hana-SS3 log mnt00001
partition 2 data wwid = hana-SS3 data mnt00002
partition 2 log wwid = hana-SS3 log mnt00002

[system information]

usage = custom
[trace]
ha fcclient = info

stlrx300s8-6:~ #

Se o LVM for usado, a configuragao necessaria sera diferente. O exemplo abaixo mostra uma
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configuragéo de varios hosts 2-1 com SID-FC5.

sapcc-hana-tst-03:/hana/shared # cat global.ini
[communication]

listeninterface = .global

[persistence]

basepath datavolumes = /hana/data/FC5

basepath logvolumes = /hana/log/FC5

[storage]

ha provider = hdb ha.fcClientLVM
partition * * prtype = 5
partition * data mountOptions = -o relatime,inode64
partition * log mountOptions = -o relatime,inode64
partition 1 data lvmname = FC5 data mnt00001-vol
partition 1 log lvmname = FC5 log mnt00001-vol
partition 2 data lvmname = FC5 data mnt00002-vol
partition 2 log 1lvmname = FC5 log mnt00002-vol
sapcc-hana-tst-03:/hana/shared #

Usando a ferramenta de instalagdo SAP hdblcm, inicie a instalagdo executando o seguinte comando em
um dos hosts de trabalho. Use a addhosts opgdo para adicionar o segundo trabalhador (sapcc-HANA-

tst-06) e o host de reserva (sapcc-HANA-tst-07). O diretério onde o arquivo foi preparado global.ini
armazenado é incluido com a storage cfg opg¢do CLI (--storage cfg=/hana/shared).
Dependendo da versao do sistema operacional que esta sendo usada, talvez seja necessario instalar o
phyton 2,7 antes de instalar o banco de dados SAP HANA.

/hdblcm --action=install --addhosts=sapcc-hana-tst
-06:role=worker:storage partition=2, sapcc-hana-tst-07:role=standby
--storage cfg=/hana/shared/

AP HANA Lifecycle Management - SAP HANA Database 2.00.073.00.1695288802
R IR i A b IR I b b b 2b b b db b Sb b SR b b 2 b b dh b b b S b 2R S b b b b 2R b db b db b 2 db b b Sb i 2b S db b db b e db b b S b dh S 4

Scanning software locations...
Detected components:
SAP HANA AFL (incl.PAL,BFL,OFL) (2.00.073.0000.1695321500) in
/mnt/sapcc-share/software/SAP/HANA2SPST-
73/DATA UNITS/HDB AFL LINUX X86 64/packages
SAP HANA Database (2.00.073.00.1695288802) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/HDB SERVER LINUX X86 64/server
SAP HANA Database Client (2.18.24.1695756995) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA_UNITS/HDB_CLIENT LINUX X86 64/SAP HANA CLIENT/client
SAP HANA Studio (2.3.75.000000) in /mnt/sapcc-

foi
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share/software/SAP/HANA2SPS7-73/DATA UNITS/HDB_STUDIO LINUX X86 64/studio

SAP HANA Local Secure Store (2.11.0) in /mnt/sapcc-
share/software/SAP/HANA2SPST7-
73/DATA UNITS/HANA LSS 24 LINUX X86 64/packages

SAP HANA XS Advanced Runtime (1.1.3.230717145654) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/XSA RT 10 LINUX X86 64/packages

SAP HANA EML AFL (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/HDB EML AFL 10 LINUX X86 64/packages

SAP HANA EPM-MDS (2.00.073.0000.1695321500) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/SAP HANA EPM-MDS 10/packages

Automated Predictive Library (4.203.2321.0.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-73/DATA UNITS/PAAPL4 H20 LINUX X86 64/apl-
4.203.2321.0-hana2sp03-1linux x64/installer/packages

GUI for HALM for XSA (including product installer) Version 1 (1.015.0)
in /mnt/sapcc-share/software/SAP/HANA2SPST-
73/DATA_UNITS/XSA_CONTENT_]_O/XSACALMPIUI15_0 .z1ip

XSAC FILEPROCESSOR 1.0 (1.000.102) in /mnt/sapcc-
share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACFILEPROCO00 102.zip

SAP HANA tools for accessing catalog content, data preview, SQL
console, etc. (2.015.230503) in /mnt/sapcc-share/software/SAP/HANA2SPST-
73/DATA UNITS/XSAC_HRTT 20/XSACHRTT15 230503.zip

Develop and run portal services for customer applications on XSA
(2.007.0) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA_UNITS/XSA_CONTENT_]_O/XSACPORTALSERVO 7_0 .zip

The SAP Web IDE for HANA 2.0 (4.007.0) in /mnt/sapcc-
share/software/SAP/HANA2SPS7~-
73/DATA UNITS/XSAC_SAP WEB IDE 20/XSACSAPWEBIDEO7 0.zip

XS JOB SCHEDULER 1.0 (1.007.22) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/XSA CONTENT 10/XSACSERVICES07 22.zip

SAPUI5 FESV6 XSA 1 - SAPUI5 1.71 (1.071.52) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV671 52.zip

SAPUI5 FESV9 XSA 1 - SAPUI5 1.108 (1.108.5) in /mnt/sapcc-
share/software/SAP/HANA2SPS7 -
73/DATA UNITS/XSA CONTENT 10/XSACUISFESV9108 5.zip

SAPUI5 SERVICE BROKER XSA 1 - SAPUI5 Service Broker 1.0 (1.000.4) in
/mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACUISSB00 4.zip

XSA Cockpit 1 (1.001.37) in /mnt/sapcc-share/software/SAP/HANA2SPS7-
73/DATA UNITS/XSA CONTENT 10/XSACXSACOCKPITO0l 37.zip

SAP HANA Database version '2.00.073.00.1695288802"' will be installed.
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Select additional components for installation:

Index | Components | Description

1 | all | All components

2 | server | No additional components

3 | client | Install SAP HANA Database Client version
2.18.24.1695756995

4 | 1lss | Install SAP HANA Local Secure Store version
2.11.0

5 | studio | Install SAP HANA Studio version 2.3.75.000000

6 | xs | Install SAP HANA XS Advanced Runtime version
1.1.3.230717145654

7 | afl | Install SAP HANA AFL (incl.PAL,BFL,OFL)
version 2.00.073.0000.1695321500

8 | eml | Install SAP HANA EML AFL version
2.00.073.0000.1695321500

9 | epmmds | Install SAP HANA EPM-MDS wversion
2.00.073.0000.1695321500

10 | sap afl sdk apl | Install Automated Predictive Library version

4.203.2321.0.0

Enter comma-separated list of the selected indices [3,4]: 2,3

Verify that the installation tool installed all selected components at all
worker and standby hosts.

Adicao de particoes de volume de dados adicionais para sistemas SAP HANA de um unico host

A partir do SAP HANA 2,0 SPS4, particdes de volume de dados adicionais podem ser
configuradas. Esse recurso permite configurar duas ou mais LUNs para o volume de
dados de um banco de dados de locatario do SAP HANA e dimensionar além dos limites
de tamanho e performance de um unico LUN.

@ Nao é necessario usar varias partigbes para cumprir os KPIs do SAP HANA. Um unico LUN
com uma unica particdo cumpre os KPIs necessarios.

O uso de duas ou mais LUNs individuais para o volume de dados esta disponivel apenas para
@ sistemas SAP HANA de host unico. O conector de storage SAP necessario para sistemas SAP
HANA de varios hosts da suporte apenas a um dispositivo para o volume de dados.

Vocé pode adicionar mais particdes de volume de dados a qualquer momento, mas pode exigir a
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reinicializacdo do banco de dados SAP HANA.

Habilitando particoes adicionais de volume de dados

Para ativar particdes de volume de dados adicionais, execute as seguintes etapas:

1. Adicione a seguinte entrada dentro do global.ini arquivo:

[customizable functionalities]
persistence datavolume partition multipath = true

2. Reinicie o banco de dados para ativar o recurso. Adicionar o parametro através do SAP HANA Studio ao
global.ini arquivo usando a configuragdo Systemdb impede a reinicializacdo do banco de dados.

Configuragdo de volume e LUN

O layout de volumes e LUNs é semelhante ao layout de um unico host com uma particao de volume de dados,
mas com um volume de dados adicional e LUN armazenados em um agregado diferente como volume de log
e outro volume de dados. A tabela a seguir mostra um exemplo de configuracao de sistemas SAP HANA de
um unico host com duas particées de volume de dados.

Agregar 1 no Agregar 2 no Agregado 1 no Agregado 2 no
controlador A controlador A controlador B controlador B
Volume de dados: Volume compartilhado: Volume de dados: Volume de log:
SID_data_mnt00001 SID_shared SID_data2_mnt00001 SID_log_mnt00001

A tabela seguinte mostra um exemplo da configuragdo do ponto de montagem para um sistema de um unico
host com duas particdes de volume de dados.

LUN Ponto de montagem no host Nota
HANA

SID_data_mnt00001 /Hana/data/SID/mnt00001 Montado usando a entrada
letc/fstab

SID_data2_mnt00001 /Hana/data2/SID/mnt00001 Montado usando a entrada
/etc/fstab

SID_log_mnt00001 /Hana/log/SID/mnt00001 Montado usando a entrada
/etc/fstab

SID_shared /Hana/shared/SID Montado usando a entrada
/etc/fstab

Crie novos LUNs de dados usando o Gerenciador de sistemas do ONTAP ou a CLI do ONTAP.

Configuragao de host

Para configurar um host, execute as seguintes etapas:

1. Configure multipathing para os LUNs adicionais, conforme descrito na segéo 0.

2. Crie o sistema de arquivos XFS em cada LUN adicional pertencente ao sistema HANA.
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stlrx300s8-6:/ # mkfs.xfs /dev/mapper/hana-FC5 data2 mnt00001

3. Adicione o(s) sistema(s) de arquivos adicional(s) ao /etc/fstab arquivo de configuragéo.

Os sistemas de arquivos XFS para o LUN de dados devem ser montados com as
relatime opgdes de montagem e inode64 . Os sistemas de arquivos XFS para o LUN de

(D log devem ser montados com as relatime opgdes de montagem , inode64 e .
nobarrier

stlrx300s8-6:/ # cat /etc/fstab

/dev/mapper/hana-FC5 shared /hana/shared xfs defaults 0 0
/dev/mapper/hana-FC5 log mnt00001 /hana/log/FC5/mnt00001 xfs
relatime, inode64 0 0

/dev/mapper/hana-FC5 data mnt00001 /hana/data/FC5/mnt00001 xfs
relatime, inode64 0 0

/dev/mapper/hana-FC5 data2 mnt00001 /hana/data2/FC5/mnt00001 xfs
relatime, inode6cd4d 0 O

4. Crie os pontos de montagem e defina as permissdes no host do banco de dados.

stlrx300s8-6:/ # mkdir -p /hana/data2/FC5/mnt00001
stlrx300s8-6:/ # chmod -R 777 /hana/data2/FC5

5. Para montar os sistemas de arquivos, execute o mount —a comando.

Adicionando uma particdao datavolume adicional

Para adicionar uma particao datavolume adicional ao banco de dados do locatario, execute o seguinte passo:

1. Execute a seguinte instrucdo SQL contra o banco de dados do locatario. Cada LUN adicional pode ter um
caminho diferente.

ALTER SYSTEM ALTER DATAVOLUME ADD PARTITION PATH '/hana/data2/SID/';
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/Statement 'ALTER SYSTEM ALTER DAYAVOLUME ADD PARTITION BATH '/hana/dara2/Ss3/'!
\successfully emecuted in 10 ms 773 ws (server processing time: § ms 787 ws) - Rews Affected: 0

jabcisapi/ 11063, .eNumber=00SYSTEM  Writable. Smatinset 1069

Onde encontrar informagdes adicionais

Para saber mais sobre as informagdes descritas neste documento, consulte os seguintes
documentos e/ou sites:

* "Solucdes de software SAP HANA"

* "Recuperacédo de desastres do SAP HANA com replicagéo de storage”

* "Backup e recuperagado do SAP HANA com o SnapCenter"

+ "Automatizando copias de sistemas SAP usando o plug-in SnapCenter SAP HANA"

» Centros de Documentacao da NetApp
"https://www.netapp.com/support-and-training/documentation/"

» Hardware de storage empresarial certificado para SAP HANA
"https://lwww.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/"

* Requisitos de storage do SAP HANA
"https://www.sap.com/documents/2024/03/146274d3-ae7e-0010-bcab-c68f7e60039b.html"

» Perguntas mais frequentes sobre a integracao de data center personalizada do SAP HANA
"https://www.sap.com/documents/2016/05/e8705aae-717c-0010-82c7-eda71af511fa.html"

* SAP HANA no VMware vSphere Wiki
"https://help.sap.com/docs/SUPPORT_CONTENT/virtualization/3362185751.html"

* SAP HANA no Guia de praticas recomendadas do VMware vSphere

"https://www.vmware.com/docs/sap_hana_on_vmware_vsphere_best_practices_guide-white-paper"

240


https://docs.netapp.com/pt-br/netapp-solutions-sap/index.html
https://docs.netapp.com/pt-br/netapp-solutions-sap/backup/hana-dr-sr-pdf-link.html
https://docs.netapp.com/pt-br/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/pt-br/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://www.netapp.com/support-and-training/documentation/
https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN/
https://www.sap.com/documents/2024/03/146274d3-ae7e-0010-bca6-c68f7e60039b.html
https://www.sap.com/documents/2016/05/e8705aae-717c-0010-82c7-eda71af511fa.html
https://help.sap.com/docs/SUPPORT_CONTENT/virtualization/3362185751.html
https://www.vmware.com/docs/sap_hana_on_vmware_vsphere_best_practices_guide-white-paper

Histérico de atualizagoes

As seguintes alteragdes técnicas foram feitas a esta solugéo desde a sua publicacao

original.

Data
Fevereiro de 2015

Outubro de 2015

Fevereiro de 2016

Fevereiro de 2017

Julho de 2017
Setembro de 2018

Setembro de 2019
Abril de 2020

Junho de 2020

Fevereiro de 2021

Abril de 2021
Setembro de 2022
Setembro de 2024
Fevereiro de 2025
Julho de 2025

Atualizar resumo
Verséao inicial

Parametros de e/S incluidos para SAP HANA e HWVAL SPS 10 e
posterior

Dimensionamento da capacidade atualizado

Novos sistemas de storage e compartimentos de disco NetApp novos
recursos das versées do ONTAP 9 novo os (SLES12 SP1 e Red Hat
Enterprise Linux 7,2) novo langamento do SAP HANA

Pequenas atualizacdes

Novos sistemas de storage da NetApp novas versdes do sistema
operacional (SLES12 SP3 e Red Hat Enterprise Linux 7,4) atualizagbes
menores adicionais do SAP HANA 2,0 SPS3

Novas versdes do SO pequenas atualizacdes

Introduziu varios recursos de particdo de dados disponiveis desde o
SAP HANA 2,0 SPS4

Informacgdes adicionais sobre as funcionalidades opcionais

Suporte a LVM Linux novos sistemas de armazenamento NetApp novas
versdes do os (SLES15SP2, RHEL 8)

Informagdes especificas do VMware vSphere adicionadas
Novas versdes do SO

Novos sistemas de storage

Novo sistema de armazenamento

Pequenas atualizacoes

SAP HANA com SUSE KVM e armazenamento NetApp

Implante o SAP HANA no SUSE KVM com armazenamento NetApp usando SR-IOV

e NFS.

Implante o0 SAP HANA Single-Host no SUSE KVM usando armazenamento NetApp com
interfaces de rede SR-IOV e acesso ao armazenamento via NFS ou FCP. Siga este fluxo
de trabalho para configurar interfaces virtuais, atribui-las a maquinas virtuais e configurar
conexdes de armazenamento para obter o desempenho ideal.

Para obter uma visado geral do SAP HANA em virtualizagao KVM, consulte a documentagao da SUSE:
"Melhores praticas da SUSE para SAP HANA em KVM" .
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https://documentation.suse.com/sbp/sap-15/pdf/SBP-SLES4SAP-HANAonKVM-SLES15SP5_en.pdf

o "Revise os requisitos de configuragao”

Analise os principais requisitos para a implementagao do SAP HANA no SUSE KVM usando armazenamento
NetApp com SR-IOV e protocolos de armazenamento.

e "Configurar interfaces de rede SR-IOV"

Configure o SR-I0OV (Virtualizagdo de E/S de Raiz Unica) no host KVM e atribua interfaces virtuais & maquina
virtual para comunicagéo de rede e acesso ao armazenamento.

e "Configurar rede Fibre Channel"

Atribua portas HBA FCP fisicas a VM como dispositivos PCI para usar LUNs FCP com o SAP HANA.

o "Configure o armazenamento NetApp para SAP HANA."

Configure conexdes de armazenamento NFS ou FCP entre a maquina virtual e os sistemas de
armazenamento NetApp para os arquivos do banco de dados SAP HANA.

Requisitos de implantagdao do SAP HANA no SUSE KVM com armazenamento
NetApp

Analise os requisitos para a implementagédo do SAP HANA Single-Host no SUSE KVM
utilizando armazenamento NetApp com interfaces de rede SR-IOV e protocolos de
armazenamento NFS ou FCP.

A implementacgéao requer servidores SAP HANA certificados, sistemas de armazenamento NetApp ,
adaptadores de rede compativeis com SR-IOV e o SUSE Linux Enterprise Server para aplicagbes SAP como
host KVM.

Requisitos de infraestrutura

Certifigue-se de que os seguintes componentes e configuracdes estejam instalados:
» Servidores SAP HANA e sistemas de armazenamento NetApp certificados. Consulte o "Diretério de
hardware do SAP HANA" Para opgdes disponiveis:
» SUSE Linux Enterprise Server para aplicacdes SAP 15 SP5/SP6 como host KVM

 Sistema de armazenamento NetApp ONTAP com Maquina Virtual de Armazenamento (SVM) configurada
para trafego NFS e/ou FCP.

* Interfaces logicas (LIFs) criadas nas redes apropriadas para trafego NFS e FCP.

« Adaptadores de rede compativeis com SR-IOV (por exemplo, série Mellanox ConnectX)
» Adaptadores HBA Fibre Channel para acesso ao armazenamento FCP

* Infraestrutura de rede que suporte as VLANs e os segmentos de rede necessarios.

* VM configurada de acordo com o "Melhores praticas da SUSE para SAP HANA em KVM"
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kvm-hana-requirements.html
kvm-hana-network.html
kvm-hana-fcn.html
kvm-hana-storage.html
https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN
https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN
https://documentation.suse.com/sbp/sap-15/pdf/SBP-SLES4SAP-HANAonKVM-SLES15SP5_en.pdf

Consideragoes importantes

* O protocolo SR-IOV deve ser utilizado para comunicagao de rede SAP HANA e para acesso ao
armazenamento usando NFS. Cada fungéo virtual (VF) atribuida a uma VM requer pelo menos 10 Gbit/s
de largura de banda.

* As portas HBA FCP fisicas devem ser atribuidas a VM como dispositivos PCI para usar LUNs FCP. Uma
porta fisica s6 pode ser atribuida a uma maquina virtual.

 Sistemas SAP HANA com multiplos hosts ndo sdo suportados nesta configuragao.

Recursos adicionais

* Para obter as informacdes mais recentes, incluindo a arquitetura de CPU compativel e suas limitacoes,
consulte a Nota SAP. "3538596 - SAP HANA em virtualizacdo SUSE KVM com SLES 15 SP5 - SAP para

mim- .

+ Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte o
"Documentacédo do ONTAP 9" .

« Para configuragdo de armazenamento SAP HANA com sistemas NetApp , consulte o "Documentacao de
solucdes SAP da NetApp" .

O que vem a seguir?

Apos analisar os requisitos de implantagéo,"Configurar interfaces de rede SR-I0V" .

Configurar interfaces de rede SR-IOV para SAP HANA no SUSE KVM

Configure as interfaces de rede SR-IOV no SUSE KVM para SAP HANA. Configure
funcdes virtuais (VFs), atribua-as a maquinas virtuais (VMs) e configure conexdes de
rede redundantes para obter desempenho ideal e acesso ao armazenamento.

Etapa 1: Configurar SR-IOV

Habilite e configure a funcionalidade SR-IOV no firmware do adaptador para permitir a criagdo de fungdes
virtuais.

Este procedimento é baseado em "Portal de Suporte Empresarial da NVIDIA | Como configurar SR-IOV para
ConnectX-4/ConnectX-5/ConnectX-6 com KVM (Ethernet)" . O guia SUSE SAP HANA KVM descreve isso
com base em uma placa de rede Intel.

Recomenda-se o uso de conexdes Ethernet redundantes, combinando duas portas fisicas como trunk/bond.
As portas virtuais (VF) atribuidas a VM também precisam ser configuradas como trunk dentro da VM.
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https://me.sap.com/notes/3538596
https://me.sap.com/notes/3538596
https://docs.netapp.com/us-en/ontap
https://docs.netapp.com/us-en/netapp-solutions-sap/
https://docs.netapp.com/us-en/netapp-solutions-sap/
kvm-hana-network.html
https://enterprise-support.nvidia.com/s/article/HowTo-Configure-SR-IOV-for-ConnectX-4-ConnectX-5-ConnectX-6-with-KVM-Ethernet
https://enterprise-support.nvidia.com/s/article/HowTo-Configure-SR-IOV-for-ConnectX-4-ConnectX-5-ConnectX-6-with-KVM-Ethernet

SAP HANA

WFs eth1 and eth2
combinedas bond 0

SLES.15

VFO0-3 indwi o " il s VF0-3

Antes de comecgar
Certifique-se de que os seguintes pré-requisitos sejam atendidos:

* O KVM esta instalado.
* SR-IOV esta habilitado no BIOS do servidor.

Physical Interfaces eth4 and
ethd combined as bond 0

» A passagem de PCI é habilitada adicionando “intel_iommu=on” e “iommu=pt” como op¢des no carregador

de inicializacao.

* Os drivers MLNX_ OFED mais recentes estao instalados nos hosts KVM e na maquina virtual.

@ Cada VF atribuida a uma VM requer pelo menos 10 Gbit/s de largura de banda. N&o crie nem
atribua mais de duas VFs para uma porta fisica de 25GbE.

Passos
1. Execute o MFT (Mellanox Firmware Tools):
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# mst start

Starting MST (Mellanox Software Tools) driver set
Loading MST PCI module - Success

Loading MST PCI configuration module - Success
Create devices

Unloading MST PCI module (unused) - Success

2. Localize o dispositivo:

# mst status
MST modules:

MST PCI module is not loaded
MST PCI configuration module loaded

MST devices:

/dev/mst/mt4125 pciconf0 - PCI configuration cycles access.
domain:bus:dev.fn=0000:ab:00.0 addr.reg=88 data.reg=92
cr bar.gw offset=-1

Chip revision is: 00

3. Verifique o estado do dispositivo:

mlxconfig -d /dev/mst/mt4125 pciconf0 g |grep -e SRIOV_EN -e NUM OF VFS
NUM OF VFS 8
SRIOV_EN True (1)

4. Se necessario, habilite o SR-IOV:

mlxconfig -d /dev/mst/mt4125 pciconf0 set SRIOV_EN=1

5. Defina a quantidade maxima de VFs:

mlxconfig -d /dev/mst/mt4125 pciconf0 set NUM OF VFS=4

6. Reinicie o servidor se o recurso precisar ser ativado ou se a quantidade maxima de VFs tiver sido
alterada.
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Etapa 2: Criar as interfaces virtuais

Crie fungdes virtuais (VFs) nas portas de rede fisicas para habilitar a funcionalidade SR-IOV. Nesta etapa, séo
criadas quatro VFs por porta fisica.

Passos
1. Localize o dispositivo:

# ibstat

CA 'mlx5 0'

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010
Hardware version: 0

Node GUID: 0xa088c20300acf6fc
System image GUID: 0xa088c20300a6cf6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

ILMC: O

SM 1id: O

Capability mask: 0x00010000
Port GUID: Oxa288c2fffeat6fofd
Link layer: Ethernet

CA 'mlx5 1

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010
Hardware version: 0

Node GUID: 0xa088c20300a6cf6fd
System image GUID: 0xa088c20300a6f6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

ILMC: O

SM 1id: O

Capability mask: 0x00010000
Port GUID: Oxa288c2fffeacfofd
Link layer: Ethernet

Se uma ligagao tiver sido criada, a saida sera semelhante a seguinte:
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# ibstat

CA 'mlx5 bond 0'

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010

Hardware version: 0

Node GUID: 0xa088c20300a6f6fc

System image GUID: 0xa088c20300a6f6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

LMC: O

SM 1id: O

Capability mask: 0x00010000

Port GUID: 0Oxaz288c2fffeabf6fc

Link layer: Ethernet
#:/etc/sysconfig/network # cat /sys/class/infiniband/mlx5 bond 0/device/
aerdevcorrectable iommugroup/ resetmethod
aerdevfatal irg resource

aerdevnonfatal link/ resource0

arienabled localcpulist resourceOwc
brokenparitystatus localcpus revision
class maxlinkspeed rom

config maxlinkwidth sriovdriversautoprobe
consistentdmamaskbits mlx5 core.eth.0/ sriovnumvfs
urrentlinkspeed mlx5 core.rdma.0/ sriovoffset
currentlinkwidth modalias sriovstride
d3coldallowed msibus sriovtotalvfs

device msiirgs/ sriovvfdevice

dmamaskbits net/ sriovvftotalmsix

driver/ numanode subsystem/
driveroverride pools subsystemdevice
enable power/ subsystemvendor
firmwarenode/ powerstate uevent
infiniband/ ptp/ vendor

infinibandmad/ remove vpd
infinibandverbs/ rescan

iommu/ reset
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# ibdev2netdev
mlx5 0 port 1 ==> eth4 (Up)
mlx5 1 port 1 ==> eth5 (Up)

2. Obtenha o total de VFs permitidos e configurados no firmware:

# cat /sys/class/net/eth4/device/sriov _totalvfs
4
# cat /sys/class/net/eth5/device/sriov_totalvfs
4

3. Obtenha o numero atual de VFs neste dispositivo:

# cat /sys/class/infiniband/mlx5 0/device/sriov_numvfs
0
# cat /sys/class/infiniband/mlx5 1/device/sriov_numvfs
0

4. Defina o numero desejado de VFs:

# echo 4 > /sys/class/infiniband/mlx5 0/device/sriov_numvfs
# echo 4 > /sys/class/infiniband/mlx5 1/device/sriov_numvfs

Se vocé ja configurou uma agregacgao de links usando essas duas portas, o primeiro comando
precisa ser executado nessa agregagao:

# echo 4 > /sys/class/infiniband/mlx5 bond 0/device/sriov_numvfs

5. Verifique o barramento PCI:
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# lspci

0000:ab:

-D | grep Mellanox

00.0 Ethernet controller:

[ConnectX-6 Dx]

0000:ab:

00.1 Ethernet controller:

[ConnectX-6 Dx]

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

00.2 Ethernet controller:

Virtual Function

00.3 Ethernet controller:

Virtual Function

00.4 Ethernet controller:

Virtual Function

00.5 Ethernet controller:

Virtual Function

01.2 Ethernet controller:

Virtual Function

01.3 Ethernet controller:

Virtual Function

01.4 Ethernet controller:

Virtual Function

01.5 Ethernet controller:

Virtual Function

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

MT2892 Family

MT2892 Family

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

Family

Family

Family

Family

Family

Family

Family

Family
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# ibdev2netdev -v

0000:2b:00.0 mlx5 0 (MT4125 - 51TF3A5000XV3) Mellanox ConnectX-6 Dx
100GbE QSFP56 2-port PCIe 4 Ethernet Adapter fw 22.36.1010 port 1
(ACTIVE) ==> eth4 (Up)

0000:2b:00.1 mlx5 1 (MT4125 - 51TF3A5000XV3) Mellanox ConnectX-6 Dx
100GbE QSFP56 2-port PCIe 4 Ethernet Adapter fw 22.36.1010 port 1

(ACTIVE) ==> eth6 (Up)

0000:ab:00.2 mlx523 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> etho6
(Down)

0000:2b:00.3 mlx5 3 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth”
(Down)

0000:2b:00.4 mlx5 4 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth8
(Down)

0000:2b:00.5 mlx5 5 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth9
(Down)

0000:2b:01.2 mlx5 6 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethlO
(Down)

0000:ab:01.3 mlx5 7 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethll
(Down)

0000:ab:01.4 mlx5 8 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethl2
(Down)

0000:ab:01.5 mlx5 9 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethl3
(Down)

6. Verifique a configuragéo das VFs através da ferramenta IP:
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# ip link show

6: eth4: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg
master bond0 state UP mode DEFAULT group default glen 1000

link/ether a0:88:c2:a6:f6:fd brd ff:ff:ff:ff:ff:ff permaddr
a0:88:c2:a6:f6:fc

vE O
off,
vE 1
off,
vE 2
off,
v 3
off,

link/ether
link-state
link/ether
link-state
link/ether
link-state
link/ether
link-state

00:00:

auto,

00:00:

auto,

00:00:

auto,
00:00
auto,

altname enpl71s0f0np0

altname ens3f0np0

00:00:

trust

00:00:

trust

00:00:

trust

:00:00:

trust

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

ff:ff:ff,

ff:ff: ff,

ff:ff: £,

ff:ff:ff,

spoof

spoof

spoof

spoof

checking

checking

checking

checking

7: eth5: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg
master bond0 state UP mode DEFAULT group default glen 1000

link/ether a0:88:c2:a6:f6:fd brd ff:ff:ff:ff:ff:ff

vEf O
off,
v 1
off,
vE 2
off,
v 3
off,

link/ether
link-state
link/ether
link-state
link/ether
link-state
link/ether
link-state

00:00:

auto,

00:00:

auto,

00:00:

auto,

00:00:

auto,

altname enpl71s0flnpl

altname ens3flnpl

00:00:

trust

00:00:

trust

00:00:

trust

00:00:

trust

00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off

Etapa 3: Habilitar VFs durante a inicializagdao

(ff:ff:ff,

(ff:ff:ff,

ff.ff:.££,

(ff:ff:ff,

spoof

spoof

spoof

spoof

checking

checking

checking

checking

Configure as definigdes do VF para que persistam entre reinicializagdes do sistema, criando servigos systemd

e scripts de inicializagéo.

1. Crie um arquivo de unidade systemd /etc/systemd/system/after.local com o seguinte contetdo:
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[Unit]
Description=/etc/init.d/after.local Compatibility

After=libvirtd.service Requires=libvirtd.service

[Service]

Type=oneshot
ExecStart=/etc/init.d/after.local
RemainAfterExit=true

[Install]
WantedBy=multi-user.target

2. Crie o script /etc/init.d/after.local-

#! /bin/sh
#
#
#

echo 4 > /sys/class/infiniband/mlx5 bond 0/device/sriov_numvfs
echo 4 > /sys/class/infiniband/mlx5 1/device/sriov_numvfs

3. Certifique-se de que o arquivo possa ser executado:

# cd /etc/init.d/
# chmod 750 after.local

Etapa 4: Atribua as interfaces virtuais a VM

Atribua as fungoes virtuais criadas a VM do SAP HANA como dispositivos de host PCI usando o virt-manager.

1. Inicie o virt-manager.
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Activities (I Terminal Oct 20 01:16

root@sapcc-hana-tst-10:~

sapcc-hana-tst-10:~ # virt-manager I

2. Abra a maquina virtual desejada.
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File Edit View Help

B & Open

MName

* QEMUMKVM

- sle15sp5

Shutoff

B le15sp5-2
—— Shutoff

Virtual Machine Manager

3. Selecione Adicionar hardware. +
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sle15sp5 on GEMU/KVM x

File VirtualMachine View SendKey

N IR -
L= Overview Details XML

g OSinformation

Performance AR

G CPUS Name: sle15sp5

B2 Memory uuID: 7fc7e6d7-1b6e-4244-8135-053045d576ea
4% Boot Options Status: B Shutoff

| VirtODisk1 Title:

©) SATACDROM1 =

& NIC:e2:97:64 DR

|.# Tablet

) Mouse

== Keyboard Hypervisor Details

B8 Display Spice Hypervisor:  KVM

!F Sound ich9 Architecture: x86_64

e Seriall Emulator:  Jusr/bin/qemu-system-x86_64
@ Channel (gemu-ga) Chipset: Q35

a Channel (spice) Firmware: BIOS

B Paoooo:abo0.2

B raiooo0:ap:0n2

B vigeo Virtio

BB controller UsB O

B Controlier PCle 0

BB controller virtio cs10
B Controller SATAD

BB Controller VirtiO Serial 0
@ usBRedirector1

@ USB Redirector 2

\'_3),:‘,5 RNG /devjurandom

Add Hardware Cancel

4. Selecione a placa de rede virtual desejada na primeira porta fisica da lista de Dispositivos Host PCl e
clique em Concluir.

Neste exemplo, 0000.AB:00:2 - 0000.AB:00:4 pertencem a primeira porta fisica e 0000.AB:01:2 -
0000.AB:01:4 pertencem a segunda porta fisica.
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5. Escolha a proxima porta NIC virtual da lista de Dispositivos Host PCI, use uma porta virtual da segunda
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File Virtual Machine View

Ll

Send Key

(18 " E‘

sle15sp5 on GEMU/KVM

Overview Details A
g 0S information mm 1
B8 Performance N | Sorege
G cPUs Name: B Controller
B8 Memory LuID & Network
38 Boot Options Status o '"P”t'
[ VirtioDisk1 o ‘ E ;:ﬁ:":s
©) SATACDROM1 2 Serial
& NIC:e2:97:64 o Facalid]
% ::::L <& Console
et w5 Channel
=& Keyhoerd Hypervisor Det @ USB Host Device
B Display Spice Hypervisor PCl Host De:
B Soundicho B MDEV Host Device
 Seriall B video
;ﬁ_j Channel (gemu-ga) B Watchdog
2 Channel (spice) Firmware ™ Filesystem
B PC10000:ab:00.2 & Smartcard
B Pci0000:ab:01.2 @ UsBRedirection
B8 video Virtio Q TPM
B controller usB 0 o RNG
H Controller PCle 0 &% Panic Notifier
BB Controller Virtio SCSI0 & Virtio VSOcK
BB Controller SATAD
H Controller VirtlO Serial 0

Add New Virtual Hardware x

Details

XML

Host Device:

0000:98:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:98:00:2 Intel Corporation Ice Lake RAS

0000:98:00:4 Intel Corporation

0000:99:00:0 Micron Technology Inc 7450 PRO NVMe 55D

0000:9A:00:0 Micron Technology Inc 7450 PRO NVMe SSD

0000:AA:00:0 Intel Corporation Ice Lake Memory Map/VT-d

0000:AA:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:4A:00:2 Intel Corporation Ice Lake RAS

0000:AA:00:4 Intel Corporation

0000:AB:00:0 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (inte(

0000:A8:00:1 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (Inter
) LG ies ConnectX

0000:AB:00:3 Mellanox Technologies ConnectX Family mix5Gen Virtual Fun

0000:AB:00:4 Mellanox Technologies ConnectX Family mlx5Gen Virtual Funi

0000:AB:00:5 Mellanox Technolegies ConnectX Family mixSGen Virtual Func

0000:AB:01:2 Mellanox Technologies ConnectX Family mbx5Gen Virtual Func

0000:AB:01:3 Mellanox Technologies ConnectX Family mlx5Gen Virtual Func

0000:AR:01:4 Mellanox Technologies ConnectX Familv mix5Gen Virtual Func

Finish

0000

Cancel

@ usBRedirector1
@ ussRedirector2
3} RNG /dev/urandom

Add Hardware

porta fisica e selecione Concluir.




File VirtualMachine View

LB e
[

Qverview

g 0OSinformation
= Performance

£ crus

B= Memory

%} Boot Options

| VirtlODisk1

&) SATACDROM1
=E NIC:e2:97:64

[#| Tablet

"3 Mouse

== [Keyboard

Q Display Spice

B Soundicho

& Serial1

é Channel (gemu-ga)
E}g Channel (spice)
B PC10000:20:00.2
B PCi0000:ab:01.2
B videoVirtio

BB Contoller USB 0
H Controller PCle 0
B convroller viruo scsio
B Controller SATAQ
H Controller VirtlO Serial 0
@ usBRedirector1
@ USB Redirector 2
&5 RNG /devjurandom

Add Hardware

6. Em seguida, as interfaces virtuais sao atribuidas a maquina virtual e esta pode ser iniciada. +

Send Key

Status:

Title: ‘

Description:

Hypervisor Det

tured

sle15sp5 on QEMU/KVM

_ Storage
B Controller
& Network

& Input

™ Graphics

® Sound

& Serial

w Parallel

5 Console

@ Channel

@ USBHostDevice
B MDEV Host Device
= Video

M Watchdog

™ Filesystem

= Smartcard

@ USBRedirection
& TPM

& RNG

&% Panic Notifier
& Virtl0 VSOCK

Add New Virtual Hardware x

Details XML

Host Device:

0000:98:00:1Intel Corporation ice Lake Mesh 2 PCle

0000:98:00:2 Intel Corporation Ice Lake RAS

0000:98:00:4 Intel Corporation

0000:99:00:0 Micron Technology Inc 7450 PRO NVMe 55D

0000:9A:00:0 Micron Technology Inc 7450 PRO NVMe SSD

0000:AA:00:0 Intel Corporation Ice Lake Memory Map/VT-d

0000:AA:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:AA:00:2 Intel Corporation Ice Lake RAS

0000:4A:00:4 Intel Corporation

0000:AB:00:0 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (inte|
0000:AB:00:1 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (Inter
0000:A8:00:2 Mellanox Technologies ConnectX Family mbx5Gen Virtual Fune
0000:AB:00:3 Mellanox Technologies ConnectX Family mix5Gen Virtual Func
0000:AB:00:4 Mellanox Technologies ConnectX Family mlx5Gen Virtual Funi
0000:AB:00:5 Mellanox Technologies ConnectX Family mix5Gen Virtual Fun
000( llanox Tech ie nnectX Family mlx5Gen Virtual Func
0000:AB:01:3 Mellanox Technologies ConnectX Family mbx5Gen Virtual Func
0000:AR:01:4 Mellanax Technoloaies ConnectX Familv mix5Gen Virtual Func

Cancel Finish
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sle15sp5 on GEMU/KVM x
File VirtualMachine View SendKey

- IR ER

L= Overview Details XML

B (s information

= Basic Details

Performance

G CPUS Name: sle15sp5

B8 Memory UuID: 7fc7e6d7-1b6e-4244-8135-053045d576ea
&% Boot Options Status: M Shutoff

| VirtODisk1 Title:

©) SATACDROM1 2

& NIC:e2:97:64 DR

|.# Tablet

) Mouse

== Keyboard Hypervisor Details

B8 Display Spice Hypervisor:  KVM

!F Sound ich9 Architecture: x86_64

e Seriall Emulator:  Jusr/bin/qemu-system-x86_64
@ Channel (gemu-ga) Chipset: Q35

s Channel (spice) Firmware:  BIOS

PCI 0000:3b:00.2
B Paiooo0:ap:0n2
= Video Virtio
BB controller UsB O
B Controlier PCle 0
BB controller virtio cs10
B Controller SATAD
BB Controller VirtiO Serial 0
@ usBRedirector1
@ USB Redirector 2
\'_3),:‘,5 RNG /devjurandom

Add Hardware Cancel

Etapa 5: Configure as interfaces de rede na VM
Faga login na VM e configure as duas VFs como bond. Escolha o0 modo 0 ou o0 modo 2. Nao utilize LACP, pois

LACP s6 pode ser usado em portas fisicas. A figura abaixo mostra uma configuragdo do modo 2 usando o
YAST.

258



Network Card Setup

=
rGe

h2 configured
config °

—— |

[Next]

O que vem a seguir?

Apos configurar as interfaces de rede SR-I0V,"Configurar rede Fibre Channel" se o FCP for usado como
protocolo de armazenamento.

Configure a rede Fibre Channel para SAP HANA no SUSE KVM.

Configure a rede Fibre Channel para SAP HANA no SUSE KVM atribuindo portas HBA
fisicas as VMs como dispositivos PCI. Configure conexdes FCP redundantes usando
duas portas fisicas conectadas a switches de malha diferentes.

@ Os passos a seguir sao necessarios apenas se o FCP for usado como protocolo de
armazenamento. Se o NFS for utilizado, esses passos ndo sdo necessarios.

Sobre esta tarefa
Como néo existe um recurso equivalente ao SR-IOV para o FCP, atribua as portas HBA fisicas diretamente a
maquina virtual. Utilize duas portas fisicas conectadas a estruturas diferentes para redundancia.

@ Uma porta fisica s6 pode ser atribuida a uma maquina virtual.

Passos
1. Iniciar o virt-manager:
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Activities (I Terminal Oct 20 01:16

root@sapcc-hana-tst-10:~

sapcc-hana-tst-10:~ # virt-manager I

2. Abra a maquina virtual
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Virtual Machine Manager x
File Edit View Help
B = opn | 3~
Mame = '::DEJ“‘-'““J’?
w QEMU/KYM

- sle15sp5

Shutoff

- sle15sp5-2
—— Shutoff

desejada.

3. Selecione Adicionar hardware.
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4. Selecione a porta HBA desejada na lista de Dispositivos Host PCI e clique em Concluir.
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sle15sp5 on QEMU/KVM

File VirtualMachine View SendKey
=8 0o

.

= Overview Details XML
g OSinformation

i — Basic Details

0 CPUS Name: sle15sp5

B Memory uuiD: Tfc7e6d7-1b6e-4244-8135-053045d576ea
&5 Boot Options Status: M Shutoff

__ ViriODisk1 Titte:

@) SATACDROM1 =

B NIC:e2:97:64 R

|.# Tablet

) Mouse

== Keyboard Hypervisor Details

g Display Spice Hypervisor:  KVM

!F Sound ich9 Architecture: xB6_64

;é Serial1 Emulator:  Jusr/bin/qemu-system-x86_64
Gy Channel (gemu-ga) Chipset: Q35

(= Channel(spice) Firmware:  BIOS

B Paoooo:abo0.2

B raiooo0:ap:0n2

B video Virtio

BB controller UsB O

B Controlier PCle 0

BB controller virtio cs10
B Controller SATAD

BB Controller VirtiO Serial 0
@ USB Redirector 1

@ USB Redirector 2

3-3 RNG /devjurandom

Add Hardware

Neste exemplo 0000.A2:00:0.



sle15sp5 on QEMU/KVM x

File Virtual Machine View SendKey

=@ > v E- ®

Overview

Details Add New Virtual Hardware x

g OS information

CPUs Name Controller

2 Mesmoey UUID &= Network Details XML

& Boot Options Status: G nput Host Device:

L] virtio Disk . & Graphics VUUUL IO, UG Z ITRETLUTPUT U ICE LORE TAS

et Title: B Sound 0000:16:00:4 Intel Corporation

Q NIC:62:07:64 Descriptiony |@& Serial 0000:17:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface €
w Parallel 0000:17:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e

% ‘:::L < Console 0000:17:00:2 Intel Corporation 1350 Gigabit Network Connection (Interface e

ol < Channel 0000:17:00:3 Intel Corporation 1350 Gigabit Network Connection {interface e

R Keyboars Hypervisor D8 @ USBHost Device 0000:29:00:0 Intel Corporation Ice Lake Memory Map/VT-d

B Display Spice Hypervisor: Sevice 01000:29:00:1 Intel Corporation Ice Lake Mesh 2 PCle

!f Soundich9 Architecturd B MDEV Host Device 0000:29:00:2 Intel Corporation Ice Lake RAS

G Seriall Emulator: | 8 Video 0000:29:00:4 Intel Corporation

;.’b Channel (gemu-ga) Chipset B Watchdog 0000:2A:00:0 Emulex Corporation LPe35000/LPe36000 Series 32Gh/64Gb

& Channel (spice) Firmware [ Filesystem 0000:2A:00:1 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb |

B Pcicoo0:ab:00.2 & Smartcard 0000:3C:00:0 Intel Corporation Ice Lake Memory Map/VT-d

B PC10000:ab:01.2 @ USBRedirection 0000:3C:00:1Intel Corporation Ice Lake Mesh 2 PCle

B video Virtio O TPM 0000:3C:00:2 Intel Corporation Ice Lake RAS

H Controller USBQ % RNG 0000:3C:00:4 Intel Corporation

n Controller PCle 0 & Panic Notifier 0000:4F:00:0 Intel Corporation Ice Lake Memary Map/VT-d

n Controller VirtiO SCSI 0 & Virtlo VSOCK 0000:4F:00:1Intel Corporaticn Ice Lake Mesh 2 PCle

B Controlter saTA 0
B Controller Virtio Serial 0
@ USB Redirector 1

@ USB Redirector 2
83

RNG jdevfurandom

Cancel Finish

Add Hardware

5. Selecione a porta HBA desejada na lista de dispositivos host PCI pertencentes a segunda malha e clique
em Concluir. Neste exemplo 0000.A2:00:1.
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sle15sp5 on GEMU/KVM

File VirtualMachine View SendKey
.| e o B
[ Add New Virtual Hardware x
g OSinformation Baiic Detailsj i
B Performance & Storage -
c} CPUSs Name B Controller
== Memory s Nebwork Bendis At
33 Boot Options Status  tnput ) Host Device:
_ wroe =i I
&) SATACDROM1 = e . I
Q — @ Serial 0000:17:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface e
w Parallel 0000:17:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e
% Tablet & Console 0000:17:00:2 Intel Corporation 1350 Gigabit Network Connection (Interface e
@ Mouse & Channel 0000:17:00:3 Intel Corporation 1350 Gigabit Network Connection (Interface e
=i Keyboard HypervisorDd @ USB Host Device 0000:29:00:0 Intel Corporation lce Lake Memory Map/VT-d
B8 Display Spice dsor:| R 0000:29:00:1 Intel Corporation Ice Lake Mesh 2 PCle
!f Soundichd B MDEV HostDevice = 0000:29:00:2 Intel Corporation Ice Lake RAS
@ Seriall = video 0000:29:00:4 Intel Corporation
& Channel (gemu-ga) B Watchdog 0000:2A:00:0 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb
& Channel (spice) [ Filesystem A:00:1 Emulex Corporation LPe LPe ) Series 32Gb/64Gb
H PCl 0000:ab:00.2 2 Smartcard 0000:3C:00:0 Intel Corporation Ice Lake Memory Map/VT-d
m PC10000:ab:01.2 @& USBRedirection 0000:3C:00:1Intel Corporation Ice Lake Mesh 2 PCle
H PCl 0000:22:00.0 o TPM 0000:3C:00:2 Intel Corporation Ice Lake RAS
Q Video Virtio & RNG 0000:3C:00:4 Intel Corporation
H Controller USB 0 &8 Panic Notifier 0000:4F:00:0 Intel Corporation Ice Lake Memory Map/VT-d
H Controller PCle 0 & Virtlo VSOCK 0000:4F:00:1Intel Corporation Ice Lake Mesh 2 PCle

B Controller Virtio SCS10
B Controller sATAO

B Controller VirtiO Serial 0
@ USB Redirector 1

@ usBRedirector2

&} RNG /devjurandom

Cancel Finish

Add Hardware

6. Em seguida, as portas HBA fisicas s&o atribuidas a maquina virtual e a maquina virtual pode ser iniciada.
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sle15sp5 on QEMU/KVM x

File VirtualMachine View SendKey

- | g v L~ |

g Overview Details XML
= 05 information

B Performance Basic Details
E} CPUs Name: sle15sp5
Memory uuID: 7fc7e6d7-1b6e-4244-8135-053045d576ea
&% Boot Options Status: B Shutoff

L VirlODisk1 Title:

2} SATACDROM 1 !
& NIC:22:97:64 Repon
iL’l Tablet

™ Mouse
- Keyboard Hypervisor Details
B8 Display Spice Hypervisor: KVM
Biif Soundicho Architecture: x86_64
Gy Seriall Emulator:  /usr/bin/gemu-system-x86_64
G Channel(gemu-ga) Chipset: Q3s

&= Channel{spice) Firmware:  BIOS
B pci0000:ab:00.2

PC1 0000:ab:01.2
PC10000:2a:00.0
PC10000:2a:00.1
B video Virtio

H Controller USB 0
BB Controller PCle 0
BB Controller Virtio scsi o
M Controller SATAO

B Controller VirtiO Serial 0
@ usBRedirectort

@ USB Redirector 2

333 RNG /dev/urandom

Add Hardware Cance Apr

As portas fisicas sdo repassadas para a maquina virtual, portanto, nenhuma preparagao adicional &
necessaria dentro da maquina virtual.
O que vem a seguir?

Depois de configurar a rede Fibre Channel,"Configurar o armazenamento NetApp para SAP HANA" .

Configure o armazenamento NetApp para SAP HANA no SUSE KVM.

Configure o armazenamento NetApp para SAP HANA no SUSE KVM usando os
protocolos NFS ou FCP. Configure as conexdes de armazenamento entre a maquina
virtual e os sistemas NetApp ONTAP para obter o desempenho ideal do banco de dados.

Apos configurar a maquina virtual com interfaces de rede SR-IOV ou portas HBA FCP, configure o acesso ao
armazenamento a partir da prépria maquina virtual. Utilize o guia de configuracdo do NetApp SAP HANA
apropriado com base no protocolo de armazenamento escolhido.

Configure o armazenamento NFS para o SAP HANA.

Utilize as interfaces de rede SR-IOV criadas anteriormente caso o protocolo NFS seja usado para o
armazenamento do SAP HANA.

Siga os passos de configuragao detalhados em "SAP HANA em sistemas NetApp AFF com NFS - Guia de
configuragao” .
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Principais consideragdes de configuragdo para ambientes KVM:

« Utilize as fungdes virtuais (VFs) SR-IOV configuradas anteriormente para o trafego de rede.
» Configure o agrupamento de redes dentro da maquina virtual para redundancia.
» Garanta a comutagao de rede adequada entre a VM e os SVMs de armazenamento NetApp .

» Configure os controladores de armazenamento e a maquina virtual de acordo com o Guia de Configuragao
do SAP HANA.

Configure o armazenamento FCP para SAP HANA.

Utilize as portas HBA fisicas atribuidas a VM como dispositivos PCI se o protocolo FCP for usado para o
armazenamento do SAP HANA.

Escolha o guia de configuragéo apropriado com base no seu sistema de armazenamento NetApp :

+ Para sistemas NetApp AFF : "SAP HANA em sistemas NetApp AFF com protocolo Fibre Channel"
» Para sistemas NetApp ASA : "SAP HANA em sistemas NetApp ASA com protocolo Fibre Channel”

Principais consideragdes de configuragdo para ambientes KVM:

« Utilize as portas HBA fisicas que foram atribuidas a VM via PCI passthrough.
« Configure o multipathing dentro da VM para redundancia entre switches de malha.

» Configure os controladores de armazenamento e a VM de acordo com o Guia de Configuragédo do SAP
HANA.
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