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SAP HANA com SUSE KVM e armazenamento
NetApp

Implante o SAP HANA no SUSE KVM com armazenamento
NetApp usando SR-IOV e NFS.

Implante o0 SAP HANA Single-Host no SUSE KVM usando armazenamento NetApp com
interfaces de rede SR-IOV e acesso ao armazenamento via NFS ou FCP. Siga este fluxo
de trabalho para configurar interfaces virtuais, atribui-las a maquinas virtuais e configurar
conexdes de armazenamento para obter o desempenho ideal.

Para obter uma visdo geral do SAP HANA em virtualizagdo KVM, consulte a documentagédo da SUSE:
"Melhores praticas da SUSE para SAP HANA em KVM" .

o "Revise os requisitos de configuragao"

Analise os principais requisitos para a implementagcao do SAP HANA no SUSE KVM usando armazenamento
NetApp com SR-IOV e protocolos de armazenamento.

e "Configurar interfaces de rede SR-IOV"

Configure o SR-IOV (Virtualizagdo de E/S de Raiz Unica) no host KVM e atribua interfaces virtuais & maquina
virtual para comunicagéo de rede e acesso ao armazenamento.

e "Configurar rede Fibre Channel"

Atribua portas HBA FCP fisicas a VM como dispositivos PCI para usar LUNs FCP com o SAP HANA.

e "Configure o armazenamento NetApp para SAP HANA."

Configure conexdes de armazenamento NFS ou FCP entre a maquina virtual e os sistemas de
armazenamento NetApp para os arquivos do banco de dados SAP HANA.

Requisitos de implantacao do SAP HANA no SUSE KVM
com armazenamento NetApp

Analise os requisitos para a implementacdo do SAP HANA Single-Host no SUSE KVM
utilizando armazenamento NetApp com interfaces de rede SR-IOV e protocolos de
armazenamento NFS ou FCP.

A implementacéao requer servidores SAP HANA certificados, sistemas de armazenamento NetApp ,
adaptadores de rede compativeis com SR-IOV e o SUSE Linux Enterprise Server para aplicagbes SAP como
host KVM.


https://documentation.suse.com/sbp/sap-15/pdf/SBP-SLES4SAP-HANAonKVM-SLES15SP5_en.pdf
kvm-hana-requirements.html
kvm-hana-network.html
kvm-hana-fcn.html
kvm-hana-storage.html

Requisitos de infraestrutura
Certifique-se de que os seguintes componentes e configuragbes estejam instalados:
» Servidores SAP HANA e sistemas de armazenamento NetApp certificados. Consulte o "Diretério de
hardware do SAP HANA" Para opgbes disponiveis:
* SUSE Linux Enterprise Server para aplicagbes SAP 15 SP5/SP6 como host KVM

+ Sistema de armazenamento NetApp ONTAP com Maquina Virtual de Armazenamento (SVM) configurada
para trafego NFS e/ou FCP.

* Interfaces logicas (LIFs) criadas nas redes apropriadas para trafego NFS e FCP.

» Adaptadores de rede compativeis com SR-IOV (por exemplo, série Mellanox ConnectX)
» Adaptadores HBA Fibre Channel para acesso ao armazenamento FCP

* Infraestrutura de rede que suporte as VLANs e os segmentos de rede necessarios.

* VM configurada de acordo com o "Melhores praticas da SUSE para SAP HANA em KVM"

Consideracoes importantes

* O protocolo SR-IOV deve ser utilizado para comunicagao de rede SAP HANA e para acesso ao
armazenamento usando NFS. Cada func¢ao virtual (VF) atribuida a uma VM requer pelo menos 10 Gbit/s
de largura de banda.

* As portas HBA FCP fisicas devem ser atribuidas a VM como dispositivos PCI para usar LUNs FCP. Uma
porta fisica s6 pode ser atribuida a uma maquina virtual.

 Sistemas SAP HANA com multiplos hosts ndo sdo suportados nesta configuragao.

Recursos adicionais

» Para obter as informagdes mais recentes, incluindo a arquitetura de CPU compativel e suas limitagoes,
consulte a Nota SAP. "3538596 - SAP HANA em virtualizacao SUSE KVM com SLES 15 SP5 - SAP para

mim- .

 Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte o
"Documentacdo do ONTAP 9" .

+ Para configuragdo de armazenamento SAP HANA com sistemas NetApp , consulte o "Documentacao de
solugdes SAP da NetApp" .

O que vem a seguir?

Apds analisar os requisitos de implantacao,"Configurar interfaces de rede SR-IOV" .

Configurar interfaces de rede SR-IOV para SAP HANA no
SUSE KVM

Configure as interfaces de rede SR-IOV no SUSE KVM para SAP HANA. Configure
funcdes virtuais (VFs), atribua-as a maquinas virtuais (VMs) e configure conexdes de
rede redundantes para obter desempenho ideal e acesso ao armazenamento.


https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN
https://www.sap.com/dmc/exp/2014-09-02-hana-hardware/enEN
https://documentation.suse.com/sbp/sap-15/pdf/SBP-SLES4SAP-HANAonKVM-SLES15SP5_en.pdf
https://me.sap.com/notes/3538596
https://me.sap.com/notes/3538596
https://docs.netapp.com/us-en/ontap
https://docs.netapp.com/us-en/netapp-solutions-sap/
https://docs.netapp.com/us-en/netapp-solutions-sap/
kvm-hana-network.html

Etapa 1: Configurar SR-IOV

Habilite e configure a funcionalidade SR-IOV no firmware do adaptador para permitir a criagao de fungdes
virtuais.

Este procedimento é baseado em "Portal de Suporte Empresarial da NVIDIA | Como configurar SR-I0V para
ConnectX-4/ConnectX-5/ConnectX-6 com KVM (Ethernet)" . O guia SUSE SAP HANA KVM descreve isso
com base em uma placa de rede Intel.

Recomenda-se o uso de conexdes Ethernet redundantes, combinando duas portas fisicas como trunk/bond.
As portas virtuais (VF) atribuidas a VM também precisam ser configuradas como trunk dentro da VM.

SAP HANA

WFs eth1and ethz
combinedas bond 0

SLES.15

VFO-3 indwi 3 " T VF0-3

Physical Interfaces eth4 and
eths combined as bond 0

Antes de comecgar
Certifiqgue-se de que os seguintes pré-requisitos sejam atendidos:

* O KVM esté instalado.

* SR-IOV esta habilitado no BIOS do servidor.

» A passagem de PCI é habilitada adicionando “intel_iommu=on” e “iommu=pt” como opg¢des no carregador
de inicializacéo.

* Os drivers MLNX_ OFED mais recentes estao instalados nos hosts KVM e na maquina virtual.


https://enterprise-support.nvidia.com/s/article/HowTo-Configure-SR-IOV-for-ConnectX-4-ConnectX-5-ConnectX-6-with-KVM-Ethernet
https://enterprise-support.nvidia.com/s/article/HowTo-Configure-SR-IOV-for-ConnectX-4-ConnectX-5-ConnectX-6-with-KVM-Ethernet

@ Cada VF atribuida a uma VM requer pelo menos 10 Gbit/s de largura de banda. Nao crie nem
atribua mais de duas VFs para uma porta fisica de 25GbE.

Passos
1. Execute o MFT (Mellanox Firmware Tools):

# mst start

Starting MST (Mellanox Software Tools) driver set
Loading MST PCI module - Success

Loading MST PCI configuration module - Success
Create devices

Unloading MST PCI module (unused) - Success

2. Localize o dispositivo:

# mst status
MST modules:

MST PCI module is not loaded
MST PCI configuration module loaded

MST devices:

/dev/mst/mt4125 pciconf0 - PCI configuration cycles access.
domain:bus:dev.fn=0000:ab:00.0 addr.reg=88 data.reg=92

cr bar.gw offset=-1

Chip revision is: 00
3. Verifique o estado do dispositivo:

mlxconfig -d /dev/mst/mt4125 pciconf0 g |grep -e SRIOV_EN -e NUM OF VFS
NUM OF VFS 8
SRIOV_EN True (1)

4. Se necessario, habilite o SR-IOV:
mlxconfig -d /dev/mst/mt4125 pciconf0 set SRIOV_EN=1

5. Defina a quantidade maxima de VFs:



mlxconfig -d /dev/mst/mt4125 pciconfl0 set NUM OF VFS=4

6. Reinicie o servidor se o recurso precisar ser ativado ou se a quantidade maxima de VFs tiver sido
alterada.
Etapa 2: Criar as interfaces virtuais

Crie fungdes virtuais (VFs) nas portas de rede fisicas para habilitar a funcionalidade SR-IOV. Nesta etapa, séo
criadas quatro VFs por porta fisica.

Passos
1. Localize o dispositivo:



# ibstat

CA 'mlx5 0

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010
Hardware version: 0

Node GUID: 0xa088c20300a6fo6fc
System image GUID: 0xa088c20300acf6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

IMC: O

SM 1id: O

Capability mask: 0x00010000
Port GUID: Oxaz288c2fffeatf6fd
Link layer: Ethernet

CA 'mlx5 1'

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010
Hardware version: 0

Node GUID: 0xa088c20300a6f6fd
System image GUID: 0xa088c20300a6f6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

LMC: O

SM 1id: O

Capability mask: 0x00010000
Port GUID: Oxa288c2fffeatfofd
Link layer: Ethernet

Se uma ligagao tiver sido criada, a saida sera semelhante a seguinte:



# ibstat

CA 'mlx5 bond 0'

CA type: MT4125

Number of ports: 1

Firmware version: 22.36.1010

Hardware version: 0

Node GUID: 0xa088c20300a6f6fc

System image GUID: 0xa088c20300a6f6fc
Port 1:

State: Active

Physical state: LinkUp

Rate: 100

Base 1lid: O

LMC: O

SM 1id: O

Capability mask: 0x00010000

Port GUID: 0Oxaz288c2fffeabf6fc

Link layer: Ethernet
#:/etc/sysconfig/network # cat /sys/class/infiniband/mlx5 bond 0/device/
aerdevcorrectable iommugroup/ resetmethod
aerdevfatal irg resource

aerdevnonfatal link/ resource0

arienabled localcpulist resourceOwc
brokenparitystatus localcpus revision
class maxlinkspeed rom

config maxlinkwidth sriovdriversautoprobe
consistentdmamaskbits mlx5 core.eth.0/ sriovnumvfs
urrentlinkspeed mlx5 core.rdma.0/ sriovoffset
currentlinkwidth modalias sriovstride
d3coldallowed msibus sriovtotalvfs

device msiirgs/ sriovvfdevice

dmamaskbits net/ sriovvftotalmsix

driver/ numanode subsystem/
driveroverride pools subsystemdevice
enable power/ subsystemvendor
firmwarenode/ powerstate uevent
infiniband/ ptp/ vendor

infinibandmad/ remove vpd
infinibandverbs/ rescan

iommu/ reset



# ibdev2netdev
mlx5 0 port 1 ==> eth4 (Up)
mlx5 1 port 1 ==> eth5 (Up)

2. Obtenha o total de VFs permitidos e configurados no firmware:

# cat /sys/class/net/eth4/device/sriov _totalvfs
4
# cat /sys/class/net/eth5/device/sriov_totalvfs
4

3. Obtenha o numero atual de VFs neste dispositivo:

# cat /sys/class/infiniband/mlx5 0/device/sriov_numvfs
0
# cat /sys/class/infiniband/mlx5 1/device/sriov_numvfs
0

4. Defina o numero desejado de VFs:

# echo 4 > /sys/class/infiniband/mlx5 0/device/sriov_numvfs
# echo 4 > /sys/class/infiniband/mlx5 1/device/sriov_numvfs

Se vocé ja configurou uma agregacgao de links usando essas duas portas, o primeiro comando
precisa ser executado nessa agregagao:

# echo 4 > /sys/class/infiniband/mlx5 bond 0/device/sriov_numvfs

5. Verifique o barramento PCI:



# lspci

0000:ab:

-D | grep Mellanox

00.0 Ethernet controller:

[ConnectX-6 Dx]

0000:ab:

00.1 Ethernet controller:

[ConnectX-6 Dx]

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

0000:ab:

mlx5Gen

00.2 Ethernet controller:

Virtual Function

00.3 Ethernet controller:

Virtual Function

00.4 Ethernet controller:

Virtual Function

00.5 Ethernet controller:

Virtual Function

01.2 Ethernet controller:

Virtual Function

01.3 Ethernet controller:

Virtual Function

01.4 Ethernet controller:

Virtual Function

01.5 Ethernet controller:

Virtual Function

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Mellanox

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

Technologies

MT2892 Family

MT2892 Family

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

ConnectX

Family

Family

Family

Family

Family

Family

Family

Family



# ibdev2netdev -v

0000:2b:00.0 mlx5 0 (MT4125 - 51TF3A5000XV3) Mellanox ConnectX-6 Dx
100GbE QSFP56 2-port PCIe 4 Ethernet Adapter fw 22.36.1010 port 1
(ACTIVE) ==> eth4 (Up)

0000:2b:00.1 mlx5 1 (MT4125 - 51TF3A5000XV3) Mellanox ConnectX-6 Dx
100GbE QSFP56 2-port PCIe 4 Ethernet Adapter fw 22.36.1010 port 1

(ACTIVE) ==> eth6 (Up)

0000:ab:00.2 mlx523 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> etho6
(Down)

0000:2b:00.3 mlx5 3 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth”
(Down)

0000:2b:00.4 mlx5 4 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth8
(Down)

0000:2b:00.5 mlx5 5 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> eth9
(Down)

0000:2b:01.2 mlx5 6 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethlO
(Down)

0000:ab:01.3 mlx5 7 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethll
(Down)

0000:ab:01.4 mlx5 8 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethl2
(Down)

0000:ab:01.5 mlx5 9 (MT4126 - NA) fw 22.36.1010 port 1 (DOWN ) ==> ethl3
(Down)

6. Verifique a configuragéo das VFs através da ferramenta IP:
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# ip link show

6: eth4: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg
master bond0 state UP mode DEFAULT group default glen 1000

link/ether a0:88:c2:a6:f6:fd brd ff:ff:ff:ff:ff:ff permaddr
a0:88:c2:a6:f6:fc

vE O
off,
vE 1
off,
vE 2
off,
v 3
off,

link/ether
link-state
link/ether
link-state
link/ether
link-state
link/ether
link-state

00:00:

auto,

00:00:

auto,

00:00:

auto,
00:00
auto,

altname enpl71s0f0np0

altname ens3f0np0

00:00:

trust

00:00:

trust

00:00:

trust

:00:00:

trust

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

00:00 brd ff:ff:ff:

off, query rss off

ff:ff:ff,

ff:ff: ff,

ff:ff: £,

ff:ff:ff,

spoof

spoof

spoof

spoof

checking

checking

checking

checking

7: eth5: <BROADCAST,MULTICAST, SLAVE,UP, LOWER UP> mtu 9000 gdisc mg
master bond0 state UP mode DEFAULT group default glen 1000

link/ether a0:88:c2:a6:f6:fd brd ff:ff:ff:ff:ff:ff

vEf O
off,
v 1
off,
vE 2
off,
v 3
off,

link/ether
link-state
link/ether
link-state
link/ether
link-state
link/ether
link-state

00:00:

auto,

00:00:

auto,

00:00:

auto,

00:00:

auto,

altname enpl71s0flnpl

altname ens3flnpl

00:00:

trust

00:00:

trust

00:00:

trust

00:00:

trust

00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off
00:00 brd ff:ff:ff
off, query rss off

Etapa 3: Habilitar VFs durante a inicializagao

(ff:ff:ff,

(ff:ff:ff,

ff.ff:.££,

(ff:ff:ff,

spoof

spoof

spoof

spoof

checking

checking

checking

checking

Configure as definigdes do VF para que persistam entre reinicializa¢des do sistema, criando servigos systemd

e scripts de inicializagéo.

1. Crie um arquivo de unidade systemd /etc/systemd/system/after.local com o seguinte contetdo:
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[Unit]
Description=/etc/init.d/after.local Compatibility

After=libvirtd.service Requires=libvirtd.service

[Service]

Type=oneshot
ExecStart=/etc/init.d/after.local
RemainAfterExit=true

[Install]
WantedBy=multi-user.target

2. Crie o script /etc/init.d/after.local-

#! /bin/sh
#
#
#

echo 4 > /sys/class/infiniband/mlx5 bond 0/device/sriov_numvfs
echo 4 > /sys/class/infiniband/mlx5 1/device/sriov_numvfs

3. Certifique-se de que o arquivo possa ser executado:

# cd /etc/init.d/
# chmod 750 after.local

Etapa 4: Atribua as interfaces virtuais a VM

Atribua as fungdes virtuais criadas a VM do SAP HANA como dispositivos de host PCI usando o virt-manager.

1. Inicie o virt-manager.

12



Activities (I Terminal Oct 20 01:16

root@sapcc-hana-tst-10:~

sapcc-hana-tst-10:~ # virt-manager I

2. Abra a maquina virtual desejada.

13
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sle15sp5 on GEMU/KVM
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4. Selecione a placa de rede virtual desejada na primeira porta fisica da lista de Dispositivos Host PCl e
clique em Concluir.

Neste exemplo, 0000.AB:00:2 - 0000.AB:00:4 pertencem a primeira porta fisica e 0000.AB:01:2 -
0000.AB:01:4 pertencem a segunda porta fisica.



5. Escolha a proxima porta NIC virtual da lista de Dispositivos Host PCI, use uma porta virtual da segunda
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File VirtualMachine View
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6. Em seguida, as interfaces virtuais sao atribuidas a maquina virtual e esta pode ser iniciada. +

Send Key

Status:

Title: ‘

Description:

Hypervisor Det

tured
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_ Storage
B Controller
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Add New Virtual Hardware x

Details XML

Host Device:

0000:98:00:1Intel Corporation ice Lake Mesh 2 PCle

0000:98:00:2 Intel Corporation Ice Lake RAS

0000:98:00:4 Intel Corporation

0000:99:00:0 Micron Technology Inc 7450 PRO NVMe 55D

0000:9A:00:0 Micron Technology Inc 7450 PRO NVMe SSD

0000:AA:00:0 Intel Corporation Ice Lake Memory Map/VT-d

0000:AA:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:AA:00:2 Intel Corporation Ice Lake RAS

0000:4A:00:4 Intel Corporation

0000:AB:00:0 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (inte|
0000:AB:00:1 Mellanox Technologies MT2892 Family [ConnectX-6 Dx] (Inter
0000:A8:00:2 Mellanox Technologies ConnectX Family mbx5Gen Virtual Fune
0000:AB:00:3 Mellanox Technologies ConnectX Family mix5Gen Virtual Func
0000:AB:00:4 Mellanox Technologies ConnectX Family mlx5Gen Virtual Funi
0000:AB:00:5 Mellanox Technologies ConnectX Family mix5Gen Virtual Fun
000( llanox Tech ie nnectX Family mlx5Gen Virtual Func
0000:AB:01:3 Mellanox Technologies ConnectX Family mbx5Gen Virtual Func
0000:AR:01:4 Mellanax Technoloaies ConnectX Familv mix5Gen Virtual Func

Cancel Finish
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sle15sp5 on GEMU/KVM x

File VirtualMachine View SendKey

-y U B
L= Overview Details XML

g OSinformation

Performance AR

D CPUS Name: sle15sp5

B2 Memory UuID: 7fc7e6d7-1b6e-4244-8135-053045d576ea
4% Boot Options Status: B Shutoff

| VirtODisk1 Title:

©) SATACDROM1 =

& NIC:e2:97:64 DR

|.# Tablet

") Mouse

== Keyboard Hypervisor Details

B8 Display Spice Hypervisor:  KVM

!F Sound ich9 Architecture: x86_64

e Seriall Emulator:  Jusr/bin/qemu-system-x86_64
;;; Channel (gemu-ga) Chipset: Q35

s Channel (spice) Firmware:  BIOS

PCI 0000:3b:00.2

B Paiooo0:ap:0n2

= Video Virtio

BB controller UsB O

B Controlier PCle 0

BB controller virtio cs10
B Controller SATAD

BB Controller VirtiO Serial 0
@ usBRedirector1

@ USB Redirector 2

\'_3),:‘,5 RNG /devjurandom

Add Hardware Cancel

Etapa 5: Configure as interfaces de rede na VM
Faga login na VM e configure as duas VFs como bond. Escolha o modo 0 ou 0 modo 2. N&o utilize LACP, pois

LACP s6 pode ser usado em portas fisicas. A figura abaixo mostra uma configuragdo do modo 2 usando o
YAST.
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-

th2 configured
thl conf =d

Options

Bond Driver cions

mode=balance-xor miimon=100

A — N————

[Help] [Cancel] [Next]

O que vem a seguir?

Apos configurar as interfaces de rede SR-I0V,"Configurar rede Fibre Channel" se o FCP for usado como
protocolo de armazenamento.

Configure a rede Fibre Channel para SAP HANA no SUSE
KVM.

Configure a rede Fibre Channel para SAP HANA no SUSE KVM atribuindo portas HBA
fisicas as VMs como dispositivos PCI. Configure conexdes FCP redundantes usando
duas portas fisicas conectadas a switches de malha diferentes.

@ Os passos a seguir sao necessarios apenas se o FCP for usado como protocolo de
armazenamento. Se o NFS for utilizado, esses passos ndo sdo necessarios.

Sobre esta tarefa
Como nao existe um recurso equivalente ao SR-IOV para o FCP, atribua as portas HBA fisicas diretamente a
maquina virtual. Utilize duas portas fisicas conectadas a estruturas diferentes para redundancia.

@ Uma porta fisica s6 pode ser atribuida a uma maquina virtual.

Passos

1. Iniciar o virt-manager:
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kvm-hana-fcn.html

Activities (I Terminal

Oct 20 01:16

root@sapcc-hana-tst-10:~

sapcc-hana-tst-10:~ # virt-manager I

2. Abra a maquina virtual

20



Virtual Machine Manager
File Edit View Help
B = open | 3~
Name
w QEMUJIKVM

- sle15sp5

Shutoff

- sle15sp5-2
—— Shutoff

desejada.

3. Selecione Adicionar hardware.

-

cPU usage
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4. Selecione a porta HBA desejada na lista de Dispositivos Host PCI e clique em Concluir.
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sle15sp5 on QEMU/KVM

File VirtualMachine View SendKey
=8 0o

.

= Overview Details XML
g OSinformation

i — Basic Details

0 CPUS Name: sle15sp5

B Memory uuiD: Tfc7e6d7-1b6e-4244-8135-053045d576ea
&5 Boot Options Status: M Shutoff

__ ViriODisk1 Titte:

@) SATACDROM1 =

B NIC:e2:97:64 R

|.# Tablet

) Mouse

== Keyboard Hypervisor Details

g Display Spice Hypervisor:  KVM

!F Sound ich9 Architecture: xB6_64

;é Serial1 Emulator:  Jusr/bin/qemu-system-x86_64
Gy Channel (gemu-ga) Chipset: Q35

(= Channel(spice) Firmware:  BIOS

B Paoooo:abo0.2

B raiooo0:ap:0n2

B video Virtio

BB controller UsB O

B Controlier PCle 0

BB controller virtio cs10
B Controller SATAD

BB Controller VirtiO Serial 0
@ USB Redirector 1

@ USB Redirector 2

3-3 RNG /devjurandom

Add Hardware

Neste exemplo 0000.A2:00:0.



File VirtualMachine View

Overview

g OS information
B Performance
{3 crus

== Memory

& Boot Options
| VirtlODisk1
(&) SATACDROM1
F NIC:e2:97:64
M Tablet

) Mouse

== Keyboard

B8 pisplay Spice
Hif soundicho
@ Seriall

= Channel (gemu-ga)

;ﬁ Channel (spice)

B Pcio000:ab:00.2

BB Pci0000:ab:01.2

B video Virtio

BB Controlter usa 0

BB Controller PCle0

BB Controller virtio SC510
B Controlter saTA 0

m Controller VirtiO Serial 0
@ USB Redirector 1

@ USB Redirector 2
83

RNG jdevfurandom

Add Hardware

r

Send Key

Details

Basic Detalls
Name:
UUID
Status:
Title:

Descriptiong

Hypervisor De

Hypervisors
Architecture
Emulator
Chipset
Firmware

sle15sp5 on QEMU/KVM

mastoepyDaaa@er vy Videmn@r

Storage
Controller
Network
Input
Graphics
Sound
Serial
Parallel
Console
Channel
USB Host Device

MDEV Host Device
Video

Watchdog
Filesystem

Smartcard

USB Redirection
TPM

RNG

Panic Notifier
Virtlo VSOCK

Add New Virtual Hardware x

Details XML

Host Device:
VUV 1D, UV 2 ITRETLUNPUN dUUTT ICE LARE RAD

0000:16:00:4 Intel Corporation

0000:17:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface €
0000:17:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e
0000:17:00:2 Intel Corporation 1350 Gigabit Network Connection (Interface e
0000:17:00:3 Intel Corporation 1350 Gigabit Network Connection (interface e
0000:29:00:0 Intel Corporation Ice Lake Memory Map/VT-d
0000:29:00:1Intel Corporation Ice Lake Mesh 2 PCle

0000:29:00:2 Intel Corporation Ice Lake RAS

0000:29:00:4 Intel Corporation

0000:2A:00:0 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb

0000:2A:00:1 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb |
0000:3C:00:0 Intel Corporation Ice Lake Memory Map/VT-d

0000:3C:00:1 Intel Corporation Ice Lake Mesh 2 PCle

0000:3C:00:2 Intel Corporation Ice Lake RAS

0000:3C:00:4 Intel Corporation

0000:4F:00:0 Intel Corporation Ice Lake Memary Map/VT-d
0000:4F:00:1Intel Corporaticn Ice Lake Mesh 2 PCle

Cancel Finish

em Concluir. Neste exemplo 0000.A2:00:1.

5. Selecione a porta HBA desejada na lista de dispositivos host PCI pertencentes a segunda malha e clique
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sle15sp5 on GEMU/KVM

File VirtualMachine View SendKey
.| e o B
[ Add New Virtual Hardware x
g OSinformation Baiic Detailsj i
B Performance & Storage -
c} CPUSs Name B Controller
== Memory s Nebwork Bendis At
33 Boot Options Status  tnput ) Host Device:
_ wroe =i I
&) SATACDROM1 = e . I
Q — @ Serial 0000:17:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface e
w Parallel 0000:17:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e
% Tablet & Console 0000:17:00:2 Intel Corporation 1350 Gigabit Network Connection (Interface e
@ Mouse & Channel 0000:17:00:3 Intel Corporation 1350 Gigabit Network Connection (Interface e
=i Keyboard HypervisorDd @ USB Host Device 0000:29:00:0 Intel Corporation lce Lake Memory Map/VT-d
B8 Display Spice dsor:| R 0000:29:00:1 Intel Corporation Ice Lake Mesh 2 PCle
!f Soundichd B MDEV HostDevice = 0000:29:00:2 Intel Corporation Ice Lake RAS
@ Seriall = video 0000:29:00:4 Intel Corporation
& Channel (gemu-ga) B Watchdog 0000:2A:00:0 Emulex Corporation LPe35000/LPe36000 Series 32Gb/64Gb
& Channel (spice) [ Filesystem A:00:1 Emulex Corporation LPe LPe ) Series 32Gb/64Gb
H PCl 0000:ab:00.2 2 Smartcard 0000:3C:00:0 Intel Corporation Ice Lake Memory Map/VT-d
m PC10000:ab:01.2 @& USBRedirection 0000:3C:00:1Intel Corporation Ice Lake Mesh 2 PCle
H PCl 0000:22:00.0 o TPM 0000:3C:00:2 Intel Corporation Ice Lake RAS
Q Video Virtio & RNG 0000:3C:00:4 Intel Corporation
H Controller USB 0 &8 Panic Notifier 0000:4F:00:0 Intel Corporation Ice Lake Memory Map/VT-d
H Controller PCle 0 & Virtlo VSOCK 0000:4F:00:1Intel Corporation Ice Lake Mesh 2 PCle

B Controller Virtio SCS10
B Controller sATAO

B Controller VirtiO Serial 0
@ USB Redirector 1

@ usBRedirector2

&} RNG /devjurandom

Cancel Finish

Add Hardware

6. Em seguida, as portas HBA fisicas s&o atribuidas a maquina virtual e a maquina virtual pode ser iniciada.
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1
sle15sp5 on QEMU/KVM x

File VirtualMachine View SendKey

LB T 1 v | =

g Overview Details XML
= 05 information

B Performance BasicDuen
C} CPUs Name: sle15sp5
Memory uuID: 7fc7e6d7-1b6e-4244-8135-053045d576ea
3% Boot Options Status: B Shutoff

L VirlODisk1 Title:

2} SATACDROM 1 )
& NIC:2:97:64 Desgiphon
IL"I Tablet

™ Mouse
== Keyboard Hypervisor Details
B8 Display Spice Hypervisor: KVM
Biif soundicho Architecture: x86_64
ey Seriall Emulator:  fusr/bin/gemu-system-x86_64
= Channel (qemu-ga) Chipset: Q3s
= Channel {spice) Firmware: BIOS

B pci0000:ab:00.2
PCI 0000:ab:01.2
PCI 0000:22:00.0
PC10000:2a:00.1
B8 video Virtio

M Controller USB 0
BB Controller PCle 0
BB Controller Virtio scsi o
B} Controller SATAQ

B Controller VirtiO Serial 0
@ usBRedirectort

@ USB Redirector 2

&% RNG /devjurandom

Add Hardware Cance Apr

As portas fisicas sdo repassadas para a maquina virtual, portanto, nenhuma preparagao adicional &
necessaria dentro da maquina virtual.
O que vem a seguir?

Depois de configurar a rede Fibre Channel,"Configurar o armazenamento NetApp para SAP HANA" .

Configure o armazenamento NetApp para SAP HANA no
SUSE KVM.

Configure o armazenamento NetApp para SAP HANA no SUSE KVM usando os
protocolos NFS ou FCP. Configure as conexdes de armazenamento entre a maquina
virtual e os sistemas NetApp ONTAP para obter o desempenho ideal do banco de dados.

Ap6s configurar a maquina virtual com interfaces de rede SR-IOV ou portas HBA FCP, configure o acesso ao

armazenamento a partir da prépria maquina virtual. Utilize o guia de configuragdo do NetApp SAP HANA
apropriado com base no protocolo de armazenamento escolhido.

Configure o armazenamento NFS para o SAP HANA.

Utilize as interfaces de rede SR-IOV criadas anteriormente caso o protocolo NFS seja usado para o
armazenamento do SAP HANA.
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kvm-hana-storage.html

Siga os passos de configuragao detalhados em "SAP HANA em sistemas NetApp AFF com NFS - Guia de
configuracao" .

Principais consideragdes de configuragdo para ambientes KVM:

« Utilize as fungdes virtuais (VFs) SR-IOV configuradas anteriormente para o trafego de rede.
» Configure o agrupamento de redes dentro da maquina virtual para redundancia.
» Garanta a comutacao de rede adequada entre a VM e os SVMs de armazenamento NetApp .

» Configure os controladores de armazenamento e a maquina virtual de acordo com o Guia de Configuragéao
do SAP HANA.

Configure o armazenamento FCP para SAP HANA.

Utilize as portas HBA fisicas atribuidas a VM como dispositivos PCI se o protocolo FCP for usado para o
armazenamento do SAP HANA.

Escolha o guia de configuragéo apropriado com base no seu sistema de armazenamento NetApp :

+ Para sistemas NetApp AFF : "SAP HANA em sistemas NetApp AFF com protocolo Fibre Channel"
» Para sistemas NetApp ASA : "SAP HANA em sistemas NetApp ASA com protocolo Fibre Channel"

Principais consideragdes de configuragdo para ambientes KVM:

« Utilize as portas HBA fisicas que foram atribuidas a VM via PCI passthrough.
« Configure o multipathing dentro da VM para redundancia entre switches de malha.

» Configure os controladores de armazenamento e a VM de acordo com o Guia de Configuragéo do SAP
HANA.
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