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Provisionar armazenamento ONTAP para
Proxmox VE

Saiba mais sobre a arquitetura de armazenamento ONTAP
para o ambiente virtual Proxmox.

O NetApp ONTAP integra-se com o Proxmox Virtual Environment (VE) para fornecer
recursos de armazenamento de nível empresarial por meio de protocolos NAS e SAN. O
ONTAP oferece recursos avançados de gerenciamento de dados, incluindo snapshots,
clonagem, replicação e proteção contra ransomware para cargas de trabalho
virtualizadas executadas em clusters Proxmox VE.

Arquitetura da solução

A arquitetura da solução inclui os seguintes componentes principais:

• Cluster Proxmox VE: Um cluster de nós Proxmox VE que fornece recursos de virtualização e gerencia
máquinas virtuais (VMs) e contêineres.

• * Armazenamento NetApp ONTAP : * Um sistema de armazenamento escalável e de alto desempenho
que fornece armazenamento compartilhado para o cluster Proxmox VE.

• Infraestrutura de rede: Uma configuração de rede robusta que garante conectividade de baixa latência e
alta taxa de transferência entre os nós Proxmox VE e o armazenamento ONTAP .

• * NetApp Console: * Uma interface de gerenciamento centralizada para administrar vários sistemas de
armazenamento e serviços de dados da NetApp .

• Servidor de Backup Proxmox: Uma solução de backup dedicada para Proxmox VE que se integra ao
armazenamento ONTAP para proteção de dados eficiente.

O diagrama a seguir mostra a arquitetura de alto nível da configuração do laboratório:
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Funcionalidades do ONTAP para Proxmox VE

O ONTAP oferece um conjunto abrangente de recursos de armazenamento corporativo que aprimoram as
implementações do Proxmox VE. Essas funcionalidades abrangem gerenciamento de dados, proteção,
eficiência e suporte a protocolos em arquiteturas de armazenamento NAS e SAN.

Funcionalidades essenciais de gerenciamento de dados

• Arquitetura de cluster escalável

• Autenticação segura e suporte a RBAC

• Suporte a múltiplos administradores em confiança zero

• Multilocação segura

• Replicação de dados com SnapMirror

• Cópias pontuais com instantâneos

• Clones que otimizam o espaço

• Recursos de eficiência de armazenamento, incluindo deduplicação e compressão.

• Suporte Trident CSI para Kubernetes

• SnapLock para conformidade

• Bloqueio de cópia instantânea à prova de adulteração

• Proteção contra ransomware com detecção autônoma de ameaças

• Criptografia de dados em repouso e em trânsito

• FabricPool para armazenar dados frios em camadas e depois em objetos.

• Integração do NetApp Console e do Data Infrastructure Insights

• Transferência de dados descarregados da Microsoft (ODX)

Características do protocolo NAS

• Os volumes FlexGroup fornecem contêineres NAS escaláveis com alto desempenho, distribuição de carga
e escalabilidade.

• O FlexCache distribui dados globalmente, ao mesmo tempo que fornece acesso local de leitura e
gravação.

• O suporte a múltiplos protocolos permite que os mesmos dados sejam acessíveis tanto via SMB quanto
via NFS.

• O NFS nConnect permite múltiplas sessões TCP por conexão para aumentar a taxa de transferência da
rede e utilizar placas de rede de alta velocidade.

• O trunking de sessão NFS proporciona maior velocidade de transferência de dados, alta disponibilidade e
tolerância a falhas.

• O SMB multicanal proporciona maior velocidade de transferência de dados, alta disponibilidade e
tolerância a falhas.

• Integração com Active Directory e LDAP para permissões de arquivos

• Conexões seguras com NFS sobre TLS

• Suporte à autenticação Kerberos do NFS

• NFS sobre RDMA para acesso de baixa latência
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• Mapeamento de nomes entre identidades Windows e Unix

• Proteção autônoma contra ransomware com detecção de ameaças integrada.

• Análise do sistema de arquivos para insights de capacidade e uso

• Suporte a Metrocluster para alta disponibilidade.

Características do protocolo SAN

• Estenda clusters por domínios de falha com o SnapMirror ActiveSync (verifique sempre o "Ferramenta de
Matriz de Interoperabilidade" (para configurações suportadas)

• Suporte a Metrocluster para alta disponibilidade.

• Os modelos ASA oferecem multipathing ativo-ativo e failover de caminho rápido.

• Suporte aos protocolos FC, iSCSI e NVMe-oF.

• autenticação mútua iSCSI CHAP

• Mapeamento seletivo de LUNs e conjuntos de portas para maior segurança.

Tipos de armazenamento suportados para o ambiente
virtual Proxmox

O Proxmox Virtual Environment (VE) suporta múltiplos protocolos de armazenamento
com o NetApp ONTAP, incluindo NFS e SMB para NAS e FC, iSCSI e NVMe-oF para
SAN. Cada protocolo suporta diferentes tipos de conteúdo do Proxmox VE, incluindo
discos de máquinas virtuais, backups, volumes de contêineres, imagens ISO e modelos.

Suporte ao protocolo NAS

Os protocolos NAS (NFS e SMB) são compatíveis com todos os tipos de conteúdo do Proxmox VE e
geralmente são configurados uma única vez no nível do datacenter. As máquinas virtuais convidadas podem
usar formatos de disco raw, qcow2 ou VMDK no armazenamento NAS. Os snapshots do ONTAP podem ser
disponibilizados aos clientes para acesso a cópias de dados em um determinado momento.

Suporte ao protocolo SAN

Os protocolos SAN (FC, iSCSI e NVMe-oF) são normalmente configurados por host e suportam tipos de
conteúdo de disco de máquina virtual e imagem de contêiner no Proxmox VE. As máquinas virtuais
convidadas podem usar formatos de disco raw, VMDK ou qcow2 no armazenamento em blocos.

Matriz de compatibilidade de tipos de armazenamento

Tipo de
conteúdo

NFS PME/CIFS FC iSCSI NVMe-oF

Backups Sim Sim Não1 Não1 Não1

Discos de VM Sim Sim Sim2 Sim2 Sim2

Volumes de TC Sim Sim Sim2 Sim2 Sim2
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Tipo de
conteúdo

NFS PME/CIFS FC iSCSI NVMe-oF

Imagens ISO Sim Sim Não1 Não1 Não1

Modelos de TC Sim Sim Não1 Não1 Não1

Trechos Sim Sim Não1 Não1 Não1

Notas:

1. Requer um sistema de arquivos em cluster para criar a pasta compartilhada e usar o tipo de
armazenamento Diretório.

2. Use o tipo de armazenamento LVM.

Diretrizes de implantação para o ambiente virtual Proxmox
com armazenamento NetApp ONTAP

O Proxmox Virtual Environment (VE) integra-se com o armazenamento NetApp ONTAP
para fornecer armazenamento compartilhado para máquinas virtuais e contêineres,
permitindo migrações ao vivo mais rápidas, modelos consistentes e backups
centralizados. Aprenda sobre as diretrizes de configuração de rede e armazenamento e
as melhores práticas para implantar e otimizar um cluster Proxmox VE com sistemas de
armazenamento ONTAP .

Para obter informações sobre os tipos de armazenamento suportados e a compatibilidade de conteúdo,
consulte "Saiba mais sobre os tipos de armazenamento suportados pelo Proxmox VE.".

Diretrizes de configuração de rede

Siga estas diretrizes para otimizar o desempenho e a confiabilidade da rede:

• Garanta caminhos de rede redundantes duplos entre os nós Proxmox VE e o armazenamento ONTAP .

• Utilize agregação de links (LACP) para aumentar a largura de banda e a tolerância a falhas.

• Projete a topologia da rede para evitar problemas com a árvore de abrangência. Utilize recursos como
RSTP ou MSTP, se necessário.

• Implemente VLANs para segmentar diferentes tipos de tráfego e aumentar a segurança.

• Configure quadros jumbo (MTU 9000) em todos os dispositivos de rede para melhorar o desempenho do
tráfego de armazenamento.

• Considere usar o Open vSwitch (OVS) sobre Linux Bridge quando as zonas VLAN estiverem
configuradas.

Melhores práticas de configuração de armazenamento

Siga estas práticas recomendadas para otimizar o desempenho e a escalabilidade do armazenamento:

• Utilize os recursos avançados de gerenciamento de dados do ONTAP, como snapshots e clonagem, para
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aprimorar a proteção e a recuperação de dados.

• Utilize volumes FlexGroup para requisitos de grande capacidade e aproveite todo o potencial de
escalabilidade do ONTAP .

• Em ambientes geograficamente distribuídos, utilize o FlexCache para distribuir imagens e modelos mais
próximos dos nós do Proxmox VE, a fim de obter tempos de implantação mais rápidos e gerenciamento
centralizado.

• Ao usar o FlexGroup com NFS, utilize a combinação de nConnect ou trunking de sessão e pNFS para
otimizar o desempenho e a disponibilidade.

• Para protocolos de bloco, assegure o zoneamento adequado e o mascaramento de LUN para restringir o
acesso apenas a nós Proxmox VE autorizados.

• Alocar capacidade de armazenamento suficiente para acomodar o crescimento das máquinas virtuais e as
necessidades de dados.

• Implemente o armazenamento em camadas para otimizar o desempenho e a relação custo-benefício.

• Monitore regularmente o desempenho e a integridade do armazenamento usando as ferramentas de
gerenciamento da NetApp .

• Utilize o NetApp Console para gerenciamento centralizado de múltiplos sistemas ONTAP .

• Habilite os recursos de proteção contra ransomware no ONTAP para se proteger contra ataques de
ransomware.

Diretrizes de configuração do Proxmox VE

Siga estas diretrizes para otimizar o Proxmox VE com o armazenamento NetApp ONTAP :

• Atualize o Proxmox VE para a versão estável mais recente para aproveitar os recursos e correções de
bugs mais recentes.

• Configure o Proxmox VE para usar o armazenamento compartilhado do NetApp ONTAP para
armazenamento de máquinas virtuais.

• Configure clusters Proxmox VE para permitir alta disponibilidade e migração em tempo real de máquinas
virtuais.

• Utilize uma rede redundante para comunicação em cluster e dedique uma rede para migração em tempo
real.

• Evite reutilizar os mesmos IDs de VM ou contêiner em diferentes clusters para prevenir conflitos.

• Utilize o controlador único VirtIO SCSI para obter melhor desempenho e recursos em máquinas virtuais.

• Ative a opção de threads de E/S para máquinas virtuais com alta demanda de E/S.

• Ative o suporte a descarte/TRIM nos discos das máquinas virtuais para otimizar o uso do armazenamento.

Configure protocolos de armazenamento com ONTAP para
Proxmox VE.

Saiba mais sobre protocolos de armazenamento para Proxmox VE com NetApp
ONTAP.

Provisione armazenamento ONTAP para o ambiente virtual Proxmox (VE) usando
protocolos NAS (NFS, SMB) e protocolos SAN (FC, iSCSI, NVMe). Selecione o
procedimento específico do protocolo apropriado para configurar o armazenamento
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compartilhado do seu cluster Proxmox VE.

Certifique-se de que os hosts Proxmox VE tenham interfaces FC, Ethernet ou outras interfaces suportadas
conectadas por cabo aos switches que se comunicam com as interfaces lógicas do ONTAP . Sempre verifique
o "Ferramenta de Matriz de Interoperabilidade" para configurações suportadas. Os cenários de exemplo são
criados partindo do pressuposto de que duas placas de interface de rede de alta velocidade estão disponíveis
em cada host Proxmox VE e são conectadas entre si para criar interfaces agregadas (bonded interfaces) para
tolerância a falhas e melhor desempenho. As mesmas conexões de uplink são usadas para todo o tráfego de
rede, incluindo gerenciamento de hosts, tráfego de máquinas virtuais/contêineres e acesso ao
armazenamento. Quando houver mais interfaces de rede disponíveis, considere separar o tráfego de
armazenamento de outros tipos de tráfego.

Para obter informações sobre a arquitetura de armazenamento ONTAP e os tipos de armazenamento
suportados, consulte "Saiba mais sobre a arquitetura de armazenamento ONTAP para Proxmox VE." e "Saiba
mais sobre os tipos de armazenamento suportados pelo Proxmox VE.".

Ao usar LVM com protocolos SAN (FC, iSCSI, NVMe-oF), o grupo de volumes pode conter
vários LUNs ou namespaces NVMe. Nesse caso, todos os LUNs ou namespaces devem fazer
parte do mesmo grupo de consistência para garantir a integridade dos dados. Não oferecemos
suporte a grupos de volumes que abranjam várias SVMs do ONTAP . Cada grupo de volumes
deve ser criado a partir de LUNs ou namespaces da mesma SVM.

Escolha um protocolo de armazenamento

Selecione o protocolo que melhor se adequa ao seu ambiente e às suas necessidades:

• "Configurar armazenamento SMB/CIFS" - Configure compartilhamentos de arquivos SMB/CIFS para
Proxmox VE com suporte multicanal para tolerância a falhas e desempenho aprimorado em várias
conexões de rede.

• "Configurar armazenamento NFS" - Configure o armazenamento NFS para Proxmox VE com nConnect ou
trunking de sessão para tolerância a falhas e melhorias de desempenho usando várias conexões de rede.

• "Configure o LVM com FC" - Configure o Logical Volume Manager (LVM) com Fibre Channel para acesso
ao armazenamento em blocos de alto desempenho e baixa latência em hosts Proxmox VE.

• "Configurar LVM com iSCSI" - Configure o Logical Volume Manager (LVM) com iSCSI para acesso ao
armazenamento em bloco em redes Ethernet padrão com suporte a múltiplos caminhos.

• "Configure o LVM com NVMe/FC" - Configure o Logical Volume Manager (LVM) com NVMe sobre Fibre
Channel para armazenamento em bloco de alto desempenho usando o protocolo NVMe moderno.

• "Configurar LVM com NVMe/TCP" - Configure o Logical Volume Manager (LVM) com NVMe sobre TCP
para armazenamento em bloco de alto desempenho em redes Ethernet padrão usando o protocolo NVMe
moderno.

Configure o armazenamento SMB/CIFS para o Proxmox VE.

Configure o armazenamento SMB/CIFS para o ambiente virtual Proxmox (VE) usando o
NetApp ONTAP. O SMB multicanal oferece tolerância a falhas e aumenta o desempenho
com múltiplas conexões de rede ao sistema de armazenamento.

O compartilhamento de arquivos SMB/CIFS requer tarefas de configuração tanto por parte dos
administradores de armazenamento quanto dos administradores de virtualização. Para obter mais detalhes,
consulte "TR4740 - SMB 3.0 Multicanal".
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As senhas são salvas em arquivos de texto não criptografado e só podem ser acessadas pelo
usuário root. Consulte "Documentação do Proxmox VE".

Pool de armazenamento compartilhado SMB com ONTAP

Tarefas do administrador de armazenamento

Se você é novo no ONTAP, use a Interface do Gerenciador de Sistemas para concluir essas tarefas.

1. Ative o SVM para SMB. Seguir "Documentação do ONTAP 9" Para obter mais informações.

2. Crie pelo menos duas LIFs por controlador. Siga os passos indicados na documentação. Para referência,
segue uma captura de tela das LIFs usadas nesta solução.

Mostrar exemplo

3. Configure a autenticação baseada no Active Directory ou em grupos de trabalho. Siga os passos
indicados na documentação.

Mostrar exemplo

4. Criar um volume. Marque a opção para distribuir os dados pelo cluster para usar o FlexGroup. Certifique-
se de que a proteção antiransomware esteja ativada no volume.
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Mostrar exemplo

5. Crie um compartilhamento SMB e ajuste as permissões. Seguir"Documentação do ONTAP 9" para
maiores informações.
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Mostrar exemplo

6. Forneça ao administrador de virtualização o servidor SMB, o nome do compartilhamento e as credenciais.

Tarefas do administrador de virtualização

Conclua essas tarefas para adicionar o compartilhamento SMB como armazenamento no Proxmox VE e
habilitar o multicanal para melhor desempenho e tolerância a falhas.

1. Colete o servidor SMB, o nome do compartilhamento e as credenciais para autenticação do
compartilhamento.

2. Garanta que pelo menos duas interfaces estejam configuradas em VLANs diferentes para tolerância a
falhas. Verifique se a placa de rede suporta RSS.

3. Utilizando a interface de gerenciamento em `https:<proxmox-node>:8006`Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione SMB/CIFS.
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Mostrar exemplo

4. Insira os detalhes. O nome da ação deve ser preenchido automaticamente. Selecione todos os tipos de
conteúdo e clique em Adicionar.

Mostrar exemplo

5. Para habilitar a opção multicanal, abra um shell em qualquer nó do cluster e execute o seguinte comando,
onde <storage id> é o ID de armazenamento criado na etapa anterior:
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pvesm set <storage id> --options multichannel,max_channels=16

Mostrar exemplo

6. A seguir, é apresentado o conteúdo do arquivo /etc/pve/storage.cfg para o armazenamento configurado:

Mostrar exemplo

Configure o armazenamento NFS para o Proxmox VE.

Configure o armazenamento NFS para o ambiente virtual Proxmox (VE) usando o
NetApp ONTAP. Utilize o recurso de trunking de sessão com NFS v4.1 ou posterior para
tolerância a falhas e melhorias de desempenho com múltiplas conexões de rede ao
sistema de armazenamento.

O ONTAP é compatível com todas as versões do NFS suportadas pelo Proxmox VE. Usar "entroncamento de
sessão" para tolerância a falhas e melhorias de desempenho. O recurso de trunking de sessão requer NFS
v4.1 ou posterior.

Se você é novo no ONTAP, use a Interface do Gerenciador de Sistemas para concluir essas tarefas.

Opção NFS nconnect com ONTAP

Tarefas do administrador de armazenamento

Conclua estas tarefas para provisionar armazenamento NFS no ONTAP para uso com o Proxmox VE.

11

https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f6c9aba3-b070-45d6-8048-b22e001acfd4


1. Habilite o SVM para NFS. Consulte "Documentação do ONTAP 9".

2. Crie pelo menos duas LIFs por controlador. Siga os passos indicados na documentação. Para referência,
segue uma captura de tela dos LIFs usados no laboratório.

Mostrar exemplo

3. Crie ou atualize uma política de exportação NFS para fornecer acesso a endereços IP ou sub-redes de
hosts Proxmox VE. Consulte "Criação de política de exportação" e "Adicionar regra a uma política de
exportação".

4. "Criar um volume". Para necessidades de grande capacidade (>100 TB), verifique a opção de distribuir os
dados pelo cluster usando o FlexGroup. Se estiver usando FlexGroup, considere habilitar o pNFS na SVM
para obter melhor desempenho, seguindo as instruções abaixo. "Habilite o pNFS no SVM.". Ao usar o
pNFS, certifique-se de que os hosts Proxmox VE tenham acesso aos dados de todos os controladores
(LIFs de dados). Certifique-se de que a proteção antiransomware esteja ativada no volume.
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Mostrar exemplo

5. "Atribua a política de exportação ao volume.".
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Mostrar exemplo
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6. Informe ao administrador de virtualização que o volume NFS está pronto.

Tarefas do administrador de virtualização

Conclua essas tarefas para adicionar o volume NFS como armazenamento no Proxmox VE e configurar o
nConnect ou o trunk de sessão para obter melhor desempenho.

1. Garanta que pelo menos duas interfaces estejam configuradas em VLANs diferentes para tolerância a
falhas. Utilize o recurso de agregação de links de rede (NIC bonding).

2. Utilizando a interface de gerenciamento em `https:<proxmox-node>:8006`Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione NFS.

Mostrar exemplo

3. Insira os detalhes. Após fornecer as informações do servidor, as exportações NFS devem ser
preenchidas. Selecione na lista e escolha as opções de conteúdo.
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Mostrar exemplo

4. Para habilitar a opção nConnect, abra um shell em qualquer nó do cluster e execute o seguinte comando,
onde <storage id> é o ID de armazenamento criado na etapa anterior:

pvesm set <storage id> --options nconnect=4

Para usar o trunking de sessão, certifique-se de que o NFS v4.1 esteja sendo usado e defina as opções
trunkdiscovery e max_connect:

pvesm set <storage id> --options vers=4.1,trunkdiscovery,max_connect=16

5. A seguir, é apresentado o conteúdo do arquivo /etc/pve/storage.cfg para o armazenamento configurado:

Mostrar exemplo

6. Para verificar se a opção nConnect está configurada, execute o seguinte comando: ss -an | grep
:2049 Em qualquer host Proxmox VE, verifique se há várias conexões com o endereço IP do servidor
NFS. Para verificar se o pNFS está ativado, execute nfsstat -c e verifique as métricas relacionadas ao
layout. Com base no tráfego de dados, várias conexões com LIFs de dados devem ser visíveis.

No trunking de sessão, a opção nconnect é definida em apenas uma das interfaces de tronco.
Com o pNFS, a opção nconnect é definida nas interfaces de metadados e dados. Para
ambientes de produção, utilize nConnect ou trunking de sessão, não ambos.
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Configure o LVM com FC para o Proxmox VE.

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo Fibre Channel com o
NetApp ONTAP. Essa configuração permite o acesso ao armazenamento em nível de
bloco com alto desempenho e baixa latência.

Tarefas iniciais do administrador de virtualização

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade FC e coletar as
informações necessárias para o administrador de armazenamento.

1. Verifique se há duas interfaces HBA disponíveis.

2. Certifique-se de que o multipath-tools esteja instalado em todos os hosts Proxmox VE e que seja iniciado
na inicialização do sistema.

apt list | grep multipath-tools

# If need to install, execute the following line.

apt-get install multipath-tools

systemctl enable --now multipathd

A configuração desejada para dispositivos ONTAP multipath já está incluída no pacote.
Para mais informações, consulte o "Documentação do ONTAP 9 no Proxmox VE 9.x para
FCP e iSCSI com armazenamento ONTAP"

3. Colete o WWPN de todos os hosts Proxmox VE e forneça-o ao administrador de armazenamento.

cat /sys/class/fc_host/host*/port_name

Tarefas do administrador de armazenamento

Se você é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiência.

1. Certifique-se de que a SVM esteja disponível com o protocolo FC ativado. Seguir "Documentação do
ONTAP 9".

2. Crie duas LIFs por controlador dedicadas ao FC.
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3. Crie um grupo de interfaces (igroup) e preencha os iniciadores FC do host.

4. Crie o LUN com o tamanho desejado na SVM e apresente-o ao igroup criado na etapa anterior. Certifique-
se de que a proteção antiransomware esteja ativada na guia de segurança para sistemas ASA e na guia
de segurança de volume para sistemas AFF/ FAS .

5. Informe ao administrador de virtualização que o LUN foi criado.

Tarefas finais do administrador de virtualização

Conclua essas tarefas para configurar o LUN como armazenamento LVM compartilhado no Proxmox VE.

1. Acesse o shell em cada host Proxmox VE do cluster e verifique se o disco está visível.
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lsblk -S

rescan-scsi-bus.sh

lsblk -S

2. Verifique se o dispositivo aparece na lista de múltiplos caminhos.

multipath -ll

multipath -a /dev/sdX  # replace sdX with the device name

multipath -r

multipath -ll

3. Crie o grupo de volumes.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and

<device id> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. Utilizando a interface de gerenciamento em `https:<proxmox node>:8006`Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione LVM.
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Mostrar exemplo

5. Forneça o nome do ID de armazenamento, escolha o grupo de volumes existente e selecione o grupo de
volumes que acabou de ser criado com a CLI. Marque a opção compartilhada. Com o Proxmox VE 9 e
versões superiores, habilite o Allow Snapshots as Volume-Chain opção, que fica visível quando a
caixa de seleção Avançado está ativada.
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Mostrar exemplo

6. A seguir, apresentamos um exemplo de arquivo de configuração de armazenamento para LVM usando
FC:

Mostrar exemplo

No Proxmox VE 9 e versões superiores, o arquivo de configuração de armazenamento inclui a opção
adicional. snapshot-as-volume-chain 1 quando Allow Snapshots as Volume-Chain está
ativado.

Configure LVM com iSCSI para Proxmox VE

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo iSCSI com o NetApp
ONTAP. Essa configuração permite o acesso ao armazenamento em nível de bloco em
redes Ethernet padrão com suporte a múltiplos caminhos.
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Pool compartilhado LVM com iSCSI usando ONTAP

Tarefas iniciais do administrador de virtualização

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade iSCSI e coletar as
informações necessárias para o administrador de armazenamento.

1. Verifique se duas interfaces VLAN do Linux estão disponíveis.

2. Certifique-se de que o multipath-tools esteja instalado em todos os hosts Proxmox VE e que seja iniciado
na inicialização do sistema.

apt list | grep multipath-tools

# If need to install, execute the following line.

apt-get install multipath-tools

systemctl enable --now multipathd

A configuração desejada para dispositivos ONTAP multipath já está incluída no pacote.
Para mais informações, consulte o "Documentação do ONTAP 9 no Proxmox VE 9.x para
FCP e iSCSI com armazenamento ONTAP"

3. Colete o IQN do host iSCSI para todos os hosts Proxmox VE e forneça-o ao administrador de
armazenamento.

cat /etc/iscsi/initiator.name

Tarefas do administrador de armazenamento

Se você é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiência.

1. Certifique-se de que a SVM esteja disponível com o protocolo iSCSI ativado. Seguir "Documentação do
ONTAP 9".

2. Crie duas LIFs por controlador dedicadas ao iSCSI.

3. Crie um grupo de iniciadores iSCSI e preencha os iniciadores do host.

4. Crie o LUN com o tamanho desejado na SVM e apresente-o ao igroup criado na etapa anterior. Certifique-
se de que a proteção antiransomware esteja ativada na guia de segurança dos sistemas ASA . Para
sistemas AFF/ FAS , certifique-se de que a proteção antiransomware esteja ativada na guia de segurança
do volume.
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5. Informe ao administrador de virtualização que o LUN foi criado.

Tarefas finais do administrador de virtualização

Conclua estas tarefas para configurar o LUN iSCSI como armazenamento LVM compartilhado no Proxmox
VE.

1. Utilizando a interface de gerenciamento em `https:<proxmox node>:8006`Clique em Datacenter, selecione
Armazenamento, clique em Adicionar e selecione iSCSI.
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2. Forneça o nome do ID de armazenamento. O endereço LIF iSCSI do ONTAP deve ser capaz de
selecionar o alvo quando não houver problemas de comunicação. Se a intenção for não fornecer acesso
direto ao LUN para as VMs convidadas, desmarque essa opção.

3. Clique em Adicionar e selecione LVM.
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4. Forneça o nome do ID de armazenamento e selecione o armazenamento base que corresponde ao
armazenamento iSCSI criado na etapa anterior. Selecione o LUN para o volume base e forneça o nome
do grupo de volumes. Certifique-se de que a opção compartilhada esteja selecionada. Com o Proxmox VE
9 e versões superiores, habilite o Allow Snapshots as Volume-Chain opção, que fica visível quando
a caixa de seleção Avançado está ativada.

5. A seguir, apresentamos um exemplo de arquivo de configuração de armazenamento para LVM usando
iSCSI:
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Mostrar exemplo

No Proxmox VE 9 e versões superiores, o arquivo de configuração de armazenamento inclui a opção
adicional. snapshot-as-volume-chain 1 quando Allow Snapshots as Volume-Chain está
ativado.

Configure LVM com NVMe/FC para Proxmox VE.

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo NVMe sobre Fibre
Channel com o NetApp ONTAP. Essa configuração proporciona acesso de alto
desempenho ao armazenamento em nível de bloco com baixa latência, utilizando o
moderno protocolo NVMe.

Tarefas iniciais do administrador de virtualização

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade NVMe/FC e coletar as
informações necessárias para o administrador de armazenamento.

1. Verifique se há duas interfaces HBA disponíveis.

2. Em cada host Proxmox do cluster, execute os seguintes comandos para coletar as informações do WWPN
e verificar se o pacote nvme-cli está instalado.

apt update

apt install nvme-cli

cat /sys/class/fc_host/host*/port_name

nvme show-hostnqn

3. Forneça as informações de NQN e WWPN do host coletadas ao administrador de armazenamento e
solicite um namespace NVMe do tamanho necessário.

Tarefas do administrador de armazenamento

Se você é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiência.

1. Certifique-se de que o SVM esteja disponível com o protocolo NVMe ativado. Consulte "Tarefas NVMe na
documentação do ONTAP 9".

2. Crie o namespace NVMe.
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Mostrar exemplo

3. Crie o subsistema e atribua os NQNs do host (se estiver usando a CLI). Siga o link de referência acima.

4. Certifique-se de que a proteção antiransomware esteja ativada na guia de segurança.
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Mostrar exemplo

5. Informe ao administrador de virtualização que o namespace NVMe foi criado.

Tarefas finais do administrador de virtualização

Conclua estas tarefas para configurar o namespace NVMe como armazenamento LVM compartilhado no
Proxmox VE.

1. Acesse o shell em cada host Proxmox VE do cluster e verifique se o novo namespace está visível.

2. Verifique os detalhes do namespace.

nvme list

3. Inspecione e colete detalhes do dispositivo.

nvme list

nvme netapp ontapdevices

nvme list-subsys

lsblk -N

4. Crie o grupo de volumes.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and

<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

5. Utilizando a interface de gerenciamento em `https:<proxmox node>:8006`Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione LVM.
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Mostrar exemplo

6. Forneça o nome do ID de armazenamento, escolha o grupo de volumes existente e selecione o grupo de
volumes que acabou de ser criado com a CLI. Marque a opção compartilhada. Com o Proxmox VE 9 e
versões superiores, habilite o Allow Snapshots as Volume-Chain opção, que fica visível quando a
caixa de seleção Avançado está ativada.
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Mostrar exemplo

7. A seguir, apresentamos um exemplo de arquivo de configuração de armazenamento para LVM usando
NVMe/FC:

Mostrar exemplo

Configure LVM com NVMe/TCP para Proxmox VE.

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo NVMe sobre TCP com o
NetApp ONTAP. Essa configuração proporciona acesso de alto desempenho ao
armazenamento em nível de bloco em redes Ethernet padrão, utilizando o moderno
protocolo NVMe.

Pool compartilhado LVM com NVMe/TCP usando ONTAP

31

https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=80164fe4-06db-4c21-a25d-b22e0179c3d2


Tarefas iniciais do administrador de virtualização

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade NVMe/TCP e coletar as
informações necessárias para o administrador de armazenamento.

1. Verifique se duas interfaces VLAN do Linux estão disponíveis.

2. Em cada host Proxmox do cluster, execute o seguinte comando para coletar as informações do iniciador
do host.

nvme show-hostnqn

3. Forneça as informações NQN do host coletadas ao administrador de armazenamento e solicite um
namespace NVMe do tamanho necessário.

Tarefas do administrador de armazenamento

Se você é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiência.

1. Certifique-se de que o SVM esteja disponível com o protocolo NVMe ativado. Consulte "Tarefas NVMe na
documentação do ONTAP 9".

2. Crie o namespace NVMe.
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Mostrar exemplo

3. Crie o subsistema e atribua os NQNs do host (se estiver usando a CLI). Siga o link de referência acima.

4. Certifique-se de que a proteção antiransomware esteja ativada na guia de segurança.

5. Informe ao administrador de virtualização que o namespace NVMe foi criado.

Tarefas finais do administrador de virtualização

Conclua estas tarefas para configurar o namespace NVMe como armazenamento LVM compartilhado no
Proxmox VE.

1. Acesse o terminal em cada host Proxmox VE do cluster e crie o arquivo /etc/nvme/discovery.conf. Atualize
o conteúdo de acordo com as especificidades do seu ambiente.
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root@pxmox01:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# --transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host

-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -l 1800 -a 172.21.118.153

-t tcp -l 1800 -a 172.21.118.154

-t tcp -l 1800 -a 172.21.119.153

-t tcp -l 1800 -a 172.21.119.154

2. Faça login no subsistema NVMe.

nvme connect-all

3. Inspecione e colete detalhes do dispositivo.

nvme list

nvme netapp ontapdevices

nvme list-subsys

lsblk -l

4. Crie o grupo de volumes.

vgcreate pvens02 /dev/mapper/<device id>

5. Utilizando a interface de gerenciamento em `https:<proxmox node>:8006`Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione LVM.

34



Mostrar exemplo

6. Forneça o nome do ID de armazenamento, escolha o grupo de volumes existente e selecione o grupo de
volumes que acabou de ser criado com a CLI. Marque a opção compartilhada. Com o Proxmox VE 9 e
versões superiores, habilite o Allow Snapshots as Volume-Chain opção, que fica visível quando a
caixa de seleção Avançado está ativada.

Mostrar exemplo

7. A seguir, apresentamos um exemplo de arquivo de configuração de armazenamento para LVM usando
NVMe/TCP:
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Mostrar exemplo

No Proxmox VE 9 e versões superiores, o arquivo de configuração de armazenamento inclui a opção
adicional. snapshot-as-volume-chain 1 quando Allow Snapshots as Volume-Chain está
ativado.

O pacote nvme-cli inclui o serviço nvmef-autoconnect.service, que pode ser ativado para
conectar-se automaticamente aos dispositivos de destino durante a inicialização. Consulte a
documentação do nvme-cli para obter mais detalhes.
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