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Provisionar armazenamento ONTAP para
Proxmox VE

Saiba mais sobre a arquitetura de armazenamento ONTAP
para o ambiente virtual Proxmox.

O NetApp ONTAP integra-se com o Proxmox Virtual Environment (VE) para fornecer
recursos de armazenamento de nivel empresarial por meio de protocolos NAS e SAN. O
ONTAP oferece recursos avancados de gerenciamento de dados, incluindo snapshots,
clonagem, replicagao e protegcao contra ransomware para cargas de trabalho
virtualizadas executadas em clusters Proxmox VE.

Arquitetura da solugao
A arquitetura da solugao inclui os seguintes componentes principais:

* Cluster Proxmox VE: Um cluster de nds Proxmox VE que fornece recursos de virtualizagao e gerencia
magquinas virtuais (VMs) e contéineres.

* * Armazenamento NetApp ONTAP : * Um sistema de armazenamento escalavel e de alto desempenho
que fornece armazenamento compartilhado para o cluster Proxmox VE.

* Infraestrutura de rede: Uma configuragdo de rede robusta que garante conectividade de baixa laténcia e
alta taxa de transferéncia entre os nés Proxmox VE e o armazenamento ONTAP .

* * NetApp Console: * Uma interface de gerenciamento centralizada para administrar varios sistemas de
armazenamento e servigcos de dados da NetApp .

» Servidor de Backup Proxmox: Uma solugao de backup dedicada para Proxmox VE que se integra ao
armazenamento ONTAP para protegédo de dados eficiente.

O diagrama a seguir mostra a arquitetura de alto nivel da configuragéo do laboratério:
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Funcionalidades do ONTAP para Proxmox VE

O ONTAP oferece um conjunto abrangente de recursos de armazenamento corporativo que aprimoram as
implementagdes do Proxmox VE. Essas funcionalidades abrangem gerenciamento de dados, protecéo,
eficiéncia e suporte a protocolos em arquiteturas de armazenamento NAS e SAN.

Funcionalidades essenciais de gerenciamento de dados

 Arquitetura de cluster escalavel

 Autenticagéo segura e suporte a RBAC

» Suporte a multiplos administradores em confianga zero

* Multilocagao segura

* Replicacao de dados com SnapMirror

» Copias pontuais com instantadneos

 Clones que otimizam o espacgo

» Recursos de eficiéncia de armazenamento, incluindo deduplicagdo e compresséo.
» Suporte Trident CSI para Kubernetes

* SnaplLock para conformidade

* Bloqueio de copia instantanea a prova de adulteracao

* Protecdo contra ransomware com detec¢édo autbnoma de ameacas

* Criptografia de dados em repouso e em transito

» FabricPool para armazenar dados frios em camadas e depois em objetos.
* Integragcéo do NetApp Console e do Data Infrastructure Insights

 Transferéncia de dados descarregados da Microsoft (ODX)

Caracteristicas do protocolo NAS

* Os volumes FlexGroup fornecem contéineres NAS escalaveis com alto desempenho, distribuigdo de carga
e escalabilidade.

* O FlexCache distribui dados globalmente, ao mesmo tempo que fornece acesso local de leitura e
gravacgao.

» O suporte a multiplos protocolos permite que os mesmos dados sejam acessiveis tanto via SMB quanto
via NFS.

* O NFS nConnect permite multiplas sessdes TCP por conexdo para aumentar a taxa de transferéncia da
rede e utilizar placas de rede de alta velocidade.

+ O trunking de sessao NFS proporciona maior velocidade de transferéncia de dados, alta disponibilidade e
tolerancia a falhas.

+ O SMB multicanal proporciona maior velocidade de transferéncia de dados, alta disponibilidade e
tolerancia a falhas.

* Integracéo com Active Directory e LDAP para permissdes de arquivos
» Conexdes seguras com NFS sobre TLS
» Suporte a autenticagao Kerberos do NFS

* NFS sobre RDMA para acesso de baixa laténcia



* Mapeamento de nomes entre identidades Windows e Unix

* Protegdo autbnoma contra ransomware com detecgdo de ameacgas integrada.

Analise do sistema de arquivos para insights de capacidade e uso

» Suporte a Metrocluster para alta disponibilidade.

Caracteristicas do protocolo SAN
» Estenda clusters por dominios de falha com o SnapMirror ActiveSync (verifique sempre o "Ferramenta de
Matriz de Interoperabilidade" (para configuragdes suportadas)
» Suporte a Metrocluster para alta disponibilidade.
* Os modelos ASA oferecem multipathing ativo-ativo e failover de caminho rapido.
» Suporte aos protocolos FC, iSCSI e NVMe-oF.
autenticagdo mutua iISCSI CHAP

* Mapeamento seletivo de LUNs e conjuntos de portas para maior seguranca.

Tipos de armazenamento suportados para o ambiente
virtual Proxmox

O Proxmox Virtual Environment (VE) suporta multiplos protocolos de armazenamento
com o NetApp ONTAP, incluindo NFS e SMB para NAS e FC, iSCSI e NVMe-oF para
SAN. Cada protocolo suporta diferentes tipos de conteudo do Proxmox VE, incluindo
discos de maquinas virtuais, backups, volumes de contéineres, imagens ISO e modelos.

Suporte ao protocolo NAS

Os protocolos NAS (NFS e SMB) sdo compativeis com todos os tipos de contetdo do Proxmox VE e
geralmente sdo configurados uma unica vez no nivel do datacenter. As maquinas virtuais convidadas podem
usar formatos de disco raw, gcow2 ou VMDK no armazenamento NAS. Os snapshots do ONTAP podem ser
disponibilizados aos clientes para acesso a copias de dados em um determinado momento.

Suporte ao protocolo SAN
Os protocolos SAN (FC, iSCSI e NVMe-oF) sdo normalmente configurados por host e suportam tipos de

conteudo de disco de maquina virtual e imagem de contéiner no Proxmox VE. As maquinas virtuais
convidadas podem usar formatos de disco raw, VMDK ou qcow2 no armazenamento em blocos.

Matriz de compatibilidade de tipos de armazenamento

Tipo de NFS PME/CIFS FC iSCSI NVMe-oF
contetdo

Backups Sim Sim Nao' Nao' Nao'
Discos de VM Sim Sim Sim? Sim? Sim?
Volumes de TC  Sim Sim Sim? Sim? Sim?


https://mysupport.netapp.com/matrix/#welcome
https://mysupport.netapp.com/matrix/#welcome

Tipo de NFS PME/CIFS FC iSCSI NVMe-oF
conteudo

Imagens ISO Sim Sim Nao' Nao' Nao'
Modelos de TC  Sim Sim Nao' Nao' Nao'
Trechos Sim Sim Nao' Nao' Nao'
Notas:

1. Requer um sistema de arquivos em cluster para criar a pasta compartilhada e usar o tipo de
armazenamento Diretdrio.

2. Use o tipo de armazenamento LVM.

Diretrizes de implantacao para o ambiente virtual Proxmox
com armazenamento NetApp ONTAP

O Proxmox Virtual Environment (VE) integra-se com o armazenamento NetApp ONTAP
para fornecer armazenamento compartilhado para maquinas virtuais e contéineres,
permitindo migragdes ao vivo mais rapidas, modelos consistentes e backups
centralizados. Aprenda sobre as diretrizes de configuracdo de rede e armazenamento e
as melhores praticas para implantar e otimizar um cluster Proxmox VE com sistemas de
armazenamento ONTAP .

Para obter informagdes sobre os tipos de armazenamento suportados e a compatibilidade de conteudo,
consulte "Saiba mais sobre os tipos de armazenamento suportados pelo Proxmox VE.".

Diretrizes de configuragao de rede

Siga estas diretrizes para otimizar o desempenho e a confiabilidade da rede:

» Garanta caminhos de rede redundantes duplos entre os nés Proxmox VE e o armazenamento ONTAP .
« Utilize agregacao de links (LACP) para aumentar a largura de banda e a tolerancia a falhas.

* Projete a topologia da rede para evitar problemas com a arvore de abrangéncia. Utilize recursos como
RSTP ou MSTP, se necessario.

* Implemente VLANSs para segmentar diferentes tipos de trafego e aumentar a seguranga.

» Configure quadros jumbo (MTU 9000) em todos os dispositivos de rede para melhorar o desempenho do
trafego de armazenamento.

» Considere usar o Open vSwitch (OVS) sobre Linux Bridge quando as zonas VLAN estiverem
configuradas.

Melhores praticas de configuragdao de armazenamento
Siga estas praticas recomendadas para otimizar o desempenho e a escalabilidade do armazenamento:

» Utilize os recursos avancgados de gerenciamento de dados do ONTAP, como snapshots e clonagem, para



aprimorar a protegéo e a recuperagao de dados.

« Utilize volumes FlexGroup para requisitos de grande capacidade e aproveite todo o potencial de
escalabilidade do ONTAP .

« Em ambientes geograficamente distribuidos, utilize o FlexCache para distribuir imagens e modelos mais
proximos dos nés do Proxmox VE, a fim de obter tempos de implantagdo mais rapidos e gerenciamento
centralizado.

* Ao usar o FlexGroup com NFS, utilize a combinagao de nConnect ou trunking de sesséo e pNFS para
otimizar o desempenho e a disponibilidade.

 Para protocolos de bloco, assegure o zoneamento adequado e o mascaramento de LUN para restringir o
acesso apenas a nos Proxmox VE autorizados.

* Alocar capacidade de armazenamento suficiente para acomodar o crescimento das maquinas virtuais e as
necessidades de dados.

* Implemente o armazenamento em camadas para otimizar o desempenho e a relacao custo-beneficio.

» Monitore regularmente o desempenho e a integridade do armazenamento usando as ferramentas de
gerenciamento da NetApp .

« Utilize o NetApp Console para gerenciamento centralizado de multiplos sistemas ONTAP .

* Habilite os recursos de protegédo contra ransomware no ONTAP para se proteger contra ataques de
ransomware.

Diretrizes de configuragdao do Proxmox VE
Siga estas diretrizes para otimizar o Proxmox VE com o armazenamento NetApp ONTAP :
* Atualize o Proxmox VE para a verséo estavel mais recente para aproveitar os recursos e corregdes de

bugs mais recentes.

» Configure o Proxmox VE para usar o armazenamento compartilhado do NetApp ONTAP para
armazenamento de maquinas virtuais.

» Configure clusters Proxmox VE para permitir alta disponibilidade e migragédo em tempo real de maquinas
virtuais.

» Utilize uma rede redundante para comunicag&o em cluster e dedique uma rede para migragcdo em tempo
real.

* Evite reutilizar os mesmos IDs de VM ou contéiner em diferentes clusters para prevenir conflitos.
« Utilize o controlador unico VirtlO SCSI para obter melhor desempenho e recursos em maquinas virtuais.
 Ative a opgéo de threads de E/S para maquinas virtuais com alta demanda de E/S.

* Ative o suporte a descarte/TRIM nos discos das maquinas virtuais para otimizar o uso do armazenamento.

Configure protocolos de armazenamento com ONTAP para
Proxmox VE.

Saiba mais sobre protocolos de armazenamento para Proxmox VE com NetApp
ONTAP.

Provisione armazenamento ONTAP para o ambiente virtual Proxmox (VE) usando
protocolos NAS (NFS, SMB) e protocolos SAN (FC, iSCSI, NVMe). Selecione o
procedimento especifico do protocolo apropriado para configurar o armazenamento



compartilhado do seu cluster Proxmox VE.

Certifigue-se de que os hosts Proxmox VE tenham interfaces FC, Ethernet ou outras interfaces suportadas
conectadas por cabo aos switches que se comunicam com as interfaces logicas do ONTAP . Sempre verifique
o "Ferramenta de Matriz de Interoperabilidade" para configuragdes suportadas. Os cenarios de exemplo sédo
criados partindo do pressuposto de que duas placas de interface de rede de alta velocidade estao disponiveis
em cada host Proxmox VE e sao conectadas entre si para criar interfaces agregadas (bonded interfaces) para
tolerancia a falhas e melhor desempenho. As mesmas conexdes de uplink sdo usadas para todo o trafego de
rede, incluindo gerenciamento de hosts, trafego de maquinas virtuais/contéineres e acesso ao
armazenamento. Quando houver mais interfaces de rede disponiveis, considere separar o trafego de
armazenamento de outros tipos de trafego.

Para obter informacdes sobre a arquitetura de armazenamento ONTAP e os tipos de armazenamento
suportados, consulte "Saiba mais sobre a arquitetura de armazenamento ONTAP para Proxmox VE." e "Saiba
mais sobre os tipos de armazenamento suportados pelo Proxmox VE.".

Ao usar LVM com protocolos SAN (FC, iSCSI, NVMe-oF), o grupo de volumes pode conter
varios LUNs ou namespaces NVMe. Nesse caso, todos os LUNs ou namespaces devem fazer

@ parte do mesmo grupo de consisténcia para garantir a integridade dos dados. Nao oferecemos
suporte a grupos de volumes que abranjam varias SVMs do ONTAP . Cada grupo de volumes
deve ser criado a partir de LUNs ou namespaces da mesma SVM.

Escolha um protocolo de armazenamento

Selecione o protocolo que melhor se adequa ao seu ambiente e as suas necessidades:

 "Configurar armazenamento SMB/CIFS" - Configure compartilhamentos de arquivos SMB/CIFS para
Proxmox VE com suporte multicanal para tolerancia a falhas e desempenho aprimorado em varias
conexdes de rede.

» "Configurar armazenamento NFS" - Configure o armazenamento NFS para Proxmox VE com nConnect ou
trunking de sesséo para tolerancia a falhas e melhorias de desempenho usando varias conexdes de rede.

» "Configure o LVM com FC" - Configure o Logical Volume Manager (LVM) com Fibre Channel para acesso
ao armazenamento em blocos de alto desempenho e baixa laténcia em hosts Proxmox VE.

 "Configurar LVM com iSCSI" - Configure o Logical Volume Manager (LVM) com iSCSI para acesso ao
armazenamento em bloco em redes Ethernet padrdo com suporte a multiplos caminhos.

» "Configure o LVM com NVMe/FC" - Configure o Logical Volume Manager (LVM) com NVMe sobre Fibre
Channel para armazenamento em bloco de alto desempenho usando o protocolo NVMe moderno.

« "Configurar LVM com NVMe/TCP" - Configure o Logical Volume Manager (LVM) com NVMe sobre TCP
para armazenamento em bloco de alto desempenho em redes Ethernet padrao usando o protocolo NVMe
moderno.

Configure o armazenamento SMB/CIFS para o Proxmox VE.

Configure o armazenamento SMB/CIFS para o ambiente virtual Proxmox (VE) usando o
NetApp ONTAP. O SMB multicanal oferece tolerancia a falhas e aumenta o desempenho
com multiplas conexdes de rede ao sistema de armazenamento.

O compartilhamento de arquivos SMB/CIFS requer tarefas de configuragéo tanto por parte dos
administradores de armazenamento quanto dos administradores de virtualizacdo. Para obter mais detalhes,
consulte "TR4740 - SMB 3.0 Multicanal".


https://mysupport.netapp.com/matrix/#welcome
https://www.netapp.com/pdf.html?item=/media/17136-tr4740.pdf

@ As senhas sdo salvas em arquivos de texto nao criptografado e s6 podem ser acessadas pelo
usuario root. Consulte "Documentacao do Proxmox VE".

Pool de armazenamento compartilhado SMB com ONTAP

Tarefas do administrador de armazenamento

Se vocé é novo no ONTAP, use a Interface do Gerenciador de Sistemas para concluir essas tarefas.

1. Ative 0 SVM para SMB. Seguir "Documentacao do ONTAP 9" Para obter mais informagdes.

2. Crie pelo menos duas LIFs por controlador. Siga os passos indicados na documentacao. Para referéncia,
segue uma captura de tela das LIFs usadas nesta solugao.

Mostrar exemplo

Name Status Storage VM IPspace Address Current node = Current p. Portset Protocols

1

3. Configure a autenticagcao baseada no Active Directory ou em grupos de trabalho. Siga os passos
indicados na documentacéao.

Mostrar exemplo

ntaphci-a300e9u25::> vserver cifs show -vserver proxmox

Vserver: proxmox
CIFS Server NetBIOS Name: PROXMOX
NetBIOS Domain/Workgroup Name: SDDC
Fully Qualified Domain Name: SDDC.NETAPP.COM
Organizational Unit: CN=Computers
Default Site Used by LIFs Without Site Membership:
Workgroup Name: -
Authentication Style: domain
CIFS Server Administrative Status: up
CIFS Server Description:
List of NetBIOS Aliases: -

ntaphci-a3e0e9u25::> _

4. Criar um volume. Marque a opgao para distribuir os dados pelo cluster para usar o FlexGroup. Certifique-
se de que a protegado antiransomware esteja ativada no volume.


https://pve.proxmox.com/pve-docs/chapter-pvesm.html#storage_cifs
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=5b4ae54a-08d2-4f7d-95ec-b22d015f6035
https://docs.netapp.com/us-en/ontap/smb-config/configure-access-svm-task.html

Mostrar exemplo

Add volume X
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Storage and optimization

Size GiBl b
PERFORMANCE SERVICE LEVEL
Extrame ~

Mot sure?  Get help selecting type

( Distribute volume dats across the cluster (FlexGroup) () )

Access permissions
H Expaort iz NFS

GRANT ACCESS TO HOST
default w

Craate a new export policy, or select an existing export policy,

5. Crie um compartilhamento SMB e ajuste as permissdes. Seguir'Documentacao do ONTAP 9" para
maiores informacoes.


https://docs.netapp.com/us-en/ontap/smb-config/configure-client-access-shared-storage-concept.html

Mostrar exemplo

Edit Share X

SHARE MAME

pvesmb01

/pvesmb01

User/group User type Access permission
Authenticated Users Windows Full control
+ Add

Symiinks

@ Symlinks and widelinks
Disable

SHARE PROPERTIES

Enable continuous availability

Allow clients to access Snapshot copies directory

data while acce

Enable change notify

Allows 5348 clients to request for ¢

2 access-based enumeration (ABE)
ders or other shared resources Dased on the access permissions of the user,

6. Forneca ao administrador de virtualizagao o servidor SMB, o nome do compartilhamento e as credenciais.

Tarefas do administrador de virtualizagao

Conclua essas tarefas para adicionar o compartiihamento SMB como armazenamento no Proxmox VE e
habilitar o multicanal para melhor desempenho e tolerancia a falhas.

1. Colete o servidor SMB, o nome do compartilhamento e as credenciais para autenticagdo do
compartilhamento.

2. Garanta que pelo menos duas interfaces estejam configuradas em VLANs diferentes para tolerancia a
falhas. Verifique se a placa de rede suporta RSS.

3. Utilizando a interface de gerenciamento em "https:<proxmox-node>:8006"Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione SMB/CIFS.



Mostrar exemplo
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4. Insira os detalhes. O nome da agao deve ser preenchido automaticamente. Selecione todos os tipos de
conteudo e clique em Adicionar.

Mostrar exemplo

Add- SMBICIFS =)
Backup Ratention

3] prasmbll Modas All (Ma reskriclions}

Server proxmox sddc natapp cam Erable

Lisername cifs Content Disk mage, 150 image
Password = seeee Domain sddc nelapp. com

Share !- presmbl1 Subdirectory somalpath

Preallocation Drafault

© Heip acvanced = [EEEH

5. Para habilitar a opgdo multicanal, abra um shell em qualquer né do cluster e execute o seguinte comando,
onde <storage id> € o ID de armazenamento criado na etapa anterior:

10



pvesm set <storage id> --options multichannel,max channels=16

Mostrar exemplo

3 PRO X MO it mcoments 22 PE oo coose vt | © Gt 1 | & ot ]
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6. A seguir, é apresentado o conteudo do arquivo /etc/pve/storage.cfg para o armazenamento configurado:

Mostrar exemplo

cifs: pvesmbO01l
path /mnt/pve/pvesmbll
server proxmox.sddc.netapp.com
share pvesmb(Ol

content snippets,vztmpl,backup,iso,images, rootdir
options vers=3.11 multichannel,max channels=4
prune—backups keep-all=1

username clfs@sddc.netapp.com

Configure o armazenamento NFS para o Proxmox VE.

Configure o armazenamento NFS para o ambiente virtual Proxmox (VE) usando o
NetApp ONTAP. Utilize o recurso de trunking de sessdo com NFS v4.1 ou posterior para
tolerancia a falhas e melhorias de desempenho com multiplas conexdes de rede ao
sistema de armazenamento.

O ONTAP é compativel com todas as versdes do NFS suportadas pelo Proxmox VE. Usar "entroncamento de
sessao" para tolerancia a falhas e melhorias de desempenho. O recurso de trunking de sessao requer NFS
v4.1 ou posterior.

Se vocé é novo no ONTAP, use a Interface do Gerenciador de Sistemas para concluir essas tarefas.

Opcao NFS nconnect com ONTAP

Tarefas do administrador de armazenamento

Conclua estas tarefas para provisionar armazenamento NFS no ONTAP para uso com o Proxmox VE.

11


https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=f6c9aba3-b070-45d6-8048-b22e001acfd4

1.

Habilite 0 SVM para NFS. Consulte "Documentacéo do ONTAP 9".

2. Crie pelo menos duas LIFs por controlador. Siga os passos indicados na documentagao. Para referéncia,

12

segue uma captura de tela dos LIFs usados no laboratério.

Mostrar exemplo

Name Status Storage VM IPspace Address Current node =
Q Q prox Q Q Q
f_prowmox_nas4 &) proxmox Default 1722111769 ntaphci-a300-01

proxmox Default 172.21.117.68 ntaphci-a300-01

ntaphci-a300-02

{~ proxmox Default 1722112069 ntaphci-a300-02

Current p...

a

Portset

a

Protocols

Q sme

MB/CIFS . NFS ., 53

5. NFS,53

5. NFS

CIFS. NFS

. Crie ou atualize uma politica de exportagédo NFS para fornecer acesso a enderecgos IP ou sub-redes de

hosts Proxmox VE. Consulte "Criacao de politica de exportagéo" e "Adicionar regra a uma politica de

exportagcao".

. "Criar um volume". Para necessidades de grande capacidade (>100 TB), verifique a opgao de distribuir os

dados pelo cluster usando o FlexGroup. Se estiver usando FlexGroup, considere habilitar o pNFS na SVM
para obter melhor desempenho, seguindo as instrugdes abaixo. "Habilite o pNFS no SVM.". Ao usar o
pNFS, certifique-se de que os hosts Proxmox VE tenham acesso aos dados de todos os controladores
(LIFs de dados). Certifique-se de que a protegao antiransomware esteja ativada no volume.


https://docs.netapp.com/us-en/ontap/nfs-config/verify-protocol-enabled-svm-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-volume-task.html
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1

Mostrar exemplo

Add volume

MAME

STORAGE VM

Proxamox

Add a5 a cache for 2 remote volume (FlexCache)
Simplfies fle datnbubon, reduces WAN latency, and krwers WAN Bandwadth coats

Storage and optimization

CAFACITY
Size GiBl b
PERFORMANCE SERVICE LEVEL
Extrame ~

Mot sure?  Get help selecting type

OFTIMIZATION OPTIONS
Distribute volume data across the cluster (FlexGroup) (2)

Access permissions

B Export via NFS

GRANT ACCESS TO HOST
default w

Craate a new export policy, or select an existing export policy,

5. "Atribua a politica de exportacao ao volume.".
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https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
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Edit volume X
Nawe
pyenfsOt
Storage and optimization
aamary
315.7¢ GiB -
£0STING DATA sPACE
300 GiB
[® Enabe thin provisioning
15 resize sutomatiesly
AUTOGROW MODE
@ Grow
e
3789 GB v
Grow or shrnk automatically ()
Enable fractional reserve (100%)
Enable quota
Enforce performance limits
485 05 POUCY SROU
@ cxisting
extreme-fixed -~
New
secummyTYPE
UNIX ~
unxpeamssONS
[ Read B Execute
omner ] ]
Grow = ]
omvess ]
Storage efficiency
Enable higher storage efficiency
Dont enable g mode pications. Lesm more [
Snapshot copies (local) settings
SNAPSHOT RESERVE 6
5
HSTING SHAFSHOT RESERVE
15.79 Gig
188 schedue Snapsht copies
SNAPSHOT POLEY
default ~
Schedule ... Maximum Snapshot copies Schedule ‘SnapMirror label SnapLock retention perio
hourly 6 s - 0 second
minutes
past the
hour, every
hour
daily 2 At1210 daily 0 second
AM. every
day
weekly z At12:45 weekly 0 second
AM. only
on Sunday
enable Snapshot locking @
- ™
a retention peniod is specified.
{8 Automatically delete older Snapshot copies
18 show the Snapshot copies directory to clients
it syvtems i e v 0 iy 0 cces T SOt Copies drectoy
Export settings Export settings considerations
[
o
fovenfsO1
EP0RT POUCES
@ select an eisting policy.
expom pOLCY
default ~
(@) This expart policy is being used by 19 objects.
auies
Rule index Clients Access protocols  Read-onlyrule  Read/writerule  SuperUser
1 17221.1200/24 Any Any Any Any
2 17221.117.0/24 Any Any Any Any
+ add
Add a new policy

Sae?

@ Save to Ansible playbook
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6. Informe ao administrador de virtualizacdo que o volume NFS esta pronto.

Tarefas do administrador de virtualizagao

Conclua essas tarefas para adicionar o volume NFS como armazenamento no Proxmox VE e configurar o
nConnect ou o trunk de sessao para obter melhor desempenho.

1. Garanta que pelo menos duas interfaces estejam configuradas em VLANs diferentes para tolerancia a
falhas. Utilize o recurso de agregacéao de links de rede (NIC bonding).

2. Utilizando a interface de gerenciamento em "https:<proxmox-node>:8006"Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione NFS.

Mostrar exemplo

XK PROXMO X vinual Environment 822 sarch

Sarver View o Datacenter
&5 Datacentar (Cluster01)
mox01 s - —
B pxmox Q Sasarch ;
B pxmox02 B Directory
103 (kube-ctr-01) @ i Swnary - LM
222 RTP (pxmaox02) O Notes B LVM-Thin
52 localnetwork (pxmox02) B Cluster B BTRFS
& HA10C-01 (premox(2) B NFs
@ Ceph
=[] local (pxmox02) H SMBICIFS
= Jlocal-vm (pxmox02) & Options B GlusterFS
=[] pvedird? (pxmox02) = Storage B iscsi
elun01 (pxmaxi2
Elpv (p: ) Backup B CephFs
S pvelund2 (pxmox02) B RED
= pvelun0d (pxmox02) &3 Replication B 2Fs sos)
%D prelunld-thin (pemax02) o' Parmisslons "
=[] pvenfs01 {pxmaox02) & Users : s
=[] pvents02 (pxmax02) £ Proxmaox Backup Server
=] pvens0t (pxmox02) £ APl Tokens & ESX
=[] pvesmb01 (pxmox02) &, Two Factor
B pxmox03 & Groups
W Accountin
g % Pools
W Engineering
@ Sales # Roles

3. Insira os detalhes. Apos fornecer as informagdes do servidor, as exportagbes NFS devem ser
preenchidas. Selecione na lista e escolha as opgbes de conteudo.
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Mostrar exemplo

Backup Retention

prenfz01 Mo lo resk

pyanas sddc nelapp com

|
fpventsOl
fpvenfs02

pvesmbl 1

© Help Advanecad

4. Para habilitar a opgao nConnect, abra um shell em qualquer né do cluster e execute o seguinte comando,
onde <storage id> é o ID de armazenamento criado na etapa anterior:

pvesm set <storage id> --options nconnect=4

Para usar o trunking de sesséao, certifique-se de que o NFS v4.1 esteja sendo usado e defina as opgdes
trunkdiscovery e max_connect:

pvesm set <storage id> --options vers=4.1,trunkdiscovery,max connect=16

5. A seguir, é apresentado o contelido do arquivo /etc/pve/storage.cfg para o armazenamento configurado:

Mostrar exemplo

3: pvenirs
export /pvenfs0l
path /mnt/pve/pvenfs01
server pvenas.sddc.netapp.com

content iso,backup,images, rootdir,vztmpl, import, snippets
options vq.1,nconnectzq,trunkdiacovery,max_connethIG
prune—-backups keep-all=1

6. Para verificar se a opgdo nConnect esta configurada, execute o seguinte comando: ss -an | grep
: 2049 Em qualquer host Proxmox VE, verifique se ha varias conexdes com o endereco IP do servidor
NFS. Para verificar se o pNFS esta ativado, execute nfsstat -c e verifique as métricas relacionadas ao
layout. Com base no trafego de dados, varias conexdes com LIFs de dados devem ser visiveis.

No trunking de sessé&o, a opgéo nconnect é definida em apenas uma das interfaces de tronco.
@ Com o pNFS, a opcao nconnect é definida nas interfaces de metadados e dados. Para
ambientes de producéo, utilize nConnect ou trunking de sessao, ndo ambos.
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Configure o LVM com FC para o Proxmox VE.

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo Fibre Channel com o
NetApp ONTAP. Essa configuragédo permite 0 acesso ao armazenamento em nivel de
bloco com alto desempenho e baixa laténcia.

Tarefas iniciais do administrador de virtualizagao

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade FC e coletar as
informacgdes necessarias para o administrador de armazenamento.

1. Verifique se ha duas interfaces HBA disponiveis.

2. Certifique-se de que o multipath-tools esteja instalado em todos os hosts Proxmox VE e que seja iniciado
na inicializacao do sistema.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

A configuracao desejada para dispositivos ONTAP multipath ja esta incluida no pacote.
@ Para mais informacgdes, consulte o "Documentacdo do ONTAP 9 no Proxmox VE 9.x para
FCP e iISCSI com armazenamento ONTAP"

3. Colete o WWPN de todos os hosts Proxmox VE e forneca-o ao administrador de armazenamento.

cat /sys/class/fc_host/host*/port name

Tarefas do administrador de armazenamento

Se vocé é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiéncia.

1. Certifique-se de que a SVM esteja disponivel com o protocolo FC ativado. Seguir "Documentagao do
ONTAP 9".

2. Crie duas LIFs por controlador dedicadas ao FC.
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https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap-sanhost/hu-proxmox-ve-9x.html#step-1-confirm-the-multipath-configuration-for-your-host
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
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3. Crie um grupo de interfaces (igroup) e preencha os iniciadores FC do host.

4. Crie o LUN com o tamanho desejado na SVM e apresente-o ao igroup criado na etapa anterior. Certifique-
se de que a protegao antiransomware esteja ativada na guia de seguranga para sistemas ASA e na guia
de seguranga de volume para sistemas AFF/ FAS .

= FENetApp ONTAP System Manager | NS0L-NetApp-A50-T 1901140 {{/Q searh actions,objects and pages :I LA e < o
Dashboard
1 | AATLE = Siorage VM i Sevial Mo (ASC armar
Irisiaht ¥
& (—} Onlineg = pm L B2403+I2GASP G Linux
Storage
Hosts
Performance =
Network -~ Storage
Craraew
Hour
Ethamat ports ™ 144xe 5006
Used Sae

2 ports Lartncy 0.24 ms

fon o Dhata reduction Snapshat used Qo pehcy
211 6.1 MiB
Cluster - 13K g 134 420 1 20
10PS 0
Protection (9 Show unintialized
Clusterd3 5l default = Nane = 190 i 13 120 o
Throughput 0.03 me/s
Host mapping
o i
Hast o 330 ] ES 40 - i

5. Informe ao administrador de virtualizagao que o LUN foi criado.

Tarefas finais do administrador de virtualizagao

Conclua essas tarefas para configurar o LUN como armazenamento LVM compartilhado no Proxmox VE.

1. Acesse o shell em cada host Proxmox VE do cluster e verifique se o disco esta visivel.
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1lsblk -S
rescan-scsi-bus.sh
1sblk -S

2. Verifique se o dispositivo aparece na lista de multiplos caminhos.

multipath -11
multipath -a /dev/sdX # replace sdX with the device name
multipath -r
multipath -11

3. Crie o grupo de volumes.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device 1d> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. Utilizando a interface de gerenciamento em "https:<proxmox node>:8006 Clique em Centro de dados,
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selecione Armazenamento, clique em Adicionar e selecione LVM.



Mostrar exemplo

% PRO <MO < virtual Environment 9.1.4

Server View bl Datacenter

£ Datacenter (Cluster(3)
% onehost02 Q Search
& Summary
[J Notes
Cluster
Ceph
Options
Storage
Backup

® > D W

Replication

L0

Permissions
& Users

& API Tokens
Q, Two Factor

A
(1]
(=]
o

CEFEEDEEEFEFEN

w
1]
o

Edit
Directory

LVM

LVM-Thin

BTRFS

NFS

SMBICIFS

iSCslI

CephFS

RBD

ZFS over iSCSI

ZFS

Proxmox Backup Server
ESXi

5. Fornega o nome do ID de armazenamento, escolha o grupo de volumes existente e selecione o grupo de
volumes que acabou de ser criado com a CLI. Marque a opgao compartilhada. Com o Proxmox VE 9 e
versoes superiores, habilite 0 A11low Snapshots as Volume-Chain opgao, que fica visivel quando a

caixa de selecado Avancado esta ativada.
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Mostrar exemplo

Add: LVM
Backup Retention
D pvefc01 Nodes All (No restrictions)
Base storage Existing volume groups Enable
Volume group ablic Shared
Content Disk image, Container Wipe Removed
Volumes
| Allow Snapshots as Volume-Chain

Snapshots as Volume-Chain are a technology preview.

Keep Snapshots as Volume-Chain enabled if gcow2 images exist!
& Help Advanced “

6. A seguir, apresentamos um exemplo de arquivo de configuragdo de armazenamento para LVM usando
FC:

Mostrar exemplo

lvm: pvefcO0l
vgname ad0fc
content images,rootdir

saferemove 0
shared 1
snapshot-as-volume-chain 1

No Proxmox VE 9 e versodes superiores, 0 arquivo de configuragdo de armazenamento inclui a opgao

adicional. snapshot-as-volume-chain 1 quando Allow Snapshots as Volume-Chain esta
ativado.

Configure LVM com iSCSI para Proxmox VE

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo iSCSI com o NetApp
ONTAP. Essa configuragao permite o acesso ao armazenamento em nivel de bloco em
redes Ethernet padrao com suporte a multiplos caminhos.
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Pool compartilhado LVM com iSCSI usando ONTAP

Tarefas iniciais do administrador de virtualizagao

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade iSCSI e coletar as
informagdes necessarias para o administrador de armazenamento.

1. Verifique se duas interfaces VLAN do Linux estao disponiveis.

2. Certifique-se de que o multipath-tools esteja instalado em todos os hosts Proxmox VE e que seja iniciado
na inicializagéo do sistema.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable --now multipathd

A configuragéo desejada para dispositivos ONTAP multipath ja esta incluida no pacote.
@ Para mais informacdes, consulte o "Documentacao do ONTAP 9 no Proxmox VE 9.x para
FCP e iSCSI com armazenamento ONTAP"

3. Colete o IQN do host iISCSI para todos os hosts Proxmox VE e fornega-o ao administrador de
armazenamento.

cat /etc/iscsi/initiator.name

Tarefas do administrador de armazenamento

Se vocé é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiéncia.

1. Certifique-se de que a SVM esteja disponivel com o protocolo iSCSI ativado. Seguir "Documentacao do
ONTAP 9".

2. Crie duas LIFs por controlador dedicadas ao iSCSI.

Name Status Storage VM IPspace Address Current node = Current p... Portset Protocols

qQ A prox Q Q Q Q Q Q iscsi
lif_proxmox_iscsi01 ~ proxmox Default 17221.118,109 ntaphci-a300-01 ala-3374 iSCSH
lif_proxmox_iscsi02 (= proxmox Defauit 172.21.119.109 ntaphci-a300-01 aba-3375 iSCSI
lif_proxmox_iscsi0d &) proxmox Default 17221.119.110 ntaphci-a300-02 a0a-3375 ISCSI

lif_proxmox_iscsi03 @ proxmox Default 17221118110 ntaphci-a300-02 a0a-3374 iSCsI

3. Crie um grupo de iniciadores iSCSI e preencha os iniciadores do host.

4. Crie o LUN com o tamanho desejado na SVM e apresente-o ao igroup criado na etapa anterior. Certifique-
se de que a protegao antiransomware esteja ativada na guia de seguranga dos sistemas ASA . Para
sistemas AFF/ FAS , certifique-se de que a prote¢ao antiransomware esteja ativada na guia de seguranga
do volume.
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Edit LUN X

pvelun(l

proxmaox

Storage and optimization

250 GiB i

Thin provisioning

Enable space allocation

Haost information

Q) search @ Showhide = Filter
Initiator group LUN 1D Type
¥ pue L] Lirux
Cancel LA]

5. Informe ao administrador de virtualizagdo que o LUN foi criado.

Tarefas finais do administrador de virtualizagao

Conclua estas tarefas para configurar o LUN iSCSI como armazenamento LVM compartilhado no Proxmox
VE.

1. Utilizando a interface de gerenciamento em "https:<proxmox node>:8006 Clique em Datacenter, selecione
Armazenamento, clique em Adicionar e selecione iISCSI.
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§8 Datacenter (Cluster01) o7 === &
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2. Fornega o nome do ID de armazenamento. O endereco LIF iSCSI do ONTAP deve ser capaz de
selecionar o alvo quando n&o houver problemas de comunicagao. Se a intengéo for ndo fornecer acesso
direto ao LUN para as VMs convidadas, desmarque essa opc¢ao.

Add: iISCS] <)
m Backup Retantion
1] p'ﬁﬂl1ﬂ1 MNodes A (Na resirictions}
Paral 172.21.118.109 Enaliz
Targat | \dcO0al98b46a21vs 48 Use LUNS
. e — directly
© Hep [ pet |

3. Clique em Adicionar e selecione LVM.
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£22 localnetwork [poemox(2} = Cluster Bm BTRFS
& H410C-01 (pxmox(2) @ c B NFS
£ local (pxmoxt2) o B SMBICIFS
=] local-vm (pxmox02) & Options B GlusterFs
gi} pvedird 1 (pxmaox(i2) & Storage B iscsi
=[] pvelund1 (pxmex02)
Back B CsphFs
£ pvelun2 (pxmaox02) = g B |80
= prelun0d (pxmoxi2) G Replication B e e
Z [ pvelunl4-thin (pxmox02) & Pemissions ol over i
2] pvents01 (prmox02) & Users =
[ pvenfsd2 (prmexd2) = Proxmox Backup Server
=[] prens01 (pxmoxii2) & APITokens O ESXi
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W Accounting
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4. Fornega o nome do ID de armazenamento e selecione o armazenamento base que corresponde ao
armazenamento iSCSI criado na etapa anterior. Selecione o LUN para o volume base e fornega o nome
do grupo de volumes. Certifique-se de que a opgao compartilhada esteja selecionada. Com o Proxmox VE
9 e versOes superiores, habilite 0 A1low Snapshots as Volume-Chain 0pgao, que fica visivel quando
a caixa de selegao Avangado esta ativada.

Add. LVM (=)

m Backup Retention

0 pveundl Modes All (Mo resiriciions)

Base storage pvelundl (ISCS1) Enable

Base volume | Shared v

Volume gQroup I Moda o scan FIII"I'II'.IZIJ.-”

Cantent | Nama Far Size
CHODIDOLUND raw 268 44 GB

© Help
. CHODIDOLUN 1 raw 37581 GB

CHODIDOLUN 2 raw 107 .37 GB
CHOOID O LUN 3 Faw 13422 GB

5. A seguir, apresentamos um exemplo de arquivo de configuragdo de armazenamento para LVM usando
iSCSI:
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Mostrar exemplo

iscai: pvelunll

nodes pamox02, pamox0l, pimox03

lvm: pvelunll
vgname pvelunll
content ima
nodes paxmox03, pamox01, proncx02

No Proxmox VE 9 e versdes superiores, o0 arquivo de configuragdo de armazenamento inclui a opgao
adicional. snapshot-as-volume-chain 1 quandoAllow Snapshots as Volume-Chain esta
ativado.

Configure LVM com NVMe/FC para Proxmox VE.

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo NVMe sobre Fibre
Channel com o NetApp ONTAP. Essa configuragao proporciona acesso de alto
desempenho ao armazenamento em nivel de bloco com baixa laténcia, utilizando o
moderno protocolo NVMe.

Tarefas iniciais do administrador de virtualizagao

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade NVMe/FC e coletar as
informacgdes necessarias para o administrador de armazenamento.
1. Verifique se ha duas interfaces HBA disponiveis.

2. Em cada host Proxmox do cluster, execute os seguintes comandos para coletar as informag¢des do WWPN
e verificar se 0 pacote nvme-cli esta instalado.

apt update

apt install nvme-cli

cat /sys/class/fc host/host*/port name
nvme show-hostngn

3. Fornega as informacdes de NQN e WWPN do host coletadas ao administrador de armazenamento e
solicite um namespace NVMe do tamanho necessario.

Tarefas do administrador de armazenamento

Se vocé é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiéncia.

1. Certifique-se de que o SVM esteja disponivel com o protocolo NVMe ativado. Consulte "Tarefas NVMe na
documentacao do ONTAP 9".

2. Crie o namespace NVMe.
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3. Crie o subsistema e atribua os NQNs do host (se estiver usando a CLI). Siga o link de referéncia acima.

Mostrar exemplo

Add storage units

Mame

pvens01

Storage VM

pve

MNumber of units

Host operating system

Linux

Host mapping

Capacity per unit

‘500 ‘ GB

{ cluster03-nvmeof

«” More options

4. Certifique-se de que a protegao antiransomware esteja ativada na guia de seguranga.
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Mostrar exemplo
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5. Informe ao administrador de virtualizagdo que o namespace NVMe foi criado.

Tarefas finais do administrador de virtualizagao

Conclua estas tarefas para configurar o namespace NVMe como armazenamento LVM compartilhado no
Proxmox VE.

1. Acesse o shell em cada host Proxmox VE do cluster e verifique se 0 novo namespace esta visivel.

2. Verifique os detalhes do namespace.

nvme list

3. Inspecione e colete detalhes do dispositivo.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -N

4. Crie o grupo de volumes.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device 1d> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

5. Utilizando a interface de gerenciamento em "https:<proxmox node>:8006"Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione LVM.
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Mostrar exemplo
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6. Forneca o nome do ID de armazenamento, escolha o grupo de volumes existente e selecione o grupo de
volumes que acabou de ser criado com a CLI. Marque a opgao compartilhada. Com o Proxmox VE 9 e
versoes superiores, habilite 0 A11low Snapshots as Volume-Chain opgao, que fica visivel quando a
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Mostrar exemplo
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7. A seguir, apresentamos um exemplo de arquivo de configuragdo de armazenamento para LVM usando
NVMe/FC:

Mostrar exemplo

lvm: pwvens(Ol
vgname pvens0l

content images, rootdir

saferemove 0
shared 1
snapshot—-as-volume-chain 1

Configure LVM com NVMe/TCP para Proxmox VE.

Configure o Logical Volume Manager (LVM) para armazenamento compartilhado entre
hosts do Proxmox Virtual Environment (VE) usando o protocolo NVMe sobre TCP com o
NetApp ONTAP. Essa configuragéo proporciona acesso de alto desempenho ao
armazenamento em nivel de bloco em redes Ethernet padrao, utilizando o moderno
protocolo NVMe.

Pool compartilhado LVM com NVMe/TCP usando ONTAP
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Tarefas iniciais do administrador de virtualizagao

Conclua estas tarefas iniciais para preparar os hosts Proxmox VE para conectividade NVMe/TCP e coletar as
informagdes necessarias para o administrador de armazenamento.

1. Verifique se duas interfaces VLAN do Linux estao disponiveis.

2. Em cada host Proxmox do cluster, execute o seguinte comando para coletar as informagdes do iniciador
do host.

nvme show-hostngn

3. Fornega as informagdes NQN do host coletadas ao administrador de armazenamento e solicite um
namespace NVMe do tamanho necessario.

Tarefas do administrador de armazenamento

Se vocé é novo no ONTAP, use o Gerenciador de Sistemas para uma melhor experiéncia.

1. Certifique-se de que o SVM esteja disponivel com o protocolo NVMe ativado. Consulte "Tarefas NVMe na
documentagao do ONTAP 9".

2. Crie o namespace NVMe.
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Mostrar exemplo
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NVME SUBSYSTEM

proxmox_subsystem_o06

Mare options

3. Crie o subsistema e atribua os NQNs do host (se estiver usando a CLI). Siga o link de referéncia acima.

4. Certifique-se de que a protegao antiransomware esteja ativada na guia de seguranga.

5. Informe ao administrador de virtualizagcao que o namespace NVMe foi criado.

Tarefas finais do administrador de virtualizagao

Conclua estas tarefas para configurar o namespace NVMe como armazenamento LVM compartilhado no

Proxmox VE.

1. Acesse o terminal em cada host Proxmox VE do cluster e crie o arquivo /etc/nvme/discovery.conf. Atualize
o conteudo de acordo com as especificidades do seu ambiente.

33



root@pxmox0l:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# —-—transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host
—-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -1 1800 -a 172.21.118.153
-t tcp -1 1800 -a 172.21.118.154
-t tcp -1 1800 -a 172.21.119.153
-t tcp -1 1800 -a 172.21.119.154

2. Faga login no subsistema NVMe.

nvme connect-all

3. Inspecione e colete detalhes do dispositivo.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -1

4. Crie o grupo de volumes.

vgcreate pvens02 /dev/mapper/<device id>

5. Utilizando a interface de gerenciamento em "https:<proxmox node>:8006"Clique em Centro de dados,
selecione Armazenamento, clique em Adicionar e selecione LVM.
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Mostrar exemplo
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6. Forneca o nome do ID de armazenamento, escolha o grupo de volumes existente e selecione o grupo de
volumes que acabou de ser criado com a CLI. Marque a opgao compartilhada. Com o Proxmox VE 9 e
versoes superiores, habilite 0 A11low Snapshots as Volume-Chain opgao, que fica visivel quando a
caixa de selecdo Avancado esta ativada.

Mostrar exemplo

Add- LV

Backup Retantion

i prensi2 Modes Al (Mo restricions)
Basze storage Existing volume groups Erabias

Valume group prensli2 Shared e

Contant Disk image, Conlainer Wipe Removed

Volpmes

= ==

7. A seguir, apresentamos um exemplo de arquivo de configuragdo de armazenamento para LVM usando
NVMe/TCP:
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Mostrar exemplo

lvm: pvens02
vgname pvens(02
content rootdir, images

nodes pxmox03, pxmox02, paxmox01
saferemove 0
shared 1

No Proxmox VE 9 e versodes superiores, 0 arquivo de configuragdo de armazenamento inclui a opgao
adicional. snapshot-as-volume-chain 1 quando Allow Snapshots as Volume-Chain esta
ativado.

O pacote nvme-cli inclui o servigo nvmef-autoconnect.service, que pode ser ativado para
@ conectar-se automaticamente aos dispositivos de destino durante a inicializacao. Consulte a
documentagao do nvme-cli para obter mais detalhes.
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