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Implantar no local

Requisitos para implantar o Red Hat OpenShift
Virtualization com ONTAP

Revise os requisitos para instalar e implantar a virtualizagdo OpenShift com sistemas de
armazenamento ONTAP .

Pré-requisitos
» Um cluster Red Hat OpenShift (posterior a verséo 4.6) instalado em infraestrutura bare-metal com nés de
trabalho RHCOS
* Implantar verificagbes de integridade da maquina para manter HA para VMs

* Um cluster NetApp ONTAP , com SVM configurado com o protocolo correto.

Trident instalado no cluster OpenShift
» Uma configuracéo de backend Trident criada

» Um StorageClass configurado no cluster OpenShift com Trident como provisionador
Para os pré-requisitos do Trident acima, consulte"Secao de instalacéo do Trident" para mais detalhes.

» Acesso de administrador de cluster ao cluster Red Hat OpenShift
* Acesso de administrador ao cluster NetApp ONTAP

» Uma estagéo de trabalho de administragdo com as ferramentas tridentctl e oc instaladas e adicionadas ao
$PATH

Como o OpenShift Virtualization é gerenciado por um operador instalado no cluster OpenShift, ele impoe
sobrecarga adicional em memoria, CPU e armazenamento, que deve ser contabilizada ao planejar os
requisitos de hardware para o cluster. Veja a documentacgao "aqui" para mais detalhes.

Opcionalmente, vocé também pode especificar um subconjunto de nds do cluster OpenShift para hospedar os
operadores, controladores e VMs do OpenShift Virtualization configurando regras de posicionamento de nés.
Para configurar regras de posicionamento de nés para OpenShift Virtualization, siga a documentacgao "aqui" .

Para o armazenamento de suporte ao OpenShift Virtualization, a NetApp recomenda ter um StorageClass
dedicado que solicita armazenamento de um backend Trident especifico, que por sua vez é apoiado por um
SVM dedicado. Isso mantém um nivel de multilocacdo em relagao aos dados fornecidos para cargas de
trabalho baseadas em VM no cluster OpenShift.

Implante o Red Hat OpenShift Virtualization com o ONTAP

Instale o OpenShift Virtualization em um cluster bare-metal do Red Hat OpenShift. Este
procedimento inclui fazer login com acesso de administrador de cluster, navegar até o
OperatorHub e instalar o operador OpenShift Virtualization.

1. Efetue login no cluster bare-metal do Red Hat OpenShift com acesso de administrador de cluster.

2. Selecione Administrador no menu suspenso Perspectiva.


osv-trident-install.html
https://docs.openshift.com/container-platform/4.7/virt/install/preparing-cluster-for-virt.html#virt-cluster-resource-requirements_preparing-cluster-for-virt
https://docs.openshift.com/container-platform/4.7/virt/install/virt-specifying-nodes-for-virtualization-components.html

3. Navegue até Operadores > OperatorHub e procure por OpenShift Virtualization.

8z Administrator

Home

Operators

OperatorHub

Installed Operators

4. Selecione o bloco OpenShift Virtualization e clique em Instalar.

OpenShift Virtualization

ted Hat

Install

Latest version

wol Requirements

Capabliity level Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux CoreOS
® Basic Install workers.

® Seamless Upgrades D |
é Full Lifecycle etalls

OpensShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and

5 Bilat manage virtualized workloads on the same platform as container-based workloads. From the OpenShift

Container Platform web console, you can import a VMware virtual machine from vSphere, create new or

Provider type clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift
Red Hat Virtualization to manage both Linux and Windows VMs.

The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.
Provider

Red Hat

The KubeVirt project extends Kubernetes by adding additional virtualization resource types through
Custom Resource Definitions (CRDs). Administrators can use Custom Resource Definitions to manage

VirtualMachine resources alongside all other resources that Kubernetes provides



5. Na tela Instalar Operador, deixe todos os paradmetros padrao e clique em Instalar.

Update channel * @ OpenShift Virtualization

O 21 provided by Red Hat

022 Provided APls

023

& 54 {[® Openshift O Required
Virtualization

® stable

Deployment

. Represents the deployment of
Installation mode * B
OpenShift Virtualization

All namespaces on the clustar {default

This mode is not supportad by this Operator

@ A specific namespace on the cluster

Operater will be available in a single Namespace only.

Installed Namespace *

@ Operator recommended Namespacs: @ openshift-cnv

6 Namespace creation

MNzmezpace openshift-cnv does not exst and will be created.

() Select a Namespace

Approval strategy *
@® Automatic

) Manual

Install Cancel

6. Aguarde a conclus&o da instalagdo do operador.

OpensShift Virtualization -
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Mamespace openshift-cnv

7. Apos ainstalagao do operador, clique em Criar HyperConverged.



@ OpenShift Virtualization 0
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GB HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. Na tela Criar HyperConverged, clique em Criar, aceitando todos os parametros padrdes. Esta etapa inicia
a instalacdo do OpenShift Virtualization.



Name *

kubevirt-hyperconverged

Labels

app=frontend

Infra >

infra HyperCornvergedConfig influences the pod configuration (currently only placement] for all the infra components needed on the

virtuakzation enabled clustar but not neceszarely directly on each node running VMs/VMIs

Workloads »

ConvergadCaonfig influences the pod configuration (currently only placament) of components which need to be running on a

tion workloads should be able to run. Ci orkloads HyperConvergedConf 1 only without existing

workioad

Bare Metal Platform

© -

BaraMetalPlatform indicates v

r the infrastructure is baremetal

Feature Gates »

featureGates is a map of feature gate flags Setting a flag to “true” will enable the feature, Setting false™ or remowving the feature gate,

dis

bles th

Local Storage Class Name

LocalStorageClassMame the name of the local sterage class

Create Cance

9. Depois que todos os pods forem movidos para o estado Em execugdo no namespace openshift-cnv e o
operador OpenShift Virtualization estiver no estado Bem-sucedido, o operador estara pronto para uso.
Agora é possivel criar VMs no cluster OpenShift.

Project: openshift-cnv =+

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create an Operator and
ClusterServiceVersion using the Operator SDK .

Name «  Searchbyname.. /

Name t Managed Namespaces Status Last updated Provided APIs
O_pEnShiﬂ_ openshift-cnv @ Succeeded @ May 18, 8:02 pm OpenShift Virtualization
Virtualization Up to date Deployment
26.2 provided by Red Hat HostPathProvisioner deployment

Crie uma VM no armazenamento ONTAP com o Red Hat
OpenShift Virtualization

Crie uma VM com o OpenShift Virtualization. Este procedimento inclui a selecido de um
modelo de sistema operacional, a configuragcéo de classes de armazenamento e a
personalizagdo de parametros de VM para atender a requisitos especificos. Como pré-



requisito, vocé ja deve ter criado os objetos de backend do Trident, a classe de
armazenamento e a classe de instantadneo de volume. Vocé pode consultar 0"Secéao de
instalacao do Trident" para mais detalhes.

Criar VM

VMs s&o implantagdes com estado que exigem volumes para hospedar o sistema operacional e os dados.
Com o CNV, como as VMs sao executadas como pods, elas s&o apoiadas por PVs hospedados no NetApp
ONTAP por meio do Trident. Esses volumes sdo anexados como discos e armazenam todo o sistema de
arquivos, incluindo a origem de inicializagao da VM.

Red Hat OpensShift Virtualization |
OpensShift

Vini-1 pod-Yh-1 pod-1 pod-2

vmdisk P 1 pve-1 pve-2

VM storageclass app storageclass

pntap-san volumedo

TRIDENT nTap-san volumehode: Block, Scorss mode: pe NetA

bl SV fapn] "

MetApp

Para criar rapidamente uma maquina virtual no cluster OpenShift, conclua as seguintes etapas:

1. Navegue até Virtualizagao > Maquinas virtuais e clique em Criar.

2. Selecione Do modelo.

3. Selecione o sistema operacional desejado para o qual a fonte de inicializac&o esta disponivel.

4. Marque a caixa de selecao Iniciar a maquina virtual apés a criacao.

5. Clique em Criacao rapida de maquina virtual.
A maquina virtual é criada e iniciada e entra no estado Em execucao. Ele cria automaticamente um PVC e
um PV correspondente para o disco de inicializagdo usando a classe de armazenamento padrao. Para poder
migrar a VM ao vivo no futuro, vocé deve garantir que a classe de armazenamento usada para os discos

possa suportar volumes RWX. Este € um requisito para migragéo ao vivo. ontap-nas e ontap-san (bloco
volumeMode para protocolos iISCSI e NVMe/TCP) podem suportar modos de acesso RWX para os volumes


osv-trident-install.html
osv-trident-install.html

criados usando as respectivas classes de armazenamento.

Para configurar a classe de armazenamento ontap-san no cluster, consulte 0"Secao para Migracao de uma
VM do VMware para o OpenShift Virtualization" .

®

Clicar em Criagao rapida de maquina virtual usara a classe de armazenamento padrao para
criar o PVC e o PV para o disco raiz inicializavel da VM. Vocé pode selecionar uma classe de
armazenamento diferente para o disco, selecionando Personalizar VirtualMachine >
Personalizar parametros do VirtualMachine > Discos e editando o disco para usar a classe de
armazenamento necessaria.

Normalmente, o modo de acesso em bloco é preferivel em comparacéo aos sistemas de arquivos durante o
provisionamento dos discos da VM.

Para personalizar a criagdo da maquina virtual depois de selecionar o modelo de sistema operacional, clique
em Personalizar maquina virtual em vez de Criagéo rapida.

1. Se o sistema operacional selecionado tiver a origem de inicializagdo configurada, vocé pode clicar em
Personalizar parametros da VirtualMachine.

2. Se o sistema operacional selecionado nao tiver nenhuma fonte de inicializagado configurada, vocé devera
configura-lo. Vocé pode ver detalhes sobre os procedimentos mostrados no"documentagao” .

3. Apos configurar o disco de inicializagdo, vocé pode clicar em Personalizar parametros da
VirtualMachine.

4. Vocé pode personalizar a VM nas guias desta pagina. Por exemplo, clique na aba Discos e depois clique
em Adicionar disco para adicionar outro disco a VM.

5. Clique em Criar Maquina Virtual para criar a maquina virtual; isso iniciara um pod correspondente em
segundo plano.

Quando uma fonte de inicializagédo é configurada para um modelo ou um sistema operacional a
partir de uma URL ou de um registro, ela cria um PVC no openshift-virtualization-os-
images projeto e baixa a imagem do convidado KVM para o PVC. Vocé deve garantir que os
PVCs de modelo tenham espaco provisionado suficiente para acomodar a imagem do
convidado KVM para o sistema operacional correspondente. Esses PVCs sao entédo clonados e
anexados como disco raiz as maquinas virtuais quando sao criados usando os respectivos
modelos em qualquer projeto.

You are logged in as & tamporsry sdministrative user. Update the ghter Qtuth configurstion 1o aliow others ta log in

tus

Sta
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https://docs.openshift.com/container-platform/4.14/virt/virtual_machines/creating_vms_custom/virt-creating-vms-from-custom-images-overview.html

Create new VirtualMachine

an option to create a VirtualMachine from

B instanceTypes

Default templates

Q Fiterby)

‘

Red Hat Enterprise Linux 8 VM
mal

Workdoad Server
cPul
Memacy 2

‘ Source svalable

Red Hat Enterprise Linux 9 VM

helg-zerver-small

Microsatt Windows 10VM
windows10-dezktop-mecum

6

Fedora VM

fedora-sarver-small

Project opes

Bitems




"!, CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system CPU | Memory

CentQS Stream 9'WM 1 CPU| 2 GiB Memory #

Workload type Metwork interfaces (1)

Server (default) Name Network Type
default Pod networking Masguerade

Description

Template for CentOS Stream 9 VM or newer. A Disks (2)

PVC with the CentOS Stream disk image must Name Drive Size

be available rootdisk Dick 30 Gig
cloudinitdisk 5k -

Documentation

Refer to documentation Hardware devices (0)
GPU devices

Host devices
Quick create VirtualMachine @
VirtualMachine name * Project
centos-stream9-pleased-ham openshift-virtualization-os-images

Start this VirtualMachine after creation

Quick create VirtualMachine _ustomize Virt Cancel




Project openshift-virtualization-os-images =
; rrize VirnialMachne
Customize and create VirtualMachine
Ternpiate CortOS Strearm 3 VM
Overview YAML Scheduding Emdronment Network interfaces Digks Scripas Metadata
Name Mtk &
- s Name Network
atat Pod networ
Namezpace
ponshitvirtu mage Disk
Drive Size
Description
Dk B
=/ D
Operating system Hardwars devions
CentDS Stream 9 WM GPU devices &
CPU | Memory
F 3 y
Host devices #
Maching type
Fo-rhelS
Heacles: mode
Boot mode a
oS
Hostname
Start in pause mode entos-streamB-pleasad-hamster &
Workioad profile
ot P
Create VirtuaiMachine —
?lr
o L :
Lt - o
1) centos-stream9-zealous-anaconda & QP v Ao ~
|—] Name 1 Source Size Drive. Interface Storage class [_l
@ -
s
File systems @
Name 1 File system type Mount point Total bytes Used bytes
0 O U

Demonstragao em video

O video a seguir mostra uma demonstragao de criagdo de uma VM no OpenShift Virtualization usando
armazenamento iSCSI.

Crie uma VM no OpenShift Virtualization usando armazenamento em bloco
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=497b868d-2917-4824-bbaa-b2d500f92dda

Migrar uma VM do VMware para o cluster Red Hat
OpenShift

Migre VMs do VMware para um cluster OpenShift usando o kit de ferramentas de
migragao de virtualizagdo OpenShift. Essa migracao envolve a instalagdo do Migration
Toolkit for Virtualization (MTV), a criacdo de provedores de origem e destino, a criacdo de
um plano de migragéo e a execug¢ao de uma migracéao fria ou quente.

Migracgao Fria

Este € o tipo de migragéo padrdo. As maquinas virtuais de origem séo desligadas enquanto os dados
sao copiados.

Migracado Quente

Nesse tipo de migracdo, a maioria dos dados € copiada durante o estagio de pré-cépia, enquanto as
magquinas virtuais (VMs) de origem estdo em execucdo. Em seguida, as VMs sao desligadas e os dados
restantes séo copiados durante o estagio de transigao.

Demonstragao em video

O video a seguir mostra uma demonstragado da migragao a frio de uma VM RHEL do VMware para o
OpenShift Virtualization usando a classe de armazenamento ontap-san para armazenamento persistente.

Usando o Red Hat MTV para migrar VMs para o OpenShift Virtualization com o NetApp ONTAP Storage

Migragcao de VM do VMware para o OpenShift Virtualization usando o Migration
Toolkit for Virtualization

Nesta segéo, veremos como usar o Migration Toolkit for Virtualization (MTV) para migrar maquinas virtuais do
VMware para o OpenShift Virtualization em execuc¢éo na plataforma OpenShift Container e integradas ao
armazenamento NetApp ONTAP usando o Trident.

O diagrama a seguir mostra uma visao geral da migracdo de uma VM do VMware para o Red Hat OpenShift
Virtualization.

11


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=bac58645-dd75-4e92-b5fe-b12b015dc199

Migration of VM from VMware to OpenShift Virtualization

//_ _ \ KT AT Red Hat OpenShit [ - \
(5 v CIENET S

ol Redan
L R T e e e | T
natwork mapping from VI
v WM. . ViANlopodnetwork |
pod
P -
m—g.'l\':i T - -

o2 o PVC and PV created from
et Gmm‘_ﬂ, -7 storagp class wsng Tndont

WDDK coples data

/ from VM diskslo PV - ’k

ONTAPor
any datastore

Pré-requisitos para a migragdao da amostra

No VMware

* Uma VM RHEL 9 usando rhel 9.3 com as seguintes configuragdes foi instalada:
o CPU: 2, Memodria: 20 GB, Disco rigido: 20 GB
o credenciais do usuario: usuario root e credenciais de usuario administrador
» Depois que a VM ficou pronta, o servidor postgresql foi instalado.

> 0 servidor postgresql foi iniciado e habilitado para iniciar na inicializagao

systemctl start postgresqgl.service’
systemctl enable postgresqgl.service
The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

o Foram adicionados 2 bancos de dados, 1 tabela e 1 linha na tabela. Consulte"aqui" Para obter
instrugcdes sobre como instalar o servidor PostgreSQL no RHEL e criar entradas de banco de dados e

tabelas.

@ Certifique-se de iniciar o servidor postgresql e habilitar o servigo para iniciar na inicializagéo.

No OpenShift Cluster

As seguintes instalagdes foram concluidas antes da instalagédo da MTV:

* OpenShift Cluster 4.17 ou posterior

» Multipath nos nés do cluster habilitados para iISCSI (para classe de armazenamento ontap-san). O
multicaminho pode ser habilitado facilmente se vocé instalar o Trident 25.02 usando o sinalizador node-

12


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/configuring_and_using_database_servers/using-postgresql_configuring-and-using-database-servers#configuring-postgresql_using-postgresql

prep. Vocé pode consultar 0"Secéao de instalagéo do Trident" para mais detalhes.

* Instale as classes de backend e armazenamento necessarias e a classe de snapshot. Consulte 0"Secao
de instalacao do Trident" para mais detalhes.

* "Virtualizagdo OpenShift"

Instalar MTV

Agora vocé pode instalar o Migration Toolkit para virtualizagao (MTV). Consulte as instrugdes fornecidas"aqui'
para obter ajuda com a instalagéo.

A interface de usuario do Migration Toolkit for Virtualization (MTV) é integrada ao console web do OpensShift.
Vocé pode se referir'aqui” para comegar a usar a interface do usuario para varias tarefas.

Criar Provedor de Origem

Para migrar a VM RHEL do VMware para o OpenShift Virtualization, vocé precisa primeiro criar o provedor de
origem para o VMware. Consulte as instrugdes"aqui" para criar o provedor de origem.

Vocé precisa do seguinte para criar seu provedor de origem VMware:

* URL do VCenter
» Credenciais do VCenter
* Impressao digital do servidor VCenter

* Imagem VDDK em um repositorio

Criacao de provedor de fonte de exemplo:

13
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https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/installing-the-operator
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#mtv-ui_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#adding-providers

Select prowider type

Vm vSphere

Pravider resource name *

Yimwarg-source Q

Unique Kubemaetes resoue name identifigr

URL *

=)

VDDK init image

@
3] P R Dy i Wi hle
Username * -
administratongvephere local
Sohere REST AP user name
Password *
e o
vSphera REST AP password credentials
SSHA-] fingerprint *
-]

The provedar currenily requirmes the SHA- fingerpnnt of the vCenter Secver's TLS cervficate in 3l crcumstances vSphere calis this the server’s

Skip certificate validation

O Migration Toolkit for Virtualization (MTV) usa o SDK do VMware Virtual Disk Development Kit
(VDDK) para acelerar a transferéncia de discos virtuais do VMware vSphere. Portanto, criar

@ uma imagem VDDK, embora opcional, & altamente recomendado. Para usar esse recurso,
baixe o VMware Virtual Disk Development Kit (VDDK), crie uma imagem do VDDK e envie a
imagem do VDDK para seu registro de imagens.

Siga as instrugdes fornecidas"aqui" para criar e enviar a imagem do VDDK para um registro acessivel no
OpenShift Cluster.

Criar provedor de destino

O cluster de host é adicionado automaticamente, pois o provedor de virtualizagdo OpenShift € o provedor de
origem.

Criar Plano de Migragao
Siga as instrugdes fornecidas"aqui" para criar um plano de migragao.

Ao criar um plano, vocé precisa criar 0 seguinte, caso ainda n&o tenha criado:

14


https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
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* Um mapeamento de rede para mapear a rede de origem para a rede de destino.

* Um mapeamento de armazenamento para mapear o armazenamento de dados de origem para a classe
de armazenamento de destino. Para isso, vocé pode escolher a classe de armazenamento ontap-san.
Depois que o plano de migragao for criado, o status do plano devera mostrar Pronto e agora vocé podera
Iniciar o plano.

— RedHat BOOoA kube:admin =
= OpenShift as © @ kube:admin

You are logged in as a temporary administrative user, Update the chuster ©Auth configuration to allow others to log in.
OperatorHub

Project: openshift-mtvy
Installed Operators

Plans
Worlkloads
Virtualization Status ~ Name = O Fiterbyname > (B showarchived @
Migration Mame 1 Sourca .. Target ... VMs Status Description
Overview @ miv-migration-demo | cokd @ vrvace @ host =1 © Ready Plan for migrating VM to OpenShift Virt Start
Providers for alization @ vrwrate-csv-migration | cold G vrrware: @ host (=] d ] Migrating RHEL 9 vm to OpenShift Virty
Plans for virtualization
(L] co @@ v @ rost =]
G v @ vrvare @D host o1 Succeeded 1of1VMs migrated @ migrating AHEL 9 vm using ONTAP NFS.

MNetworking

Executar migragao a frio

Clicar em Iniciar executara uma sequéncia de etapas para concluir a migragao da VM.

Rud Hat
CrpenShift

Wimd e el B ) PO ey e i U [ (Rt Ol CORSeiar atedn bi ieliem dtu B e v

Migration details by WM

Workloadi

Wirtusliration

T - o i
Migrabaon
[Fr— Shnd ] L Trad tirven Dl et Stati
i
Lhizted terr State

-

L i i

L i 1
Bl W Copy ik 1k ——

B Cwite Vit '
Chrberin L}

Compeste

Uner danagemens

Al NTEREAR

Quando todas as etapas forem concluidas, vocé podera ver as VMs migradas clicando em maquinas virtuais
em Virtualizagdo no menu de navegacgao do lado esquerdo. Instrugbes para acessar as maquinas virtuais sdo
fornecidas"aqui" .

Vocé pode efetuar login na maquina virtual e verificar o conteudo dos bancos de dados posgresql. Os bancos
de dados, tabelas e entradas na tabela devem ser os mesmos que foram criados na VM de origem.
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https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html

Executar migragao quente

Para executar uma migragéo quente, depois de criar um plano de migragdo conforme mostrado acima, vocé
precisa editar as configuragdes do plano para alterar o tipo de migragao padréo. Clique no icone de edigéo ao
lado da migragao fria e alterne o botao para defini-la como migragéo quente. Clique em Salvar. Agora clique
em Iniciar para iniciar a migracao.

Ao migrar do armazenamento em bloco no VMware, certifique-se de ter selecionado a classe

@ de armazenamento em bloco para a VM de virtualizagdo OpenShift. Além disso, o volumeMode
deve ser definido como block e 0 modo de acesso deve ser rwx para que vocé possa executar
a migracao ao vivo da VM posteriormente.

Set warm migration

In warm migration, the VM disks are copied incrementally using changed block
tracking (CBT) snapshots. The snapshots are created at one-hour intervals by
default. You can change the snapshot interval by updating the forklift-controller
depleyment

Whether this is a warm migration

@ Warm migration, most of the data is copied during the
precopy stage while the source virtual machines (VMs) are
running.

Clique em 0 de 1 vms concluidas, expanda a vm e vocé podera ver o progresso da migragao.

Plans

Status ~ Name <+~ Q Filter by name > o Show archived m
Name 1 Source provider Virtual ... Status Migration started
@ warm-migration-planl ( Warm @ vmware-source @ 1VMs Running® 0 of 1VMs migrated @ Feb11,2025,10:28 AM & Cutover

Apos algum tempo, a transferéncia do disco é concluida e a migragao aguarda para prosseguir para o estado
Cutover. O DataVolume esta em estado pausado. Volte ao plano e clique no botdo Cutover.
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Project: openshift-mtv  «
Pun: > Pian Details
@ warm-migration-planl & funing
YAML Virtual Machines  Resources ~ Mappings  Hooks
Virtual Machines
Pipelinestatus Name ~ Q Filte ame > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vl @ Feb1,2025,1028 AM - 20480 / 20480 MB 1/ 1Disks ® @
PersistentVolumeClaims
Name Status
@D varm-migration-planl-vm-43432- g Pending
DataVolumes
Name Status
@D warm-migration-plani-vm-43432 Paused
Pipeline
Name Description Tasks Started at Error
@ Initialize initialize migration @ Feb 11,2025,1028 AM
@ DiskTransfer Transfer disks. ] @ Feb 11,2025,1028 AM
Cutover Finalize disk transfer |0/
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM
Plans Create Plan
Stats v Neme v QF 3 (@ showarchived m
Name 1 Source provider Virtual machines Status Migration started
@ varm-migration-plan)  Warm © viware-source © VM Running ® £1VMs migrated @ Feb1, 20251028 AM % O

A hora atual sera exibida na caixa de dialogo. Altere o horario para um horario futuro se quiser agendar uma

transferéncia para um horario posterior. Caso contrario, para executar uma transigéo agora, clique em Definir
transigao.
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Cutover

chedule the cutover for migration warm-migration-plan1?

L

You can schedule cutover for now or a future date and time. VMs included in the

migration plan will be shut down when cutover starts.

11:04 AM ®

Set cutover ‘ Remove cutover | l Cancel |

Ap6s alguns segundos, o DataVolume passa do estado pausado para o estado ImportScheduled e para o
ImportinProgress quando a fase de transigdo comega.

2025-02-11

Virtual Machines
Pipeline status - Name ~ Q Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb11, 2025, 1028 AM 20480/ 20480 M8 1/1Disks ® ® @
PersistentVolumeClaims
Name Status
GI® warm-migration-planl-vm-43432- & Pending
DataVolumes
Name Status
@D vern ImportinProgress
ar
Pipeline
Name Description Tasks Started at Error
@ Intialize Initialize migration. @ Feb 11,2025,1028 AM
@® DiskTransfer Transfer disks ai @ reb 11,2025, 1028 AM
@ Cutover Finalize disk transfer 8o/! @ Feb 11,2025, 1107 AM
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM

Quando a fase de transigédo é concluida, o DataVolume chega ao estado bem-sucedido e o PVC € vinculado.




Virtual Machines

Pipelinestatus  « Name ~ Q@ Filterbyname > m Cancel virtual machines

Name 1 Started at Completed at Disk transfer Disk counter Pipeline status

v vmi @ Feb 11, 2025,10:28 AM - 20480 /20480 MB 1/ 1Disks ® ® @ @

Pod Status Pod logs Created at

- B Pending Logs @ Feb 1, 2025, 1117 AM

Status

© Bound

DataVolumes
Name Status

@Y warm-m

® Succeeded

O plano de migracao prossegue para concluir a fase de conversao de imagem e, finalmente, a fase de criagéo
de maquina virtual é concluida. A VM entra no estado de execugao no OpenShift Virtualization.

VirtualMachines

Y Filter Name « Search by name m
Name 1 Namespace Status Conditions Node Created
@~ @ esmisnton: O O @ 7 minutes age

Migrar uma VM entre dois nés em um cluster Red Hat
OpenShift

Migre uma VM no OpenShift Virtualization entre dois nés no cluster sem tempo de
inatividade. Este procedimento inclui confirmar se os discos usam classes de
armazenamento compativeis com RWX, iniciar a migracao e monitorar o progresso.

Migracao ao vivo de VM

A migracéo ao vivo € um processo de migracéo de uma instancia de VM de um né para outro em um cluster
OpenShift sem tempo de inatividade. Para que a migragao ao vivo funcione em um cluster OpenShift, as VMs
devem ser vinculadas a PVCs com modo de acesso ReadWriteMany compartilhado. Os backends Trident
configurados usando drivers ontap-nas suportam o modo de acesso RWX para protocolos de sistema de
arquivos nfs e smb. Consulte a documentagéo"aqui”" . Os backends Trident configurados usando drivers
ontap-san oferecem suporte ao modo de acesso RWX para volumeMode de bloco para protocolos iSCSI e
NVMe/TCP. Consulte a documentagao"aqui"” .

Portanto, para que a migrag&o ao vivo seja bem-sucedida, as VMs devem ser provisionadas com discos
(discos de inicializagéo e discos hot plug adicionais) com PVCs usando classes de armazenamento ontap-nas
ou ontap-san (volumeMode: Block). Quando os PVCs sao criados, o Trident cria volumes ONTAP em um SVM
habilitado para NFS ou iSCSI.
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Para executar uma migracéo ao vivo de uma VM que foi criada anteriormente e esta em estado de execugao,

execute as seguintes etapas:

1. Selecione a VM que vocé deseja migrar ao vivo.

2. Clique na aba Configuragao.

3. Certifique-se de que todos os discos da VM sejam criados usando classes de armazenamento que

possam suportar o modo de acesso RWX.

4. Clique em Agoes no canto direito e depois selecione Migrar.

5. Para ver o progresso da migracgao, va para Virtualizagao > Visao geral no menu do lado esquerdo e clique
na aba Migragoes. A migragdo da VM passara de Pendente para Agendado e depois para Sucesso

Uma instancia de VM em um cluster OpenShift migra automaticamente para outro né quando o
no original é colocado no modo de manutengéo se evictionStrategy estiver definido como

LiveMigrate.
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Virtualization
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Clonar uma VM com o Red Hat OpenShift Virtualization

Clonar uma VM no OpenShift Virtualization usando o Trident. Este procedimento inclui o
aproveitamento da clonagem de volume Trident CSI, permitindo que vocé crie uma nova
VM desligando a VM de origem ou mantendo-a em execugao.

Clonagem de VM

A clonagem de uma VM existente no OpenShift é feita com o suporte do recurso de clonagem Volume CSI do
Trident. A clonagem de volume CSI permite a criagao de um novo PVC usando um PVC existente como fonte
de dados, duplicando seu PV. Depois que o novo PVC € criado, ele funciona como uma entidade separada e
sem qualquer vinculo ou dependéncia do PVC de origem.
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Ha certas restricdes a serem consideradas na clonagem de volume CSI:

1. O PVC de origem e o PVC de destino devem estar no mesmo projeto.
2. Aclonagem é suportada na mesma classe de armazenamento.

3. Aclonagem so6 pode ser executada quando os volumes de origem e destino usam a mesma configuragao
VolumeMode; por exemplo, um volume de bloco s6 pode ser clonado para outro volume de bloco.

VMs em um cluster OpenShift podem ser clonadas de duas maneiras:
1. Ao desligar a VM de origem
2. Mantendo a VM de origem ativa

Desligando a VM de origem

Clonar uma VM existente desligando-a € um recurso nativo do OpenShift implementado com suporte do
Trident. Conclua as etapas a seguir para clonar uma VM.

1. Navegue até Cargas de trabalho > Virtualizagdo > Maquinas virtuais e clique nas reticéncias ao lado da
maquina virtual que vocé deseja clonar.

2. Cliqgue em Clonar maquina virtual e fornega os detalhes da nova VM.
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Clone Virtual Machine

Name * rhel8-short-frog-clone
Description

4
Namespace * default -

Start virtual machine on clone

Configuration Operating System
Red Hat Enterprise Linux 8.0 or higher
Flavor

Small: 1CPU | 2 GiB Memory
Workload Profile

server

NICs

default - virtio

Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

44 The VM rhel8-short-frog is still running. It will be powered off while
cloning.

Clone Virtual Machine

3. Clique em Clonar maquina virtual; isso desliga a VM de origem e inicia a criagdo da VM clone.

4. Apos a conclusdo desta etapa, vocé podera acessar e verificar o conteido da VM clonada.
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Mantendo a VM de origem ativa

Uma VM existente também pode ser clonada clonando o PVC existente da VM de origem e, em seguida,
criando uma nova VM usando o PVC clonado. Este método ndo exige que vocé desligue a VM de origem.
Conclua as etapas a seguir para clonar uma VM sem desliga-la.

1. Navegue até Armazenamento > PersistentVolumeClaims e clique nas reticéncias ao lado do PVC que esta
anexado a VM de origem.

2. Clique em Clonar PVC e fornega os detalhes do novo PVC.

Clone

Mame *

rhel8-short-frog-rootdisk-28dvb-clone

Access Mode *
(O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB =«

PVC details

Namespace Requested capacity Access mode

@ default 20GIiB Shared Access (RWX)
Storage Class Used capacity Volume mode

€S basic 22GiB Filesystem

Cancel Clone

3. Em seguida, clique em Clonar. Isso cria um PVC para a nova VM.
4. Navegue até Cargas de trabalho > Virtualizagdo > Maquinas virtuais e clique em Criar > Com YAML.

5. Na sec¢éao spec > template > spec > volumes, anexe o PVC clonado em vez do disco do contéiner. Fornega
todos os outros detalhes da nova VM de acordo com suas necessidades.
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Clique em Criar para criar a nova VM.

7. Depois que a VM for criada com sucesso, acesse e verifique se a nova VM é um clone da VM de origem.

Crie uma VM a partir de uma cépia de snapshot com o Red
Hat OpenShift Virtualization

Crie uma VM a partir de um snapshot com o OpenShift Virtualization. Este procedimento
inclui a criacdo de uma VolumeSnapshotClass, a criacdo de um snapshot da
reivindicagao de volume persistente (PVC) da VM, a restauragdo do snapshot em um
novo PVC e a implantagdo de uma nova VM que usa o PVC restaurado como disco raiz.

Criar VM a partir de um instantaneo

Com o Trident e o Red Hat OpenShift, os usuarios podem tirar um snapshot de um volume persistente nas
Classes de Armazenamento provisionadas por ele. Com esse recurso, os usuarios podem fazer uma copia
pontual de um volume e usa-la para criar um novo volume ou restaurar o mesmo volume a um estado anterior.
Isso permite ou oferece suporte a uma variedade de casos de uso, desde reversao até clones e restauragao
de dados.

Para operacdes de Snapshot no OpenShift, os recursos VolumeSnapshotClass, VolumeSnapshot e
VolumeSnapshotContent devem ser definidos.

+ Um VolumeSnapshotContent é o instantaneo real tirado de um volume no cluster. E um recurso de cluster
analogo ao PersistentVolume para armazenamento.

+ Um VolumeSnapshot é uma solicitagdo para criar um snapshot de um volume. E analogo a um
PersistentVolumeClaim.

* VolumeSnapshotClass permite que o administrador especifique atributos diferentes para um
VolumeSnapshot. Ele permite que vocé tenha atributos diferentes para diferentes instantaneos tirados do
mesmo volume.
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Para criar um snapshot de uma VM, conclua as seguintes etapas:

NetApp

1. Crie uma VolumeSnapshotClass que pode ser usada para criar um VolumeSnapshot. Navegue até

Armazenamento > VolumeSnapshotClasses e clique em Criar VolumeSnapshotClass.

2. Digite o nome da classe Snapshot, insira csi.trident.netapp.io para o driver e clique em Criar.
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© View shortcuts

apiVersion: snapshot.storage.k8s.io/v1l

kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-clasﬂ
driver: csi.trident.netapp.io
deletionPolicy: Delete

‘ Cancel ‘ X Download

3. ldentifique o PVC que esta anexado a VM de origem e crie um instantaneo desse PVC. Navegar para
Storage > VolumeSnapshots e clique em Criar VolumeSnapshots.

4. Selecione o PVC para o qual deseja criar o Snapshot, insira 0 nome do Snapshot ou aceite o padrao e
selecione a VolumeSnapshotClass apropriada. Em seguida, clique em Criar.

Create VolumeSnapshot Edit YAML

PersistentVolumeClaim *

(BY® rhel8-short-frog-rootdisk-28dvb v

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

UEB® trident-snapshot-class v

=

5. Isso cria um instantaneo do PVC naquele momento.
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Crie uma nova VM a partir do snapshot

1. Primeiro, restaure o Snapshot em um novo PVC. Navegue até Armazenamento > VolumeSnapshots,
clique nas reticéncias ao lado do Snapshot que vocé deseja restaurar e clique em Restaurar como novo
PVC.

2. Insira os detalhes do novo PVC e clique em Restaurar. Isso cria um novo PVC.
Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€® basic v

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB «

VelumeSnapshot details

Created at Namespace

@ May 21,12:46 am @B default

Status APl version

@ Ready snapshot.storage.k8s.io/vl
Size

20 GiB

3. Em seguida, crie uma nova VM a partir deste PVC. Navegue até Virtualizagdo > Maquinas virtuais e clique
em Criar > Com YAML.
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4. Na secao spec > template > spec > volumes, especifique o novo PVC criado a partir do Snapshot em vez
do disco do contéiner. Fornega todos os outros detalhes da nova VM de acordo com suas necessidades.

- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Clique em Criar para criar a nova VM.

6. Apos a VM ser criada com sucesso, acesse e verifique se a nova VM tem o mesmo estado que o da VM
cujo PVC foi usado para criar o snapshot no momento em que o snapshot foi criado.
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