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Implantar no local

Requisitos para implantar o Red Hat OpenShift
Virtualization com ONTAP

Revise os requisitos para instalar e implantar a virtualização OpenShift com sistemas de
armazenamento ONTAP .

Pré-requisitos

• Um cluster Red Hat OpenShift (posterior à versão 4.6) instalado em infraestrutura bare-metal com nós de
trabalho RHCOS

• Implantar verificações de integridade da máquina para manter HA para VMs

• Um cluster NetApp ONTAP , com SVM configurado com o protocolo correto.

• Trident instalado no cluster OpenShift

• Uma configuração de backend Trident criada

• Um StorageClass configurado no cluster OpenShift com Trident como provisionador

Para os pré-requisitos do Trident acima, consulte"Seção de instalação do Trident" para mais detalhes.

• Acesso de administrador de cluster ao cluster Red Hat OpenShift

• Acesso de administrador ao cluster NetApp ONTAP

• Uma estação de trabalho de administração com as ferramentas tridentctl e oc instaladas e adicionadas ao
$PATH

Como o OpenShift Virtualization é gerenciado por um operador instalado no cluster OpenShift, ele impõe
sobrecarga adicional em memória, CPU e armazenamento, que deve ser contabilizada ao planejar os
requisitos de hardware para o cluster. Veja a documentação "aqui" para mais detalhes.

Opcionalmente, você também pode especificar um subconjunto de nós do cluster OpenShift para hospedar os
operadores, controladores e VMs do OpenShift Virtualization configurando regras de posicionamento de nós.
Para configurar regras de posicionamento de nós para OpenShift Virtualization, siga a documentação "aqui" .

Para o armazenamento de suporte ao OpenShift Virtualization, a NetApp recomenda ter um StorageClass
dedicado que solicita armazenamento de um backend Trident específico, que por sua vez é apoiado por um
SVM dedicado. Isso mantém um nível de multilocação em relação aos dados fornecidos para cargas de
trabalho baseadas em VM no cluster OpenShift.

Implante o Red Hat OpenShift Virtualization com o ONTAP

Instale o OpenShift Virtualization em um cluster bare-metal do Red Hat OpenShift. Este
procedimento inclui fazer login com acesso de administrador de cluster, navegar até o
OperatorHub e instalar o operador OpenShift Virtualization.

1. Efetue login no cluster bare-metal do Red Hat OpenShift com acesso de administrador de cluster.

2. Selecione Administrador no menu suspenso Perspectiva.
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3. Navegue até Operadores > OperatorHub e procure por OpenShift Virtualization.

4. Selecione o bloco OpenShift Virtualization e clique em Instalar.
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5. Na tela Instalar Operador, deixe todos os parâmetros padrão e clique em Instalar.

6. Aguarde a conclusão da instalação do operador.

7. Após a instalação do operador, clique em Criar HyperConverged.
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8. Na tela Criar HyperConverged, clique em Criar, aceitando todos os parâmetros padrões. Esta etapa inicia
a instalação do OpenShift Virtualization.
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9. Depois que todos os pods forem movidos para o estado Em execução no namespace openshift-cnv e o
operador OpenShift Virtualization estiver no estado Bem-sucedido, o operador estará pronto para uso.
Agora é possível criar VMs no cluster OpenShift.

Crie uma VM no armazenamento ONTAP com o Red Hat
OpenShift Virtualization

Crie uma VM com o OpenShift Virtualization. Este procedimento inclui a seleção de um
modelo de sistema operacional, a configuração de classes de armazenamento e a
personalização de parâmetros de VM para atender a requisitos específicos. Como pré-
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requisito, você já deve ter criado os objetos de backend do Trident, a classe de
armazenamento e a classe de instantâneo de volume. Você pode consultar o"Seção de
instalação do Trident" para mais detalhes.

Criar VM

VMs são implantações com estado que exigem volumes para hospedar o sistema operacional e os dados.
Com o CNV, como as VMs são executadas como pods, elas são apoiadas por PVs hospedados no NetApp
ONTAP por meio do Trident. Esses volumes são anexados como discos e armazenam todo o sistema de
arquivos, incluindo a origem de inicialização da VM.

Para criar rapidamente uma máquina virtual no cluster OpenShift, conclua as seguintes etapas:

1. Navegue até Virtualização > Máquinas virtuais e clique em Criar.

2. Selecione Do modelo.

3. Selecione o sistema operacional desejado para o qual a fonte de inicialização está disponível.

4. Marque a caixa de seleção Iniciar a máquina virtual após a criação.

5. Clique em Criação rápida de máquina virtual.

A máquina virtual é criada e iniciada e entra no estado Em execução. Ele cria automaticamente um PVC e
um PV correspondente para o disco de inicialização usando a classe de armazenamento padrão. Para poder
migrar a VM ao vivo no futuro, você deve garantir que a classe de armazenamento usada para os discos
possa suportar volumes RWX. Este é um requisito para migração ao vivo. ontap-nas e ontap-san (bloco
volumeMode para protocolos iSCSI e NVMe/TCP) podem suportar modos de acesso RWX para os volumes
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criados usando as respectivas classes de armazenamento.

Para configurar a classe de armazenamento ontap-san no cluster, consulte o"Seção para Migração de uma
VM do VMware para o OpenShift Virtualization" .

Clicar em Criação rápida de máquina virtual usará a classe de armazenamento padrão para
criar o PVC e o PV para o disco raiz inicializável da VM. Você pode selecionar uma classe de
armazenamento diferente para o disco, selecionando Personalizar VirtualMachine >
Personalizar parâmetros do VirtualMachine > Discos e editando o disco para usar a classe de
armazenamento necessária.

Normalmente, o modo de acesso em bloco é preferível em comparação aos sistemas de arquivos durante o
provisionamento dos discos da VM.

Para personalizar a criação da máquina virtual depois de selecionar o modelo de sistema operacional, clique
em Personalizar máquina virtual em vez de Criação rápida.

1. Se o sistema operacional selecionado tiver a origem de inicialização configurada, você pode clicar em
Personalizar parâmetros da VirtualMachine.

2. Se o sistema operacional selecionado não tiver nenhuma fonte de inicialização configurada, você deverá
configurá-lo. Você pode ver detalhes sobre os procedimentos mostrados no"documentação" .

3. Após configurar o disco de inicialização, você pode clicar em Personalizar parâmetros da
VirtualMachine.

4. Você pode personalizar a VM nas guias desta página. Por exemplo, clique na aba Discos e depois clique
em Adicionar disco para adicionar outro disco à VM.

5. Clique em Criar Máquina Virtual para criar a máquina virtual; isso iniciará um pod correspondente em
segundo plano.

Quando uma fonte de inicialização é configurada para um modelo ou um sistema operacional a
partir de uma URL ou de um registro, ela cria um PVC no openshift-virtualization-os-
images projeto e baixa a imagem do convidado KVM para o PVC. Você deve garantir que os
PVCs de modelo tenham espaço provisionado suficiente para acomodar a imagem do
convidado KVM para o sistema operacional correspondente. Esses PVCs são então clonados e
anexados como disco raiz às máquinas virtuais quando são criados usando os respectivos
modelos em qualquer projeto.
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Demonstração em vídeo

O vídeo a seguir mostra uma demonstração de criação de uma VM no OpenShift Virtualization usando
armazenamento iSCSI.

Crie uma VM no OpenShift Virtualization usando armazenamento em bloco
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Migrar uma VM do VMware para o cluster Red Hat
OpenShift

Migre VMs do VMware para um cluster OpenShift usando o kit de ferramentas de
migração de virtualização OpenShift. Essa migração envolve a instalação do Migration
Toolkit for Virtualization (MTV), a criação de provedores de origem e destino, a criação de
um plano de migração e a execução de uma migração fria ou quente.

Migração Fria

Este é o tipo de migração padrão. As máquinas virtuais de origem são desligadas enquanto os dados
são copiados.

Migração Quente

Nesse tipo de migração, a maioria dos dados é copiada durante o estágio de pré-cópia, enquanto as
máquinas virtuais (VMs) de origem estão em execução. Em seguida, as VMs são desligadas e os dados
restantes são copiados durante o estágio de transição.

Demonstração em vídeo

O vídeo a seguir mostra uma demonstração da migração a frio de uma VM RHEL do VMware para o
OpenShift Virtualization usando a classe de armazenamento ontap-san para armazenamento persistente.

Usando o Red Hat MTV para migrar VMs para o OpenShift Virtualization com o NetApp ONTAP Storage

Migração de VM do VMware para o OpenShift Virtualization usando o Migration
Toolkit for Virtualization

Nesta seção, veremos como usar o Migration Toolkit for Virtualization (MTV) para migrar máquinas virtuais do
VMware para o OpenShift Virtualization em execução na plataforma OpenShift Container e integradas ao
armazenamento NetApp ONTAP usando o Trident.

O diagrama a seguir mostra uma visão geral da migração de uma VM do VMware para o Red Hat OpenShift
Virtualization.

11

https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=bac58645-dd75-4e92-b5fe-b12b015dc199


Pré-requisitos para a migração da amostra

No VMware

• Uma VM RHEL 9 usando rhel 9.3 com as seguintes configurações foi instalada:

◦ CPU: 2, Memória: 20 GB, Disco rígido: 20 GB

◦ credenciais do usuário: usuário root e credenciais de usuário administrador

• Depois que a VM ficou pronta, o servidor postgresql foi instalado.

◦ o servidor postgresql foi iniciado e habilitado para iniciar na inicialização

systemctl start postgresql.service`

systemctl enable postgresql.service

The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

◦ Foram adicionados 2 bancos de dados, 1 tabela e 1 linha na tabela. Consulte"aqui" Para obter
instruções sobre como instalar o servidor PostgreSQL no RHEL e criar entradas de banco de dados e
tabelas.

Certifique-se de iniciar o servidor postgresql e habilitar o serviço para iniciar na inicialização.

No OpenShift Cluster

As seguintes instalações foram concluídas antes da instalação da MTV:

• OpenShift Cluster 4.17 ou posterior

• Multipath nos nós do cluster habilitados para iSCSI (para classe de armazenamento ontap-san). O
multicaminho pode ser habilitado facilmente se você instalar o Trident 25.02 usando o sinalizador node-
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prep. Você pode consultar o"Seção de instalação do Trident" para mais detalhes.

• Instale as classes de backend e armazenamento necessárias e a classe de snapshot. Consulte o"Seção
de instalação do Trident" para mais detalhes.

• "Virtualização OpenShift"

Instalar MTV

Agora você pode instalar o Migration Toolkit para virtualização (MTV). Consulte as instruções fornecidas"aqui"
para obter ajuda com a instalação.

A interface de usuário do Migration Toolkit for Virtualization (MTV) é integrada ao console web do OpenShift.
Você pode se referir"aqui" para começar a usar a interface do usuário para várias tarefas.

Criar Provedor de Origem

Para migrar a VM RHEL do VMware para o OpenShift Virtualization, você precisa primeiro criar o provedor de
origem para o VMware. Consulte as instruções"aqui" para criar o provedor de origem.

Você precisa do seguinte para criar seu provedor de origem VMware:

• URL do VCenter

• Credenciais do VCenter

• Impressão digital do servidor VCenter

• Imagem VDDK em um repositório

Criação de provedor de fonte de exemplo:
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O Migration Toolkit for Virtualization (MTV) usa o SDK do VMware Virtual Disk Development Kit
(VDDK) para acelerar a transferência de discos virtuais do VMware vSphere. Portanto, criar
uma imagem VDDK, embora opcional, é altamente recomendado. Para usar esse recurso,
baixe o VMware Virtual Disk Development Kit (VDDK), crie uma imagem do VDDK e envie a
imagem do VDDK para seu registro de imagens.

Siga as instruções fornecidas"aqui" para criar e enviar a imagem do VDDK para um registro acessível no
OpenShift Cluster.

Criar provedor de destino

O cluster de host é adicionado automaticamente, pois o provedor de virtualização OpenShift é o provedor de
origem.

Criar Plano de Migração

Siga as instruções fornecidas"aqui" para criar um plano de migração.

Ao criar um plano, você precisa criar o seguinte, caso ainda não tenha criado:
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• Um mapeamento de rede para mapear a rede de origem para a rede de destino.

• Um mapeamento de armazenamento para mapear o armazenamento de dados de origem para a classe
de armazenamento de destino. Para isso, você pode escolher a classe de armazenamento ontap-san.
Depois que o plano de migração for criado, o status do plano deverá mostrar Pronto e agora você poderá
Iniciar o plano.

Executar migração a frio

Clicar em Iniciar executará uma sequência de etapas para concluir a migração da VM.

Quando todas as etapas forem concluídas, você poderá ver as VMs migradas clicando em máquinas virtuais
em Virtualização no menu de navegação do lado esquerdo. Instruções para acessar as máquinas virtuais são
fornecidas"aqui" .

Você pode efetuar login na máquina virtual e verificar o conteúdo dos bancos de dados posgresql. Os bancos
de dados, tabelas e entradas na tabela devem ser os mesmos que foram criados na VM de origem.
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Executar migração quente

Para executar uma migração quente, depois de criar um plano de migração conforme mostrado acima, você
precisa editar as configurações do plano para alterar o tipo de migração padrão. Clique no ícone de edição ao
lado da migração fria e alterne o botão para defini-la como migração quente. Clique em Salvar. Agora clique
em Iniciar para iniciar a migração.

Ao migrar do armazenamento em bloco no VMware, certifique-se de ter selecionado a classe
de armazenamento em bloco para a VM de virtualização OpenShift. Além disso, o volumeMode
deve ser definido como block e o modo de acesso deve ser rwx para que você possa executar
a migração ao vivo da VM posteriormente.

Clique em 0 de 1 vms concluídas, expanda a vm e você poderá ver o progresso da migração.

Após algum tempo, a transferência do disco é concluída e a migração aguarda para prosseguir para o estado
Cutover. O DataVolume está em estado pausado. Volte ao plano e clique no botão Cutover.
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A hora atual será exibida na caixa de diálogo. Altere o horário para um horário futuro se quiser agendar uma
transferência para um horário posterior. Caso contrário, para executar uma transição agora, clique em Definir
transição.
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Após alguns segundos, o DataVolume passa do estado pausado para o estado ImportScheduled e para o
ImportInProgress quando a fase de transição começa.

Quando a fase de transição é concluída, o DataVolume chega ao estado bem-sucedido e o PVC é vinculado.
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O plano de migração prossegue para concluir a fase de conversão de imagem e, finalmente, a fase de criação
de máquina virtual é concluída. A VM entra no estado de execução no OpenShift Virtualization.

Migrar uma VM entre dois nós em um cluster Red Hat
OpenShift

Migre uma VM no OpenShift Virtualization entre dois nós no cluster sem tempo de
inatividade. Este procedimento inclui confirmar se os discos usam classes de
armazenamento compatíveis com RWX, iniciar a migração e monitorar o progresso.

Migração ao vivo de VM

A migração ao vivo é um processo de migração de uma instância de VM de um nó para outro em um cluster
OpenShift sem tempo de inatividade. Para que a migração ao vivo funcione em um cluster OpenShift, as VMs
devem ser vinculadas a PVCs com modo de acesso ReadWriteMany compartilhado. Os backends Trident
configurados usando drivers ontap-nas suportam o modo de acesso RWX para protocolos de sistema de
arquivos nfs e smb. Consulte a documentação"aqui" . Os backends Trident configurados usando drivers
ontap-san oferecem suporte ao modo de acesso RWX para volumeMode de bloco para protocolos iSCSI e
NVMe/TCP. Consulte a documentação"aqui" .

Portanto, para que a migração ao vivo seja bem-sucedida, as VMs devem ser provisionadas com discos
(discos de inicialização e discos hot plug adicionais) com PVCs usando classes de armazenamento ontap-nas
ou ontap-san (volumeMode: Block). Quando os PVCs são criados, o Trident cria volumes ONTAP em um SVM
habilitado para NFS ou iSCSI.
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Para executar uma migração ao vivo de uma VM que foi criada anteriormente e está em estado de execução,
execute as seguintes etapas:

1. Selecione a VM que você deseja migrar ao vivo.

2. Clique na aba Configuração.

3. Certifique-se de que todos os discos da VM sejam criados usando classes de armazenamento que
possam suportar o modo de acesso RWX.

4. Clique em Ações no canto direito e depois selecione Migrar.

5. Para ver o progresso da migração, vá para Virtualização > Visão geral no menu do lado esquerdo e clique
na aba Migrações. A migração da VM passará de Pendente para Agendado e depois para Sucesso

Uma instância de VM em um cluster OpenShift migra automaticamente para outro nó quando o
nó original é colocado no modo de manutenção se evictionStrategy estiver definido como
LiveMigrate.
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Clonar uma VM com o Red Hat OpenShift Virtualization

Clonar uma VM no OpenShift Virtualization usando o Trident. Este procedimento inclui o
aproveitamento da clonagem de volume Trident CSI, permitindo que você crie uma nova
VM desligando a VM de origem ou mantendo-a em execução.

Clonagem de VM

A clonagem de uma VM existente no OpenShift é feita com o suporte do recurso de clonagem Volume CSI do
Trident. A clonagem de volume CSI permite a criação de um novo PVC usando um PVC existente como fonte
de dados, duplicando seu PV. Depois que o novo PVC é criado, ele funciona como uma entidade separada e
sem qualquer vínculo ou dependência do PVC de origem.
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Há certas restrições a serem consideradas na clonagem de volume CSI:

1. O PVC de origem e o PVC de destino devem estar no mesmo projeto.

2. A clonagem é suportada na mesma classe de armazenamento.

3. A clonagem só pode ser executada quando os volumes de origem e destino usam a mesma configuração
VolumeMode; por exemplo, um volume de bloco só pode ser clonado para outro volume de bloco.

VMs em um cluster OpenShift podem ser clonadas de duas maneiras:

1. Ao desligar a VM de origem

2. Mantendo a VM de origem ativa

Desligando a VM de origem

Clonar uma VM existente desligando-a é um recurso nativo do OpenShift implementado com suporte do
Trident. Conclua as etapas a seguir para clonar uma VM.

1. Navegue até Cargas de trabalho > Virtualização > Máquinas virtuais e clique nas reticências ao lado da
máquina virtual que você deseja clonar.

2. Clique em Clonar máquina virtual e forneça os detalhes da nova VM.
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3. Clique em Clonar máquina virtual; isso desliga a VM de origem e inicia a criação da VM clone.

4. Após a conclusão desta etapa, você poderá acessar e verificar o conteúdo da VM clonada.
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Mantendo a VM de origem ativa

Uma VM existente também pode ser clonada clonando o PVC existente da VM de origem e, em seguida,
criando uma nova VM usando o PVC clonado. Este método não exige que você desligue a VM de origem.
Conclua as etapas a seguir para clonar uma VM sem desligá-la.

1. Navegue até Armazenamento > PersistentVolumeClaims e clique nas reticências ao lado do PVC que está
anexado à VM de origem.

2. Clique em Clonar PVC e forneça os detalhes do novo PVC.

3. Em seguida, clique em Clonar. Isso cria um PVC para a nova VM.

4. Navegue até Cargas de trabalho > Virtualização > Máquinas virtuais e clique em Criar > Com YAML.

5. Na seção spec > template > spec > volumes, anexe o PVC clonado em vez do disco do contêiner. Forneça
todos os outros detalhes da nova VM de acordo com suas necessidades.
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- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Clique em Criar para criar a nova VM.

7. Depois que a VM for criada com sucesso, acesse e verifique se a nova VM é um clone da VM de origem.

Crie uma VM a partir de uma cópia de snapshot com o Red
Hat OpenShift Virtualization

Crie uma VM a partir de um snapshot com o OpenShift Virtualization. Este procedimento
inclui a criação de uma VolumeSnapshotClass, a criação de um snapshot da
reivindicação de volume persistente (PVC) da VM, a restauração do snapshot em um
novo PVC e a implantação de uma nova VM que usa o PVC restaurado como disco raiz.

Criar VM a partir de um instantâneo

Com o Trident e o Red Hat OpenShift, os usuários podem tirar um snapshot de um volume persistente nas
Classes de Armazenamento provisionadas por ele. Com esse recurso, os usuários podem fazer uma cópia
pontual de um volume e usá-la para criar um novo volume ou restaurar o mesmo volume a um estado anterior.
Isso permite ou oferece suporte a uma variedade de casos de uso, desde reversão até clones e restauração
de dados.

Para operações de Snapshot no OpenShift, os recursos VolumeSnapshotClass, VolumeSnapshot e
VolumeSnapshotContent devem ser definidos.

• Um VolumeSnapshotContent é o instantâneo real tirado de um volume no cluster. É um recurso de cluster
análogo ao PersistentVolume para armazenamento.

• Um VolumeSnapshot é uma solicitação para criar um snapshot de um volume. É análogo a um
PersistentVolumeClaim.

• VolumeSnapshotClass permite que o administrador especifique atributos diferentes para um
VolumeSnapshot. Ele permite que você tenha atributos diferentes para diferentes instantâneos tirados do
mesmo volume.
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Para criar um snapshot de uma VM, conclua as seguintes etapas:

1. Crie uma VolumeSnapshotClass que pode ser usada para criar um VolumeSnapshot. Navegue até
Armazenamento > VolumeSnapshotClasses e clique em Criar VolumeSnapshotClass.

2. Digite o nome da classe Snapshot, insira csi.trident.netapp.io para o driver e clique em Criar.
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3. Identifique o PVC que está anexado à VM de origem e crie um instantâneo desse PVC. Navegar para
Storage > VolumeSnapshots e clique em Criar VolumeSnapshots.

4. Selecione o PVC para o qual deseja criar o Snapshot, insira o nome do Snapshot ou aceite o padrão e
selecione a VolumeSnapshotClass apropriada. Em seguida, clique em Criar.

5. Isso cria um instantâneo do PVC naquele momento.
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Crie uma nova VM a partir do snapshot

1. Primeiro, restaure o Snapshot em um novo PVC. Navegue até Armazenamento > VolumeSnapshots,
clique nas reticências ao lado do Snapshot que você deseja restaurar e clique em Restaurar como novo
PVC.

2. Insira os detalhes do novo PVC e clique em Restaurar. Isso cria um novo PVC.

3. Em seguida, crie uma nova VM a partir deste PVC. Navegue até Virtualização > Máquinas virtuais e clique
em Criar > Com YAML.
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4. Na seção spec > template > spec > volumes, especifique o novo PVC criado a partir do Snapshot em vez
do disco do contêiner. Forneça todos os outros detalhes da nova VM de acordo com suas necessidades.

- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Clique em Criar para criar a nova VM.

6. Após a VM ser criada com sucesso, acesse e verifique se a nova VM tem o mesmo estado que o da VM
cujo PVC foi usado para criar o snapshot no momento em que o snapshot foi criado.
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