Instalar o Trident no cluster Red Hat
OpenShift e criar objetos de
armazenamento

NetApp virtualization solutions

NetApp
August 18, 2025

This PDF was generated from https://docs.netapp.com/pt-br/netapp-solutions-virtualization/openshift/osv-
trident-install.html on January 12, 2026. Always check docs.netapp.com for the latest.



Indice

Instalar o Trident no cluster Red Hat OpenShift e criar objetos de armazenamento
Demonstracdo em video
Configuragao do Trident para cluster OpenShift local
Configuracao Trident para cluster ROSA usando armazenamento FSxN
Criando uma classe de instantaneo de volume Trident
Definindo padrées com Trident Storage e Snapshot Class

11
12
13



Instalar o Trident no cluster Red Hat OpenShift e
criar objetos de armazenamento

Instale o Trident usando o Red Hat Certified Trident Operator em clusters OpenShift e
prepare os nos de trabalho para acesso em bloco. Crie objetos de classe de
armazenamento e backend Trident para armazenamento ONTAP e FSxN para permitir o
provisionamento dindmico de volume para contéineres e VMs.

Se vocé precisar criar VMs no OpenShift Virtualization, o Trident devera ser instalado e os
objetos de backend e os objetos de classe de armazenamento deverao ser criados no
OpenShift Cluster antes que o OpenShift Virtualization seja instalado no cluster (local e ROSA).

@ A classe de armazenamento padréo e a classe de snapshot de volume padrao devem ser
definidas para o armazenamento Trident e a classe de snapshot no cluster. Somente quando
isso estiver configurado, o OpenShift Virtualization podera disponibilizar as imagens douradas
localmente para criagdo de VM usando modelos.

Se o operador OpenShift Virtualization estiver instalado antes da instalagéo do Trident, vocé
podera usar o comando a seguir para excluir as imagens douradas criadas usando uma classe

@ de armazenamento diferente e, em seguida, deixar que o OpenShift Virtualization crie as
imagens douradas usando a classe de armazenamento Trident , garantindo que os padrbes das
classes Trident Storage e Volume Snapshot estejam definidos.

oc delete dv,VolumeSnapshot -n openshift-virtualization-os-images

--selector=cdi.kubevirt.io/datalmportCron

Para obter arquivos yaml de exemplo para criar objetos trident para armazenamento FSxN para
clusters ROSA e para obter o arquivo yaml de exemplo para VolumeSnapshotClass, role para
baixo nesta pagina.

Instalando o Trident



Instalando o Trident usando o Operador Certificado Red Hat

Nesta secédo, sdo fornecidos detalhes sobre a instalagdo do Trident usando o Red Hat Certified Trident
Operator"Consulte a documentagao do Trident" para outras maneiras de instalar o Trident. Com o
langamento do Trident 25.02, os usuarios do Trident no Red Hat OpenShift local € na nuvem e servigos
gerenciados como o Red Hat OpenShift Service na AWS agora podem instalar o Trident usando o Trident
Certified Operator no Operator Hub. Isso é significativo para a comunidade de usuarios do OpenShift, ja
que o Trident estava disponivel anteriormente apenas como um operador comunitario.

A vantagem do operador Red Hat Certified Trident € que a base para o operador e seus contéineres é
totalmente suportada pela NetApp quando usada com o OpenShift (seja no local, na nuvem ou como um
servigo gerenciado com o ROSA). Além disso, o NetApp Trident ndo tem custo para o cliente, entdo tudo
0 que vocé precisa fazer € instala-lo usando o operador certificado que foi verificado para funcionar
perfeitamente com o Red Hat OpenShift e empacotado para facil gerenciamento do ciclo de vida.

Além disso, o operador Trident 25.02 (e versdes futuras) oferece o beneficio opcional de preparar os nos
de trabalho para iSCSI. Isso é particularmente vantajoso se vocé planeja implantar suas cargas de
trabalho em clusters ROSA e pretende usar o protocolo iISCSI com FSxN, especialmente para cargas de
trabalho de VM do OpenShift Virtualization. O desafio dos preparativos de nés de trabalho para iSCSI em
clusters ROSA usando FSxN foi atenuado com esse recurso ao instalar o Trident no cluster.

As etapas de instalagdo usando o operador sdo as mesmas, independentemente de vocé estar
instalando em um cluster local ou no ROSA. Para instalar o Trident usando o Operador, clique no hub do
Operador e selecione Certified NetApp Trident. Na pagina Instalar, a versao mais recente é selecionada
por padrao. Clique em

Instalar.
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https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html

OperatorHub » Operator Installation

Install Operator

Install your Operator by subscribing to one of the update channels to keep the Operator up to date. The strategy determines either manual or automa
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Depois que o operador estiver instalado, clique em visualizar operador e crie uma instancia do Trident
Orchestrator. Se vocé quiser preparar os noés de trabalho para acesso ao armazenamento iSCSI, va para
a visualizagdo yaml e modifique o parametro nodePrep adicionando iscsi.



Create TridentOrchestrator

Create by completing the form. Default values may be provided by the Operator authors.

Configure via: Form view @® YAML view
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Agora vocé deve ter todos os pods Trident em execugéo no seu

cluster.

[root@localhost ~]# oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-controller-84cb9bff89-1kx6k 6/6 Running © 16h
trident-node-1inux-d88b9 2/2 Running @ 16h
trident-node-1linux-1d4b8 2/2 Running © 16h
[trident-node-linux-mj5r8 2/2 Running © 16h
[trident-node-linux-mkmmp 2/2 Running © 16h
[trident-node-1linux-qhgr7 2/2 Running © 16h
trident-node-linux-vt9tp 2/2 Running © 16h
[root@localhost ~]# _

Para verificar se as ferramentas iSCSI foram habilitadas nos nés de trabalho do OpenShift Cluster, faga
login nos nos de trabalho e verifique se vocé vé o iscsid, o multipathd ativo e as entradas no arquivo
multipath.conf, conforme mostrado.



sh-5.1# systemctl status iscsid
e iscsid.service - Open-iSCSI
Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled; preset: disabled)
Active: active (running) since Fri 2025-64-25 ©0:23:49 UTC; 3 days ago
TriggeredBy: o iscsid.socket
Docs: man:iscsid(8)
man:iscsiuio(8)
man:iscsiadm(8)
Main PID: 74787 (iscsid)
Status: "Ready to process requests”
Tasks: 1 (limit: 410912)
Memory: 1.3M
CPU: bms
CGroup: /system.slice/iscsid.service
74787 L i 4

Apr 25 ©8:23:49 ocpll-workerl systemd[1]: Starting Open-iSCSI...
Apr 25 00:23:49 ocpll-workerl systemd[1]: Started Open-iSCSI.

sh-5.1# ]

sh-5.1# systemctl status multipathd
e multipathd.service - Device-Mapper Multipath Device Controller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled; preset: enabled)
Active: active (running) since Fri 2025-84-25 ©9:23:50 UTC; 3 days ago
TriggeredBy: e multipathd.socket
Process: 74905 ExecStartPre=/sbin/modprobe -a scsi_dh_alua scsi_dh_emc scsi_dh_rdac dm-multipath (code=exited, status=8/SUCCESS)
Process: 74906 ExecStartPre=/sbin/multipath -A (code=exited, status=8/SUCCESS)
Main PID: 74907 (multipathd)
Status: "up"
Tasks: 7
Memory: 18.3M
CPU: 23.003s
CGroup: /system.slice/multipathd.service

Apr 50 ocpll-workerl systemd[1]: Starting Device-Mapper Multipath Device Controller...
Apr :50 ocpll-workerl multipathd[74967]:

Apr :23:50 ocpll-workerl multipathd[74967]: read /etc/multipath.conf

Apr :50 ocpll-workerl multipathd[74987]: path checkers start up

Apr 50 ocpll-workerl systemd[1]: Started Device-Mapper Multipath Device Controller.
sh-5.1# ||




sh-5.1# cat /etc/multipath.conf

defaults {
find multipaths no

}
blacklist {

device {
product .*
vendor .*

}
}

blacklist exceptions {
device {
product LUN
vendor NETAPP

¥
¥
sh-5.1# |

Demonstracao em video

O video a seguir mostra uma demonstragao da instalagao do Trident usando o Red Hat Certified Trident
Operator

Instalando o Trident 25.02.1 usando o Trident Operator certificado no OpenShift

Configuracao do Trident para cluster OpenShift local


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=15c225f3-13ef-41ba-b255-b2d500f927c0

Classe de armazenamento e backend Trident para NAS

cat tbc-nas.yaml
apiVersion: vl
kind: Secret
metadata:
name: tbc-nas-secret
type: Opaque
stringData:
username: <cluster admin username>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-nas
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: <cluster management 1if>
backendName: tbc-nas
svm: zoneb
storagePrefix: testzoneb
defaults:
nameTemplate: "{{ .config.StoragePrefix }} {{ .volume.Namespace
}} _{{ .volume.RequestName }}"
credentials:
name: tbc-nas-secret

cat sc-nas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
allowVolumeExpansion: true



Classe de armazenamento e backend Trident para iSCSI

# cat tbc-iscsi.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-iscsi-secret
type: Opaque
stringData:
username: <cluster admin username>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: ontap-iscsi
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management LIF>
backendName: ontap-iscsi
svm: <SVM name>
credentials:
name: backend-tbc-ontap-iscsi-secret

# cat sc-iscsi.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-iscsi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: extd
snapshots: "true"
allowVolumeExpansion: true



Classe de armazenamento e backend Trident para NVMe/TCP

# cat tbc-nvme.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-nvme-secret
type: Opaque
stringData:
username: <cluster admin password>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nvme
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <cluster management LIF>
backendName: backend-tbc-ontap-nvme
svm: <SVM name>
credentials:
name: backend-tbc-ontap-nvme-secret

# cat sc-nvme.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-nvme
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: extd
snapshots: "true"
allowVolumeExpansion: true



Classe de armazenamento e backend Trident para FC

# cat tbc-fc.yaml
apiVersion: vl
kind: Secret
metadata:
name: tbc-fc-secret
type: Opaque
stringData:
username: <cluster admin password>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-fc
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <cluster mgmt 1if>
backendName: tbc-fc
svm: openshift-fc
sanType: fcp
storagePrefix: demofc
defaults:
nameTemplate: "{{ .config.StoragePrefix }} {{ .volume.Namespace
1} _{{ .volume.RequestName }}"
credentials:

name: tbc-fc-secret

# cat sc-fc.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-fc
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: ext4d
snapshots: "true"
allowVolumeExpansion: true
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Configuracao Trident para cluster ROSA usando
armazenamento FSxN

Classe de armazenamento e backend Trident para FSxN NAS

#cat tbc-fsx-nas.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-fsx-ontap-nas-secret
namespace: trident
type: Opaque
stringData:
username: <cluster admin 1if>
password: <cluster admin passwd>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-fsx-ontap-nas
namespace: trident
spec:
version: 1
backendName: fsx-ontap
storageDriverName: ontap-nas
managementLIF: <Management DNS name>
datalLIF: <NFS DNS name>
svm: <SVM NAME>
credentials:

name: backend-fsx-ontap-nas—-secret

# cat sc-fsx-nas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: trident-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "ext4d"
allowVolumeExpansion: True

reclaimPolicy: Retain



Classe de armazenamento e backend Trident para FSxN iSCSI

# cat tbc-fsx-iscsi.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-fsx-iscsi-secret
type: Opaque
stringData:
username: <cluster admin username>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: fsx-iscsi
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management LIF>
backendName: fsx-iscsi
svm: <SVM name>
credentials:

name: backend-tbc-ontap-iscsi-secret

# cat sc-fsx-iscsi.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-fsx—-iscsi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: extd
snapshots: "true"
allowVolumeExpansion: true

Criando uma classe de instantaneo de volume Trident
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Classe de instantianeo de volume Trident

# cat snapshot-class.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: trident-snapshotclass
driver: csi.trident.netapp.io

deletionPolicy: Retain

Depois de ter os arquivos yaml necessarios para a configuragdo do backend, a configuragéo da classe de
armazenamento e as configuragdes de snapshot, vocé pode criar os objetos de backend, classe de
armazenamento e classe de snapshot do Trident usando o seguinte comando

oc create -f <backend-filename.yaml> -n trident
oc create -f < storageclass-filename.yaml>
oc create -f <snapshotclass-filename.yaml>

Definindo padroes com Trident Storage e Snapshot Class
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Definindo padrdes com Trident Storage e Snapshot Class
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Agora vocé pode tornar a classe de armazenamento trident necessaria e a classe de instantaneo de
volume como padrdo no OpensShift Cluster. Conforme mencionado anteriormente, é necessario definir a
classe de armazenamento padrao e a classe de instantaneo de volume para permitir que o OpenShift
Virtualization disponibilize a fonte de imagem dourada para criar VMs a partir de modelos padréo.

Vocé pode definir a classe de armazenamento Trident e a classe de snapshot como padrao editando a
anotacao no console ou aplicando patches na linha de comando com o seguinte.

storageclass.kubernetes.io/is-default-class:true

or
kubectl patch storageclass standard -p '{"metadata": {"annotations": {
"storageclass.kubernetes.io/is-default-class":"true"}}}"'

storageclass.kubevirt.io/is-default-virt-class: true

or
kubectl patch storageclass standard -p '{"metadata": {"annotations": {
"storageclass.kubevirt.io/is-default-virt-class": "true"}}}'

Depois que isso estiver definido, vocé pode excluir quaisquer objetos dv e VolumeSnapShot pré-
existentes usando o seguinte comando:

oc delete dv,VolumeSnapshot -n openshift-virtualization-os-images
--selector=cdi.kubevirt.io/datalmportCron
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