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Monitorar VMs com DIl

Aprenda sobre o monitoramento de VMs com o Data
Infrastructure Insights no Red Hat OpenShift Virtualization

O NetApp Data Infrastructure Insights (antigo Cloud Insights) integra-se ao OpenShift
Virtualization para monitorar VMs, fornecendo visibilidade em nuvens publicas e data
centers privados. Ele permite que os usuarios solucionem problemas, otimizem recursos
e obtenham insights usando painéis, consultas poderosas e alertas para limites de
dados.

O NetApp Cloud Insights € uma ferramenta de monitoramento de infraestrutura de nuvem que oferece
visibilidade de toda a sua infraestrutura. Com o Cloud Insights, vocé pode monitorar, solucionar problemas e
otimizar todos os seus recursos, incluindo suas nuvens publicas e seus data centers privados. Para obter mais
informacgdes sobre o NetApp Cloud Insights, consulte o "Documentacao do Cloud Insights" .

Para comecar a usar o Data Infrastructure Insights, vocé pode se inscrever no seguinte xref:./openshift/"Teste
gratis do Data Infrastructure Insights" . Para obter detalhes, consulte o "Integracao de Data Infrastructure
Insights"

O Cloud Insights tem varios recursos que permitem que vocé encontre dados de forma rapida e facil,
solucione problemas e fornega insights sobre seu ambiente. Vocé pode encontrar dados facilmente com
consultas poderosas, visualizar dados em painéis e enviar alertas por e-mail para limites de dados definidos
por vocé. Consulte o"tutoriais em video" para ajudar vocé a entender esses recursos.

Para que o Cloud Insights comece a coletar dados, vocé precisa do seguinte

Coletores de Dados Existem 3 tipos de Coletores de Dados: * Infraestrutura (dispositivos de armazenamento,
switches de rede, infraestrutura de computagao) * Sistemas Operacionais (como VMware ou Windows) *
Servigos (como Kafka)

Os coletores de dados descobrem informacdes de fontes de dados, como dispositivos de armazenamento
ONTARP (coletor de dados de infraestrutura). As informacdes coletadas sdo usadas para analise, validagao,
monitoramento e solugédo de problemas.

Unidade de Aquisigao Se vocé estiver usando um Coletor de Dados de infraestrutura, também precisara de
uma Unidade de Aquisigéo para injetar dados no Cloud Insights. Uma Unidade de Aquisicdo € um computador
dedicado a hospedar coletores de dados, normalmente uma Maquina Virtual. Este computador normalmente
esta localizado no mesmo data center/VPC que os itens monitorados.

Agentes Telegraf O Cloud Insights também oferece suporte ao Telegraf como seu agente para coleta de
dados de integragéo. O Telegraf € um agente de servidor controlado por plugin que pode ser usado para
coletar e relatar métricas, eventos e logs.

Arquitetura de Cloud Insights


https://docs.netapp.com/us-en/cloudinsights
https://www.netapp.com/forms/dii-free-trial/
https://www.netapp.com/forms/dii-free-trial/
https://docs.netapp.com/us-en/cloudinsights/task_cloud_insights_onboarding_1.html
https://docs.netapp.com/us-en/cloudinsights/task_cloud_insights_onboarding_1.html
https://docs.netapp.com/us-en/cloudinsights/concept_feature_tutorials.html#introduction

Acquisition
Unit

_@_
&5——O

- Data Collectors

Telegraf

Agents

Data Center Environment

Integrar o Data Infrastructure Insights para coletar dados de
VM no Red Hat OpenShift Virtualization

Para comecar a coletar dados para VMs no OpenShift Virtualization, vocé precisa instalar
varios componentes, incluindo um operador de monitoramento do Kubernetes, um
coletor de dados para o Kubernetes e uma unidade de aquisicdo para coletar dados do
armazenamento ONTAP que oferece suporte a discos de VM.

1. Um operador de monitoramento e coletor de dados do Kubernetes para coletar dados do Kubernetes.
Para obter instrugbes completas, consulte o"documentacao” .

2. Uma unidade de aquisicao para coletar dados do armazenamento ONTAP que fornece armazenamento
persistente para os discos da VM. Para obter instru¢gdes completas, consulte o"documentacao” .

3. Um coletor de dados para ONTAP Para obter instru¢gdes completas, consulte o"documentacao”

Além disso, se vocé estiver usando o StorageGrid para backups de VM, também precisara de um coletor de
dados para o StorageGRID .

Monitore VMs no Red Hat OpenShift Virtualization usando o
Data Infrastructure Insights

O NetApp Data Infrastructure Insights (antigo Cloud Insights) fornece recursos robustos
de monitoramento para VMs no OpenShift Virtualization, incluindo monitoramento
baseado em eventos, criacao de alertas e mapeamento de armazenamento de back-end.


https://docs.netapp.com/us-en/cloudinsights/task_config_telegraf_agent_k8s.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html#configure-the-data-collector-infrastructure

Ele também oferece analises de alteracdes para rastrear alteracdes de cluster e auxiliar
na solucéo de problemas.

Monitoramento baseado em eventos e criagao de alertas

Aqui esta um exemplo em que o namespace que contém uma VM no OpenShift Virtualization € monitorado

com base em eventos. Neste exemplo, um monitor é criado com base em logs.kubernetes.event para o
namespace especificado no cluster.
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©® Filter/Advanced Query and Group by in section 1 must not be empty. If alert resolution is based on log entry, section 3 filter/advanced query also must not be empty.

@ select the log to monitor

Log Source

Filter By - kubernetes_cluster  ocp-clusterd X v X involvedobject.namespace | virtual-machinesdemo X | X v]x 0 Advanced Query
Group By resson X -
&
timestamp 1 type source message
»
04/19/2024 10:31:18 AM logs.kubernetes.event VirtualMachinelnstance started.

04/19/2024 10:31:18 AM logs.kubernetes.event VirtuzlMachinelnstance defined.

o Define alert behavior

Create analert at severity Waming ¥  when the conditions above occur 1 time

Last

Esta consulta fornece todos os eventos para a maquina virtual no namespace. (Ha apenas uma maquina
virtual no namespace). Uma consulta avangada também pode ser construida para filirar com base no evento

cujo motivo € "failed" ou "FailedMount". Esses eventos geralmente sdo criados quando ha um problema na

criagdo de um PV ou na montagem do PV em um pod, indicando problemas no provisionador dindmico para

criar volumes persistentes para a VM. Ao criar o Monitor de Alertas, conforme mostrado acima, vocé também
pode configurar notificagbes para destinatarios. Vocé também pode fornecer agbes corretivas ou informagoes
adicionais que podem ser Uteis para resolver o erro. No exemplo acima, informacdes adicionais poderiam ser
obtidas consultando a configuragao do backend do Trident e as definicdes de classe de armazenamento para
resolver o problema.

Analise de alteragoes

Com o Change Analytics, vocé pode ter uma visao do que mudou no estado do seu cluster, incluindo quem

fez essa alteragéo, o que pode ajudar na solugéo de problemas.
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No exemplo acima, a Analise de Mudangas é configurada no cluster OpenShift para o namespace que contém
uma VM de virtualizagao OpenShift. O painel mostra as alteragbes em relagdo a linha do tempo. Vocé pode
detalhar para ver o que mudou e clicar em Todas as altera¢des Diff para ver a diferenga dos manifestos. No
manifesto, vocé pode ver que um novo backup dos discos persistentes foi criado.

Tutorial 09 Complete

Getting Started ¥ © Deploy Completed X
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Mapeamento de armazenamento de backend

Com o Cloud Insights, vocé pode ver facilmente o armazenamento de back-end dos discos da VM e diversas
estatisticas sobre os PVCs.
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Vocé pode clicar nos links abaixo da coluna do backend, que extrairdo dados diretamente do armazenamento
ONTAP do backend.
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Outra maneira de analisar todo o mapeamento de pod para armazenamento € criar uma consulta Todas as
métricas no menu Observabilidade em Explorar.
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Clicar em qualquer um dos links fornecera os detalhes correspondentes do armazenamento ONTP. Por
exemplo, clicar no nome de um SVM na coluna storageVirtualMachine extraira detalhes sobre o SVM do
ONTAP. Clicar no nome de um volume interno extraira detalhes sobre o volume no ONTAP.
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