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Proteja VMs usando ferramentas de terceiros

Aprenda sobre protecao de dados para VMs no Red Hat
OpenShift Virtualization usando a APl OpenShift para
protecao de dados (OADP)

A API OpenShift para protecado de dados (OADP) com Velero fornece recursos de
backup, restauracao e recuperacao de desastres para VMs no OpenShift Virtualization.
Use snapshots do Trident CSI para fazer backup de volumes persistentes e metadados
de VM no NetApp ONTAP S3 ou StorageGRID S3. O OADP integra-se com APIs Velero
e drivers de armazenamento CSI para gerenciar operagdes de prote¢cado de dados para
VMs em contéineres.

As maquinas virtuais no ambiente de virtualizacdo OpenShift sdo aplicativos em contéineres executados nos
nés de trabalho da sua plataforma OpenShift Container. E importante proteger os metadados da VM, bem
como os discos persistentes das VMs, para que, quando eles forem perdidos ou corrompidos, vocé possa
recupera-los.

Os discos persistentes das VMs de virtualizacdo OpenShift podem ser apoiados pelo armazenamento ONTAP
integrado ao cluster OpenShift usando"Trident CSI" . Nesta se¢do usamos"AP| OpenShift para Protecao de
Dados (OADP)" para executar backup de VMs, incluindo seus volumes de dados para

* Armazenamento de objetos ONTAP

 StorageGrid
Em seguida, restauramos a partir do backup quando necessario.
O OADP permite backup, restauracao e recuperagao de desastres de aplicativos em um cluster OpenShift. Os

dados que podem ser protegidos com OADP incluem objetos de recursos do Kubernetes, volumes
persistentes e imagens internas.


https://docs.netapp.com/us-en/trident/
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html
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O Red Hat OpenShift aproveitou as solugées desenvolvidas pelas comunidades OpenSource para protecéo
de dados. "Velero" é uma ferramenta de codigo aberto para fazer backup e restaurar com segurancga, executar
recuperacdo de desastres e migrar recursos de cluster e volumes persistentes do Kubernetes. Para usar o
Velero facilmente, a OpenShift desenvolveu o operador OADP e o plugin Velero para integragdo com os
drivers de armazenamento CSI. O nucleo das APls OADP expostas sao baseadas nas APls Velero. Apds
instalar o operador OADP e configura-lo, as operagdes de backup/restauragdo que podem ser executadas sao

baseadas nas operacdes expostas pela API do Velero.
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https://velero.io/

O OADP 1.3 esta disponivel no hub do operador do cluster OpenShift 4.12 e posteriores. Ele tem um Data
Mover integrado que pode mover instantaneos de volume CSI para um armazenamento de objetos remoto.
Isso proporciona portabilidade e durabilidade ao mover instantaneos para um local de armazenamento de

objetos durante o backup. Os instantaneos ficam entéo disponiveis para restauragdo apos desastres.

A seguir estado as versées dos varios componentes usados nos exemplos desta segao

¢ Cluster OpenShift 4.14

* OpenShift Virtualization instalado via OperatorOpenShift Virtualization Operator fornecido pela Red Hat
* Operador OADP 1.13 fornecido pela Red Hat

* Velero CLI 1.13 para Linux

* Trident 24.02

* ONTAP 9.12

"Trident CSI" "API OpenShift para Protecdo de Dados (OADP)" "Velero"

Instalar o operador Red Hat OpenShift API for Data
Protection (OADP)

Instale o operador OpenShift API for Data Protection (OADP) para habilitar recursos de
backup e restauracao para VMs no OpenShift Virtualization. Este procedimento inclui a
implantagdo do OADP Operator do OpenShift Operator Hub, a configuragcao do Velero
para usar o NetApp ONTAP S3 ou o StorageGRID como destino de backup e a
configuragao dos segredos e locais de backup necessarios.

Pré-requisitos
* Um cluster Red Hat OpenShift (posterior a versao 4.12) instalado em infraestrutura bare-metal com nés de
trabalho RHCOS
* Um cluster NetApp ONTAP integrado ao cluster usando Trident
* Um backend Trident configurado com um SVM no cluster ONTAP
* Um StorageClass configurado no cluster OpenShift com Trident como provisionador
* Classe Trident Snapshot criada no cluster
» Acesso de administrador de cluster ao cluster Red Hat OpenShift
» Acesso de administrador ao cluster NetApp ONTAP
» Operador de virtualizagdo OpensShift instalado e configurado
* VMs implantadas em um namespace no OpenShift Virtualization

* Uma estacao de trabalho de administracdo com as ferramentas tridentctl e oc instaladas e adicionadas ao
$PATH


https://docs.netapp.com/us-en/trident/
https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/installing/installing-oadp-ocs.html
https://velero.io/

Se vocé quiser fazer um backup de uma VM quando ela estiver no estado Em execucéo, sera
necessario instalar o agente convidado QEMU nessa maquina virtual. Se vocé instalar a VM

@ usando um modelo existente, o agente QEMU sera instalado automaticamente. O QEMU
permite que o agente convidado desative dados em execugao no sistema operacional
convidado durante o processo de snapshot e evite possivel corrupcao de dados. Se vocé nao
tiver o QEMU instalado, podera parar a maquina virtual antes de fazer um backup.

Etapas para instalar o operador OADP

1. Acesse o Operator Hub do cluster e selecione o operador Red Hat OADP. Na péagina Instalar, use todas as
selecdes padrdes e clique em instalar. Na préxima pagina, use novamente todos os padrdes e clique em
Instalar. O operador OADP sera instalado no namespace openshift-adp.

Home
OperatorHub
Operators {ubernetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software through Red Hat M
rvices to your developers. After installation, the Operator capabilities will appear in the Developer Catalog providing a self-s
OperatorHub
Installed Operators All Items
[ Q OADP l x

Workloads

Virtualization

‘ Red Hat . Community

Networking

OADP Operator OADP Operator

provided by Red Hat

Storage

Builds

Observe
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OADP Operator

1.3.0 provided by Red Hat

Install

Channel

stable-1.

OpenShift API for Data Protection (OADP) operator sets up and installs Velero on the OpenShift

platform, allowing users to backup and restore applications.

3 -

Version

130

- OADP backs up Kubernetes objects and internal images by saving them as an archive file on object

Capability level

@ Basic Install

I
@ Seamless Upgrades
I

(O Full Lifecycle
|

() Deep

Insights

|
(O Auto Pilot

Source

Red Hat

Provider

Red Hat

Infrastructure features

Disconnected

Backup and restore Kubernetes resources and internal images, at the granularity of a namespace,
using a version of Velero appropriate for the installed version of OADP.

storage. OADP backs up persistent volumes (PVs) by creating snapshots with the native cloud
snapshot API or with the Container Storage Interface (CSI). For cloud providers that do not support
snapshots, OADP backs up resources and PV data with Restic or Kopia.

o Installing OADP for application backup and restore

* Installing OADP on a ROSA cluster and using STS, please follow the Getting Started Steps 1-3
in order to obtain the role ARN needed for using the standardized STS configuration flow via

OoLM

* Frequently Asked Questions

Project: All

Projects =

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation 3

Operator and ClusterServiceVersion using the Operator SDK&'

Name w

Search by name

Name

~

OpenShift Virtualization
414 4 provided by Red Hat

OADP Operator
1.3.0 provided by Red Hat

Package Server

0.01-snapshot provided by

Namespace

@ openshift-cnv

@ openshift-adp

@open5h\ft-operator-hfecyc\e-
manager

Managed Namespaces

@ openshift-cnv

@ openshift-adp

@ openshift-operator-lifecycle-
manager

Status

® Succeeded
Up to date

@ Succeeded
Up to date

@ Succeeded




Pré-requisitos para configuragao do Velero com detalhes do Ontap S3

Apos a instalagao bem-sucedida do operador, configure a instancia do Velero. O Velero pode ser configurado
para usar o Object Storage compativel com S3. Configure o ONTAP S3 usando os procedimentos mostrados
no"Secao de gerenciamento de armazenamento de objetos da documentagdo do ONTAP" . Vocé precisara
das seguintes informagdes da sua configuracédo do ONTAP S3 para integrar com o Velero.

» Uma interface logica (LIF) que pode ser usada para acessar o S3

» Credenciais do usuario para acessar o S3 que incluem a chave de acesso e a chave de acesso secreta

* Um nome de bucket no S3 para backups com permissdes de acesso para o usuario

» Para acesso seguro ao armazenamento de objetos, o certificado TLS deve ser instalado no servidor de
armazenamento de objetos.

Pré-requisitos para configuragao do Velero com detalhes do StorageGrid S3

O Velero pode ser configurado para usar o Object Storage compativel com S3. Vocé pode configurar o
StorageGrid S3 usando os procedimentos mostrados no"Documentacao do StorageGrid" . Vocé precisara das
seguintes informacgdes da configuracdo do StorageGrid S3 para integrar com o Velero.

* O ponto de extremidade que pode ser usado para acessar o S3

» Credenciais do usuario para acessar o S3 que incluem a chave de acesso e a chave de acesso secreta

* Um nome de bucket no S3 para backups com permissdes de acesso para o usuario

» Para acesso seguro ao armazenamento de objetos, o certificado TLS deve ser instalado no servidor de
armazenamento de objetos.

Etapas para configurar o Velero

* Primeiro, crie um segredo para uma credencial de usuario do ONTAP S3 ou credenciais de usuario do
StorageGrid Tenant. Isso sera usado para configurar o Velero mais tarde. Vocé pode criar um segredo a
partir da CLI ou do console da web. Para criar um segredo no console da web, selecione Segredos e
cligue em Segredo de chave/valor. Fornega os valores para o nome da credencial, a chave e o valor,
conforme mostrado. Certifique-se de usar o ID da chave de acesso e a chave de acesso secreta do seu
usuario do S3. Dé um nome apropriado ao segredo. No exemplo abaixo, um segredo com credenciais de

usuario do ONTAP S3 chamado ontap-s3-credentials é criado.

Installed Operators

Workloads

Pods

Deployments

DeploymentConfigs

StatefulSets

Secrets

ConfigMaps

Project: openshift-adp

Secrets

Y Filter = Name

-

Key/value secret

Created

@ Apr 11,2024, 10:52 AN

@ Apr i, 2024,10:52 AN



https://docs.netapp.com/us-en/ontap/object-storage-management/index.html
https://docs.netapp.com/us-en/storagegrid-116/s3/configuring-tenant-accounts-and-connections.html

Project: openshift-adp =

Edit key/value secret

e secrets let you inject sensitive data intc your application as files or environment

Drag and drop file with your value here or browse to upload it
[default]
aus_access_key_idd | =
aus_secret_ac :ess_<e;‘=|

Para criar um segredo chamado sg-s3-credentials na CLI, vocé pode usar o seguinte comando.

# oc create secret generic sg-s3-credentials --namespace openshift-adp --from-file
cloud=cloud-credentials.txt

Where credentials.txt file contains the Access Key Id and the Secret Access Key of the S3
user in the following format:

[default]
aws_access_key_id=< Access Key ID of S3 user>
aws_secret_access_key=<Secret Access key of S3 user>|

* Em seguida, para configurar o Velero, selecione Operadores instalados no item de menu em Operadores,
clique no operador OADP e selecione a guia DataProtectionApplication.



Home

Installed Operators

Operators

are represented by ClusterServiceVe within this Mamespace. For mare information, see the Understanding Operators documentation @' eate an Operator and ClusterServiceVe sing t

OperatorHub

Installed Operatars

Name =

Workloads
Name Managed Namespaces Status Last updated Provided APls

@ Apr 1), 2024, 10:53 AM BackupRepositary

Virtualization ‘ OADP Operator @ coenshift-ad LE

Networking

Clique em Criar DataProtectionApplication. Na visualizagdo de formulario, fornega um nome para o aplicativo
DataProtection ou use o nome padrao.

Project: openshift-adp =

Actions =

d Datallpload CloudStorage DataProtectionApplication

ServerStatusRequest VolumeSnapshotLocation DataDownload

DataProtectionApplications

Agora va para a visualizagao YAML e substitua as informacgdes de especificagdo conforme mostrado nos
exemplos de arquivo yaml abaixo.

Arquivo yaml de exemplo para configurar o Velero com o ONTAP S3 como backupLocation



spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'false' ->use this for https
communication with ONTAP S3
profile: default
region: us-east-1
s3ForcePathStyle: 'True' ->This allows use of IP in s3URL
s3Url: 'https://10.xx.xx.xx' ->LIF to access S3. Ensure TLS
certificate for S3 is configured
credential:
key: cloud
name: ontap-s3-credentials ->previously created secret
default: true

objectStorage:
bucket: velero ->Your bucket name previously created in S3 for
backups
prefix: demobackup ->The folder that will be created in the
bucket
provider: aws
configuration:
nodeAgent:

enable: true
uploaderType: kopia
#default Data Mover uses Kopia to move snapshots to Object Storage
velero:
defaultPlugins:
- ¢csi ->Add this plugin
- openshift
- aws
- kubevirt ->Add this plugin

Arquivo yaml de exemplo para configurar o Velero com StorageGrid S3 como backupLocation e
shapshotLocation



spec:
backupLocations:
- velero:
config:
insecureSkipTLSVerify: 'true'
profile: default
region: us-east-1 ->region of your StorageGrid system
s3ForcePathStyle: 'True'
s3Url: 'https://172.21.254.25:10443' ->the IP used to access S3
credential:
key: cloud
name: sg-s3-credentials ->secret created earlier
default: true
objectStorage:
bucket: velero
prefix: demobackup
provider: aws
configuration:
nodeAgent:
enable: true
uploaderType: kopia
velero:
defaultPlugins:
- csi
- openshift
- aws

- kubevirt

A secao de especificagdes no arquivo yaml deve ser configurada apropriadamente para os seguintes
parametros, semelhante ao exemplo acima

backupLocations ONTAP S3 ou StorageGrid S3 (com suas credenciais e outras informagdes conforme
mostrado no yaml) é configurado como o BackupLocation padréo para o velero.

snapshotlLocations Se vocé usar snapshots da Container Storage Interface (CSl), ndo precisara especificar
um local de snapshot porque vocé criara um VolumeSnapshotClass CR para registrar o driver CSIl. Em nosso
exemplo, vocé usa o Trident CSlI e criou anteriormente o VolumeSnapShotClass CR usando o driver Trident
CSl.

Habilitar plugin CSI Adicione csi aos defaultPlugins para que o Velero fagca backup de volumes persistentes
com snapshots CSI. Os plug-ins Velero CSI, para fazer backup de PVCs com suporte a CSl, escolherdo o
VolumeSnapshotClass no cluster que tem o rétulo velero.io/csi-volumesnapshot-class definido. Por esta

* Vocé deve ter o trident VolumeSnapshotClass criado.

« Edite o rétulo da classe trident-snapshot e defina-o como velero.io/csi-volumesnapshot-class=true
conforme mostrado abaixo.

10



Networking VolumeSnapshotClasses > VolumeSnapshotClass details

(E® trident-snapshotclass

Storage

PersistentVolumes

Details YAML Events

PersistentVolumeClaims .
VolumeSnapshotClass details

StorageClasses

Name
VolumeSnapshots
trident-snapshotclass

VolumeSnapshotClasses

Labels

G'GIGFC‘I»ZJ_.-’CEI-‘.’O! umesnapshot-c [aee=t1ue)

VolumeSnapshotContents

Garanta que os snapshots possam persistir mesmo se os objetos VolumeSnapshot forem excluidos. Isso pode
ser feito definindo deletionPolicy como Retain. Caso contrario, a exclusdo de um namespace perdera
completamente todos os PVCs ja armazenados em backup nele.

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: trident-snapshotclass
driver: csi.trident.netapp.io

deletionPolicy: Retain

11



VolumeSpapshotClasses » VolumeSnapshotClass details

trident-snapshotclass
Datails YAML Events

VeolumeSnapshotClass details

Mame

trident-snapshotclass
Labels Edit #

velem io/csi-volumesnapshot-clsss=trus

Annotations

1 annotation &

Driver
cstndent netappio

Deletion poficy

Retain

Certifique-se de que o DataProtectionApplication foi criado e esta na condigao:Reconciliado.

nstalled Operators »  Operator details

OADP Operator
‘ 130 provided by Red Hat Actions =

ServerStatusRequest VolumeSnapshotLocation DataDownload Datalpload CloudStorage DataProtectionApplication

DataProtectionApplications Create DataProtectionApplication
Mame = Search by name
Mame Kind Status Labels
velero-demo DataFrotectionf&pplication Condition: Reconciled No labels k4

O operador OADP criara um BackupStoragelLocation correspondente. Ele sera usado ao criar um backup.

12



Project: openshift-adp

Installed Operators > Operator details
OADP Operator
‘ 1.3.0 provided by Red Hat Actions

psitory Backup BackupStoragelocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRs

BackupStorageLocations

Name = arck na
Name Kind Status Labels
@ velero-demo-1 BackupStoragelocation Phase: Available app.kubernetes.io/component=bsl

app.kubernetes.io/instance=velero-demo-1
app-kubernetes.io/manage... =oadp-oper...

app.kubernetes.io/n... =oadp-operator-ve...

openshiftio/oadp=True

openshift.io/ocadp-registry=True

Crie backup sob demanda para VMs no Red Hat OpenShift
Virtualization usando Velero

Faca backup de VMs no OpenShift Virtualization usando Velero e NetApp ONTAP S3 ou
StorageGRID. Este procedimento inclui a criagdo de Recursos Personalizados de
Backup (CRs) para backups sob demanda e CRs Agendados para backups agendados.
Cada backup captura metadados de VM e volumes persistentes, armazenando-o0s no
local de armazenamento de objetos especificado para fins de recuperacéo ou
conformidade.

Etapas para criar um backup de uma VM

Para criar um backup sob demanda de toda a VM (metadados da VM e discos da VM), clique na guia
Backup. Isso cria um Recurso Personalizado de Backup (CR). Um exemplo de yaml é fornecido para criar o
Backup CR. Usando este yaml, a VM e seus discos no namespace especificado serao copiados. Parametros
adicionais podem ser definidos conforme mostrado na"documentacao” .

Um instantaneo dos volumes persistentes que dao suporte aos discos sera criado pelo CSI. Um backup da

VM junto com o instantaneo de seus discos sao criados e armazenados no local de backup especificado no
yaml. O backup permanecera no sistema por 30 dias, conforme especificado no ttl.

13


https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/oadp-creating-backup-cr.html

apiVersion:
kind: Backup
metadata:
name: backupl
namespace:

spec:

velero.io/vl

openshift-adp

includedNamespaces:

- virtual-machines-demo

snapshotVolumes:
storagelLocation:
previously created

ttl: 720hOmOs

true

velero-demo-1 -->this is the backupStoragelocation

when Velero is configured.

Quando o backup for concluido, sua Fase sera exibida como concluida.

Project: openshift-adp =
Installed Operators > Operator details

‘ OADP Operator

1.3.0 provided by Red Hat

Details  YAML  Subscription

Backups

Name w Search by name

Name

@ backupl

Events

Kind

Backup

All instances

BackupRepository

Backup

Actions =

BackupStoragelLocation

Status

Phase: & Completed

Create Backup

Labels

velero.io/storage-location=velero-deme-1

DeleteB3

Vocé pode inspecionar o backup no armazenamento de objetos com a ajuda de um aplicativo de navegador
S3. O caminho do backup é exibido no bucket configurado com o prefixo nome (velero/demobackup). Vocé
pode ver que o conteudo do backup inclui instantaneos de volume, logs e outros metadados da maquina

virtual.

®

14

No StorageGrid, vocé também pode usar o console S3 disponivel no Tenant Manager para
visualizar os objetos de backup.



Path: / demobackup/ backups/ |backupl/

Name

“J|backup1.tar.gz

“Ivelero-backup.json
“llbackup-resource-listjson.gz

"I backup1-itemoperations json.gz
_J|backupi-volumesnapshots json.gz
“IIbackup1-podvolumebackups json.gz

I backupi-results.gz
“I|backupi-csi-volumesnapshotclasses json.gz
“I|backup1-csi-volumesnapshotcontents json.gz
~I|backup1-csi-volumesnapshots json.gz
“I|backupi-logs.gz

Size Type Last Modified

230.36 KB GZFile 4/15/2024 10:26:29 PM
3.35KB JSON File 4/15/2024 10:26:29 PM
1.12KB GZ File 4/15/2024 10:26:29 PM
600 bytes GZFile 4/15/2024 10:26:28 PM
29 bytes GZFile 4/15/2024 10:26:28 PM
29 bytes GZFile 4/15/2024 10:26:28 PM
49 bytes GZFile 4/15/2024 10:26:28 PM
426 bytes GZFile 4/15/2024 10:26:28 PM
143KB GZFile 4/15/2024 10:26:28 PM
1.34KB GZFile 4/15/2024 10:26:28 PM
1349KB GZFile 4/15/2024 10:26:28 PM

Storage Class

STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD
STANDARD

Criagao de backups agendados para VMs no OpenShift Virtualization

Para criar backups agendados, vocé precisa criar uma CR agendada. O agendamento € simplesmente uma
expressao Cron que permite que vocé especifique o horario em que deseja criar o backup. Um exemplo de

yaml para criar um Schedule CR.

apiVersion: velero.io/vl
kind: Schedule
metadata:
name: <schedule>
namespace: openshift-adp

spec:
schedule: 0 7 * * *
template:
hooks: {}

includedNamespaces:
- <namespace>

storagelocation: velero-demo-1
defaultVolumesToFsBackup:

ttl: 720h0OmOs

A expressdo Cron 0 7 * * * significa que um backup sera criado as 7:00 todos os dias. Os namespaces a

true

serem incluidos no backup e o local de armazenamento do backup também sdo especificados. Entao, em vez
de um CR de backup, o CR agendado é usado para criar um backup no horario e na frequéncia especificados.

Depois que o agendamento for criado, ele sera habilitado.

15



Project: openshift-adp =«

netalled Operators 3 Operator details

OADP Operator
‘ 1.3.0 provided by Red Hat

toragel ocation DeleteBackupRequest DownloadRequest PodVolumeBackup PodVolumeRestore Restore Schedul
L]

Schedules

Mame w et

Name Kind Status Labels

@ schadulel Schedule Phase: @ Enabled Mo labels i

Os backups serao criados de acordo com esta programacao e podem ser visualizados na aba Backup.

Project: openshift-adp =
Installed Operators » Operator details
OADP Operator
‘ 13.0 provided by Red Hat Actions w
Events Allinstances BackupRepository Backup BackupStoragel ocation DeleteBackupRequest DownloadRequest
4
BaCkUpS Create Backup
Mame w Search by name
Name Kind Status Labels
@ schedulel-20240416140507 Backup Phase: InProgress velergug/schedule-name=schedulel
veleroio/storaga-location=velero-demo-1

Restaurar uma VM a partir de um backup no Red Hat
OpenShift Virtualization usando o Velero

Restaure VMs no OpenShift Virtualization usando o Velero e a APl OpenShift para
protecédo de dados (OADP). Este procedimento inclui a criagdo de um Recurso
Personalizado de Restauracao (CR) para recuperar VMs e seus volumes persistentes de
backups, com opgdes para restaurar para o namespace original, um namespace
diferente ou usar uma classe de armazenamento alternativa.

Pré-requisitos

Para restaurar a partir de um backup, vamos supor que o namespace onde a maquina virtual existia foi
excluido acidentalmente.

16



Restaurar para o mesmo namespace

Para restaurar o backup que acabamos de criar, precisamos criar um Recurso Personalizado de
Restauragao (CR). Precisamos fornecer um nome, fornecer o nome do backup que queremos restaurar e
definir restorePVs como verdadeiro. Parametros adicionais podem ser definidos conforme mostrado

na"documentacao” . Clique no botao Criar.

Project: openshift-adp +

Installed Operators

<

> Operator details

OADP Operator
1.3.0 provided by Red Hat

DownloadRequest PodVolumeBackup

Restores

PodVolumeRestore

)
(%)
S
D

Restore

Q

)

Se

Actions

rverStatusRequest VolumeSnap

3

Create Restore

apiVersion: velero.io/vl
kind: Restore
metadata:
name: restorel
namespace: openshift-adp
spec:
backupName: backupl

restorePVs: true

Quando a fase for exibida como concluida, vocé podera ver que as maquinas virtuais foram restauradas
ao estado em que o instantaneo foi tirado. (Se o backup foi criado quando a VM estava em execugéo,
restaurar a VM a partir do backup iniciara a VM restaurada e a colocara em um estado de execugao). A

VM é restaurada para o mesmo namespace.

Project: openshift-adp +

d Operators

<

» Operator details

QOADP Operator
1.3.0 provided by Red Hat

est DownloadRequest PodVolumeBackup

Restores
Name = Search by name
Name Kind
@ restore Restore

N/Aaliim
PodVolum

Restore

Status

Phase: & Completed

Schedule

Labels

Actions «

ServerStatusRequest VolumeSt

Create Restore

s
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https://docs.openshift.com/container-platform/4.14/backup_and_restore/application_backup_and_restore/backing_up_and_restoring/restoring-applications.html

Restaurar para um namespace diferente

18

Para restaurar a VM para um namespace diferente, vocé pode fornecer um namespaceMapping na
definicdo yaml do CR de restauragéo.

O arquivo yaml de exemplo a seguir cria um CR de restauragéo para restaurar uma VM e seus discos no
namespace virtual-machines-demo quando o backup foi feito para o namespace virtual-machines.

apivVersion: velero.io/vl
kind: Restore
metadata:
name: restore-to-different-ns
namespace: openshift-adp
spec:
backupName: backup
restorePVs: true
includedNamespaces:
- virtual-machines-demo
namespaceMapping:

virtual-machines-demo: virtual-machines

Quando a fase for exibida como concluida, vocé podera ver que as maquinas virtuais foram restauradas
ao estado em que o instantaneo foi tirado. (Se o backup foi criado quando a VM estava em execugao,
restaurar a VM a partir do backup iniciara a VM restaurada e a colocara em um estado de execugao). A
VM é restaurada para um namespace diferente, conforme especificado no yaml.

©
- 1 =
(= 0 i ]
I Project: virtual-machines = I
VirtualMachines
1 [
Y Fiter Name =  Searchby name. / m J=1of1
Mame 1 Status Conditions Node
@D heis-dema-ym2 < Running @ acp-worker!




Restaurar para uma classe de armazenamento diferente

O Velero fornece uma capacidade genérica de modificar os recursos durante a restauragao
especificando patches json. Os patches json sdo aplicados aos recursos antes de serem restaurados. Os
patches json séo especificados em um configmap e o configmap é referenciado no comando restore.
Este recurso permite que vocé restaure usando diferentes classes de armazenamento.

No exemplo abaixo, a maquina virtual, durante a criacao, usa ontap-nas como classe de armazenamento
para seus discos. Um backup da maquina virtual chamada backup1 é criado.

Project: virtual-machines-demo +
VirtualMachines > VirtualMachine details
7D rhel9-demo-vm1 & ruang QP vaML  Actions ~
Overview Details Metrics YAML Configuration Events Console Snapshots Diagnostics
Disks ®
Disk:
Add disk
|
Y Filter ~ [ Mount Windows drivers disk
9
Name 1 Source Size Drive Interface Storage class
cloudini = =
d @@ e 75GiB s ap-na
@D e 3175 GiB Disk ntap-na:
Project: openshift-adp
Operators » Operator details
OADP Operator
‘ 1.31provided by Red Hat Actions
Details YAML Subscription Events All instances BackupRepository Backup BackupStoragelocation DeleteBackt
)
BaCkUpS Create Backup
Name w Search by nam
Name Kind Status
@ backup! Backup Phase: @ Completed

Simule uma perda da VM excluindo-a.

Para restaurar a VM usando uma classe de armazenamento diferente, por exemplo, classe de

armazenamento ontap-nas-eco, vocé precisa seguir estas duas etapas:

Etapa 1

Crie um mapa de configuragéo (console) no namespace openshift-adp da seguinte maneira: Preencha os
detalhes conforme mostrado na captura de tela: Selecione o namespace: openshift-adp Nome: change-
storage-class-config (pode ser qualquer nome) Chave: change-storage-class-config.yaml: Valor:
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vl
resourceModifierRules:

version:

- conditions:
groupResource:
resourceNameRegex:
namespaces:

- virtual-machines-demo
patches:

- operation: replace

path:

value: "ontap-nas-eco"

Pods Project: openshift-adp +

Deployments

DeploymentConfigs Edlt ConflgMap
Config maps hold key-value
StatefulSets

Form view

Secrets Configurevia: @

ConfigMaps

Name *

CronJobs e-st Je

Jobs

DaemonSets

ReplicaSets

ReplicationControllers

HorizontalPodAutoscalers

PodDisruptionBudgets Key *
change-st
Virtualization
Value
Overview
Catalog Drag and e with you

) version: vi
VirtualMachines resourceModifierRules:

- conditions:

PR PN e

Templates

InstanceTypes

ue pairs that can &

persistentvolumeclaims
"Arhel*"

"/spec/storageClassName"

YAML view

A unigue name for the ConfigMap within the project

p cannot be updated

r value here or browse to

Ietnntinlamec]odme

O objeto do mapa de configuragéo resultante deve ter esta aparéncia (CLI):




# kubectl describe cm/change-storage-class-config -n openshift-
adp

Name : change-storage-class—-config
Namespace: openshift-adp
Labels: velero.io/change-storage-class=RestoreltemAction

velero.io/plugin-config=
Annotations: <none>

Data

change-storage-class-config.yaml:
version: vl
resourceModifierRules:
— conditions:
groupResource: persistentvolumeclaims
resourceNameRegex: "“rhel*"
namespaces:
- virtual-machines-demo
patches:
- operation: replace

path: "/spec/storageClassName"
value: "ontap-nas-eco"

BinarxData

Events: <none>

Este mapa de configuragao aplicara a regra do modificador de recursos quando a restauragao for criada.

Um patch sera aplicado para substituir o nome da classe de armazenamento para ontap-nas-eco para
todas as declaracdes de volume persistentes que comegam com rhel.

Etapa 2
Para restaurar a VM, use o seguinte comando do Velero CLI:

#velero restore create restorel --from-backup backupl --resource
-modifier-configmap change-storage-class-config -n openshift-adp

A VM é restaurada no mesmo namespace com os discos criados usando a classe de armazenamento
ontap-nas-eco.
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Project: virtual-machines-demo
Disks ®
Disk
Add disk
rK int
Y Filter = Sea y name Mount Windows drivers disk
Name 1 Source Size Drive Interface Storage c...
envi
cloudinitdisk Other - Disk
! | m rhe 7! B Disk ontap-nas-e
rootdisk (m rhel9- 3175 GiB Disk virtic ontap-nas-eco
bootable demo-vm

Excluir um CR de backup ou restaurar o CR no Red Hat
OpenShift Virtualization usando o Velero

Exclua recursos de backup e restauracédo para VMs no OpenShift Virtualization usando o
Velero. Use a CLI do OpenShift para excluir backups enquanto retém os dados de
armazenamento de objetos, ou a CLI do Velero para excluir o recurso personalizado de
backup (CR) e os dados de armazenamento associados.

Excluindo um backup

Vocé pode excluir um CR de backup sem excluir os dados do Object Storage usando a ferramenta OC CLI.
oc delete backup <backup CR name> -n <velero namespace>

Se vocé quiser excluir o Backup CR e excluir os dados de armazenamento de objetos associados, podera

fazer isso usando a ferramenta Velero CLI.

Baixe o CLI conforme as instrugdes no"Documentacao do Velero" .

Execute o seguinte comando delete usando o Velero CLI

velero backup delete <backup CR name> -n <velero namespace>

Excluindo uma restauracao

Vocé pode excluir o CR de restauragao usando o Velero CLI

velero restore delete restore --namespace openshift-adp
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https://velero.io/docs/v1.3.0/basic-install/#install-the-cli

Vocé pode usar o comando oc e também a |U para excluir o CR de restauracéo

oc delete backup <backup CR name> -n <velero namespace>
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