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NetApp SMI-S Provider para Microsoft Hyper-V

O NetApp SMI-S Provider permite a integragao perfeita entre os sistemas de
armazenamento NetApp ONTAP e o Microsoft System Center Virtual Machine Manager
(SCVMM) em ambientes virtualizados Hyper-V.

Esta solugao abrangente fornece uma interface padronizada para gerenciamento de armazenamento,
permitindo que os administradores detectem, provisionem e monitorem os recursos de armazenamento da
NetApp diretamente do SCYMM. Com suporte aos protocolos de armazenamento iSCSI e SMB, o SMI-S
Provider simplifica a administragcdo do armazenamento ao mesmo tempo em que oferece recursos robustos
de monitoramento e geracao de relatérios para data centers virtualizados que executam o Windows Server e 0
Hyper-V.

Introducgao

A NetApp Storage Management Initiative Specification (SMI-S) é uma ferramenta poderosa para gerenciar e
monitorar sistemas de armazenamento. O NetApp SMI-S utiliza os protocolos Web-Based Enterprise
Management (WBEM) para fornecer uma interface unificada para varias tarefas de gerenciamento, incluindo o
manuseio de LUNs, volumes, definigdes de configuragdo CIMOM e usuarios do servidor CIM.

O SCVMM ¢ uma solugao de gerenciamento abrangente para data centers virtualizados. O SCVMM tem a
capacidade de se integrar a varios sistemas de armazenamento por meio da Iniciativa de Gerenciamento de
Armazenamento — Especificacdo (SMI-S).

Beneficios de usar o NetApp SMI-S Provider com o SCVMM

A integragcao do NetApp SMI-S Provider com o SCVMM permite que as organizagdes gerenciem recursos de
armazenamento de forma mais eficaz em um data center virtualizado, fornecendo uma interface padronizada
para gerenciamento de armazenamento.

» Deteccao e gerenciamento do sistema de armazenamento: detecta sistemas de armazenamento que
executam software ONTAP e fornece ferramentas para gerencia-los de forma eficaz.

» Administragéo simplificada: simplifica o gerenciamento de sistemas de armazenamento fornecendo uma
Unica interface baseada em comandos.

* Monitoramento e relatérios: oferece recursos robustos de monitoramento e relatérios para acompanhar os
elementos de armazenamento e seu desempenho.

Mais detalhes, confira"Documento do produto NetApp SMI-S Provider ."


https://docs.netapp.com/us-en/smis-provider
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Prepare-se para a implantacao do Provedor SMI-S

Uma integragéo perfeita com sistemas de armazenamento existentes requer instalagéo e configuragéao
adequadas do NetApp SMI-S Provider.

* O NetApp SMI-S Provider 5.2.7 é compativel com Windows Server SCVMM 2025, 2022, 2019 e 2016 e
Windows Server 2025, 2022, 2019 e 2016. Esta versao nao é compativel com o Windows Server 2012 ou
o System Center Virtual Machine Manager (SCVMM) 2012.

* Nao ha caminho de atualizacao disponivel para o NetApp SMI-S Provider 5.2.7. Vocé deve implantar o
NetApp SMI-S Provider 5.2.7 como uma nova instalagao.

» O provedor NetApp SMI-S oferece suporte aos sistemas FAS e AFF ONTAP 9 e posteriores.

» Alicenga NetApp ONTAP ONE cobre todos os requisitos de licenga do provedor SMI-S. Sem esta licenga,
vocé precisa das licengas abaixo:

o Licencas FCP, iSCSI ou ambas sao necessarias para criar LUNs nos sistemas de armazenamento.

o Uma licenca CIFS é necessaria para criar compartilhamentos de arquivos em sistemas de
armazenamento ONTAP suportados.

o Uma licenga FlexClone é necessaria para criar clones de LUN em sistemas de armazenamento em
cluster que executam versdes ONTAP suportadas.

Requisitos de hardware da maquina virtual SMI-S

A tabela abaixo mostra os requisitos de hardware da VM do provedor NetApp SMI-S.



Hardware Requirements

Memory 4GB RAM (minimum]

* 8 GB RAM (recommended)

Disk space ¢ 1 GB (minimum)

e 4GB (recommended)

Enabling logging and tracing requires additional disk
space of up to 1 GB, depending on the log and trace file
rotation settings.

You must have 100 MB temporary disk space available
for installation.

CPU * Dual-core 2.0 GHz {minimum)

* Quad-core 2.0 GHz (recommended)

Instalar o Provedor SMI-S

Antes de iniciar a implantagéo do provedor SMI-S, vocé precisa implantar o Microsoft Hyper-V com SCVMM e
NetApp 9 acima do sistema de armazenamento FAS ou AFF . E importante entender a interface baseada em
comandos para executar varias tarefas de gerenciamento, verificar'Comandos do NetApp SMI-S Provider ."

Pratica recomendada: a NetApp recomenda usar um servidor Windows dedicado para instalar o NetApp
SMI-S Provider. Nao instale o NetApp SMI-S Provider no servidor SCVMM para evitar interferéncias,
otimizar o desempenho e simplificar a solugdo de problemas.

1. Em uma maquina virtual de servidor Windows com suporte a SMI-S, baixe o NetApp SMI-S Provider
versao 5.2.7 em"Site de download de software NetApp" e salve o arquivo como smisprovider-5-2-7.msi.

2. Navegue até o diretdrio que contém o pacote de software NetApp SMI-S Provider e clique duas vezes no
pacote smisprovider-5-2-7.msi. Siga as etapas do assistente de configuracéo para concluir a instalacao.

3. No menu Iniciar, navegue até NetApp SMI-S Provider, clique com o botao direito e selecione "Executar
como administrador". Quando um prompt de linha de comando for aberto, execute o comando "smis
cimserver status" para verificar se o NetApp SMI-S Provider esta em
execugao.

C:\Program Files (x86)\NetApp\smis\pegasus\bin>smis cimserver status

NetApp SMI-S Provider is running.

4. Adicione um usuario do servidor CIM, esse usuario SMI-S deve ter privilégios de administrador no servidor
Windows SMI-S, e vocé precisara usar esse usuario para se registrar no SCVMM. Este usuario SMI-S


https://docs.netapp.com/us-en/smis-provider/concept-smi-s-provider-commands-overview.html
https://mysupport.netapp.com/site/global/dashboard

pode ser um usuario local ou um usuario de
dominio.

C:\Program Files (x86)\NetApp\smis\pegasus\bin>cimuser -a -u smisuser
Please enter your password:

Please re-enter your password:
User added successfully.

5. Para adicionar um sistema de armazenamento NetApp , vocé pode usar o enderecgo IP de gerenciamento
ou um nome de host resolvivel por DNS da Maquina Virtual de Armazenamento (SVM) e as credenciais do
usuario
vsadmin.

C:\Program Files (x86)\NetApp\smis\pegasus\bin>smis addsecure 10.61.182.217 vsadmin

Enter password:
eturned Path ONTAP_FilerData.hostName="10.61.182.217",port=443

uccessfully added 10.61.182.217

Conecte o Provedor SMI-S com o SCVMM

Para adicionar um dispositivo de armazenamento remoto no SCVMM e conectar-se a um provedor SMI-S,
vocé precisa garantir que os seguintes pré-requisitos e etapas sejam atendidos:

* Acesso a rede: certifique-se de que o servidor SCVMM tenha acesso a rede do provedor SMI-S por meio
de seu endereco IP ou nome de dominio totalmente qualificado (FQDN).

» Portas de comunicagéao: verifique se 0 SCVMM e o provedor SMI-S podem se comunicar pela rede
usando as portas apropriadas:

o HTTPS na porta 5989
o HTTP na porta 5988

Um certificado desatualizado é colocado durante a instalacédo do Provedor SMI-S. Como resultado, a
conexao SSL com o provedor SMI-S falha em Adicionar Dispositivos de Armazenamento no System
Center Virtual Machine Manager (SCVMM). A solugao é"gerar um certificado autoassinado para o
servidor CIM" e reinicie o servigo SMI-S depois. Para mais informagdes, consulte o artigo da KB"CSMIS-
3: cimom.cert no NetApp SMI-S Provider 5.2.7 expirou no momento da instalagao."

1. No SCVMM, clique em Fabric > Armazenamento > Provedores > Adicionar dispositivos de
armazenamento. Selecione "Dispositivos SAN e NAS descobertos e gerenciados por um provedor SMI-
S".


https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3
https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3
https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3
https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3

‘ &. Add Storage Devices Wizard X

= Select Provider Type

.'| Select Provider Type | Select a storage provider type :

Specify Discovery Scope Before you begin this wizard, you might have to manually install storage provider software. Select the
storage provider type that matches the type of device you want to manage, |
Gather Information _
() Windows-based file server
Stnct:Sorage: Bevices ® SAN and NAS devices discovered and managed by a SMI-S provider
Summary () SAN devices managed by a native SMP provider

() Fibre Channel fabric discovered and managed by a SMI-S provider

Previous | Mext H Cancel

2. Em Especificar escopo de descoberta, selecione SMI-S CIMXML como o protocolo, insira o endereco IP
ou FQDN do servidor no qual vocé instalou o agente SMI-S, escolha a opgéo de conexao SSL, se
necessario, e insira a conta SMI-S criada no servidor SMI-

S.



& Add Storage Devices Wizard X

= Specify Discovery Scope

\  Select Provider Type Specify protocol and address of the storage SMI-S provider !

o o -
| Specify Discovery Scope | Protocol: | SMI-S CIMXML .
Gather Information Provider IP address or FODN:
Select Storage Devices | smls.h;,:;_:rerv.local — ~
TCP/IP port: 5080 3

Summary
Use Secure Sockets Layer {55L) connection

Run As account;  |Smisuser B o

Previous || Nest || Cancel

3. Em Gather Information, o SCVMM descobre e importa automaticamente as informagées do dispositivo de
armazenamento. VVocé precisara importar o certificado de seguranca se a conexado SSL for selecionada na
etapa
anterior.
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! & import Certificate = o X

J Import the certificate

To verify the identity of the storage provider, Virtual Machine Manager must &, Add Storage
< import the storage provider security certificate into the Virtual Machine
| Manager server certificate store,

== Gather Information

ol Certificate Information

This CA Root certificate is not trusted. To enable trust, install this " | Select Provider Type Discover and import storage device information
certificate in the Trusted Root Certification Authorities Store.
Specify Discovery Scope Scan Provider
i | Issued to: scvmm.hyperv.local Gather Information |
Issued by: scvmm.hyperv.local

Select Storage Devices
Valid from: 6/24/2025 to 6/23/2028

e Summary
Serial number:  1D2ACTC4ED1BE2D3208A%6228AEE1B0243D2F26E0

Public key: 3082010a0282010100b2c57d 2130fc3e8e4283
1 c9a0 be f2 8e 81 €97 ef c1 91 6b d6 f5 35 a8 fb 1c 30
77203e 7016 dc 5a 54 eb d7 71 b4 62 53 11 55 dc fe 41

1 This certificate will be imported before Virtual Machine Manager adds
| the storage provider.
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Selecione dispositivos de armazenamento, uma classificagéo e grupos de hosts, revise o resumo e clique
em

Concluir.



& Add Storage Devices Wizard X

= Select Storage Devices

| Select Provider Type Select storage devices

Specify Discovery Scope Select the storage pools you want to manage and assign a storage classifici

information will be imported from the storage pools. You can create classif
Gather Information

S Device Pool ID Total Capacity | Classificatic |
Stlec) Somge Dnioes s::ge | | 6552?(1‘ |
Summary [] sitellun1_dest ONTAP:1ee14dcd-Oac5... 119.29 GB

site2lun1 ONTAP:1ee14dc4-0ac5s... 22043 GB iSCSI

site2smb1 ONTAP:1ee14dc4-0ac5s... smb

[] wkido1 ONTAP:1ee14dc4-0ac5... 100.00 GB

[] wkido1_dest ONTAP:1eel4dc4-0acs... 1444 GB

[] wkid02_dest ONTAP:1ee14dc4-0ac5... 135GB

SITE2SMB 0GB

Previous Next Cancel

5. Para revisar a conexado SMI-S, clique em Fabric > Visao geral, verifique o resumo do armazenamento, o
uso das classificagdes, as unidades légicas por matriz e o armazenamento do grupo de
hosts.
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Provisionamento de armazenamento com SCVMM usando um provedor SMI-S

O SCVMM usa o Provedor SMI-S para interagir com sistemas de armazenamento, permitindo que vocé crie e
gerencie recursos de armazenamento diretamente do SCVMM.

Armazenamento iSCSI

1. No console do SCVMM, selecione Fabric > Storage, clique com o bot&o direito do mouse em
Classifications and Pools e selecione Create Logical Unit. Escolha o pool de armazenamento e a
classificagado e insira 0 nome, a descri¢gdo, o tamanho e o grupo de hosts para a unidade
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Armazenamento SMB

1.

2.
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Selecione Fabric > Armazenamento > clique com o botao direito do mouse em Servidores de Arquivos e
escolha Criar Compartilhamento de Arquivos, selecione Servidor de Arquivos, insira o0 nome, o tipo de
armazenamento, o pool de armazenamento e a
classificagcao.

¥ Create File Share Wizard ®

- Storage Type

| Storage Type | Select a file server and a storage type
Capacity If you create the share on a storage pool, a virtual disk and volume are created for the share.
Summary File server: SITEZSMB. bl
Mame: ;.si-teésn:l.b
Description: [ I
|
gt o Eosmen ]
Storage pool: !__sih:hmb'l o l

Classification: | smb |

P_rEn_n:nus MNext ” Cancel

Para usar o compartilhamento de arquivos SMB para o Hyper-V, vocé precisa adicionar o
compartilhamento de arquivos SMB aos clusters de host do Hyper-V. No SCVMM, clique em servidores >
Todos os hosts > [Grupo de hosts]. Clique com o botao direito do mouse no nome do cluster e selecione
propriedades. Na aba "Armazenamento de compartilhamento de arquivos”, clique em adicionar e insira o
caminho

SMB.



a -~ a 1 1
2025cluster.hyperv.local Properties

General File Share Storage
Status The following file shares will be available as storage locations for VMs deployed to nodes in this cluster:
) 1 l File Share Path | Access Status | Classification | Free Space | Total Capacity
| Availabie Storage Add File Share X
File Share Storage . .
_ Specify a valid SMB share path to use for VM
| Shared Volumes deployment
| Virtual Switches File share path: | NSIEZSMB\SItE25mb v

| Custom Properties To register a file share to this cluster, select a managed file share from the
list or enter the UNC path for an unmanaged file share.

For managed shares, VMM grants file share access to the Active Directory
computer account for the virtualization cluster and the VMM cluster
management account. For unmanaged file shares, ensure that the Active
Directory computer account for the virtualization cluster and the VMM
cluster management account have access to the file share.

To bring a file share into management: in the VMM console, open the Fabric
workspace, click the Providers node, and then click "Add Storage Device."

oK || Cancel |

View Script | oK | l Cancel

Registros e Rastros

Vocé pode configurar como o SMI-S Provider gerencia logs e arquivos de rastreamento, como especificar os
niveis de mensagens a serem registradas e o diretorio no qual os logs séo salvos. Vocé também especifica os
componentes a serem rastreados, o destino para o qual as mensagens de rastreamento sdo gravadas, o nivel
de rastreamento e o local do arquivo de rastreamento.

Configuracao de logs

Por padrao, todas as mensagens do sistema séo registradas e os logs de mensagens do sistema ficam
localizados no diretério de logs no diretério em que o NetApp SMI-S Provider esta instalado. Vocé pode alterar
o local e o nivel das mensagens do sistema que s&o gravadas no log do servidor CIM.

» Vocé pode escolher o nivel de log entre Rastreamento, Informagéo, Aviso, Grave, Fatal. Para alterar o

nivel de registro de mensagens do sistema, use o comando abaixo:

cimconfig -s loglevel=novo_nivel_de_log -p

11



« Alterar o diretério do log de mensagens do sistema

cimconfig -s logdir=novo_diretoério_de_log -p

Configuracao de rastreamento

Action Command
Specify the components to be traced cimconfig -s traceComponents=components
-p
Specify the trace facility cimconfig -s traceFacility=facility -p
Specify the location of the trace file cimconfig -s traceFilePath=path_name -p
Specify the trace level cimconfig -s tracelLevel=level —-p
Conclusao

O NetApp SMI-S Provider € uma ferramenta essencial para administradores de armazenamento, fornecendo
uma solugao padronizada, eficiente e abrangente para gerenciar e monitorar sistemas de armazenamento. Ao
utilizar protocolos e esquemas padrao do setor, ele garante a compatibilidade e simplifica as complexidades
associadas ao gerenciamento da rede de armazenamento.
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Informacgoes sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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