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VMware Cloud Foundation na NetApp

Simplifique a experiéncia de nuvem hibrida com VMware
Cloud Foundation e ONTAP

O NetApp ONTAP integra-se ao VMware Cloud Foundation (VCF) para fornecer uma
solugdo de armazenamento unificada com suporte a protocolos de bloco e de arquivo.
Essa integracéo simplifica implantagées de nuvem hibrida, melhora o gerenciamento e o
desempenho de dados e garante servigos de dados consistentes em ambientes locais e
na nuvem.

Introducao

Usar o NetApp com VCF melhora o gerenciamento de dados e a eficiéncia de armazenamento por meio de
recursos avancados do NetApp, como desduplicagcao, compactacao e snapshots. Essa combinacao
proporciona integracéo perfeita, alto desempenho e escalabilidade para ambientes virtualizados. Além disso,
ele simplifica as implantagdes de nuvem hibrida ao permitir servigos de dados e gerenciamento consistentes
em infraestruturas locais e na nuvem.

Introdugao ao NetApp ONTAP

O NetApp ONTAP é um software abrangente de gerenciamento de dados que oferece recursos avangados de
armazenamento em uma ampla linha de produtos. O ONTAP esta disponivel como armazenamento definido
por software, como um servigo primario por meio dos principais provedores de nuvem e como sistema
operacional de armazenamento para plataformas NetApp ASA (All San Array), AFF (All-flash FAS) e FAS
(Fabric-Attached Storage). O ONTAP oferece alto desempenho e baixa laténcia para uma variedade de casos
de uso, incluindo virtualizacao VMware, sem criar silos.

Introdugao ao VMware Cloud Foundation

O VCEF integra ofertas de computacgéao, rede e armazenamento com produtos VMware e integracoes de
terceiros, facilitando cargas de trabalho nativas do Kubernetes e baseadas em maquinas virtuais. Esta
plataforma de software inclui componentes essenciais como VMware vSphere, NSX, Aria Suite Enterprise,
VMware vSphere Kubernetes Service, HCX Enterprise, SDDC Manager e capacidade de armazenamento
vinculada aos nucleos da CPU do host via vSAN. O NetApp ONTAP integra-se perfeitamente com diversos
modelos de implementacédo do VCF, tanto em ambientes locais quanto na nuvem publica.
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Dominios VCF

Dominios s&o uma construgcédo fundamental dentro do VCF que permite a organizagdo de recursos em grupos
distintos e independentes. Os dominios ajudam a organizar a infraestrutura de forma mais eficaz, garantindo
que os recursos sejam utilizados com eficiéncia. Cada dominio € implantado com seus préprios elementos de
computacio, rede e armazenamento.
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Existem dois tipos principais de dominios com VCF:

Dominio de gerenciamento — O dominio de gerenciamento inclui componentes responsaveis pelas
fungdes principais do ambiente VCF. Os componentes lidam com tarefas essenciais, como
provisionamento de recursos, monitoramento, manutencéao e incluem integracdes de plug-ins de terceiros,
como o NetApp ONTAP Tools for VMware. Dominios de gerenciamento podem ser implantados usando o
Cloud Builder Appliance para garantir que as praticas recomendadas sejam seguidas, ou um ambiente
vCenter existente pode ser convertido em um dominio de gerenciamento VCF.

Dominio de carga de trabalho de infraestrutura virtual — Os dominios de carga de trabalho de
infraestrutura virtual sdo projetados para serem conjuntos de recursos dedicados a uma necessidade
operacional, carga de trabalho ou organizagao especifica. Os dominios de carga de trabalho sao
implantados facilmente por meio do SDDC Manager, ajudando a automatizar uma série de tarefas
complexas. Até 24 dominios de carga de trabalho podem ser provisionados em um ambiente VCF, com
cada um representando uma unidade de infraestrutura pronta para aplicativos.



Armazenamento com VCF

O armazenamento que eles consomem é essencial para a funcionalidade dos dominios. Embora o VCF inclua
capacidade vSAN baseada em nucleo de CPU para casos de uso hiperconvergentes, ele também oferece
suporte a uma ampla gama de solugbes de armazenamento externo. Essa flexibilidade é crucial para
empresas que tém investimentos significativos em matrizes de armazenamento existentes ou precisam
oferecer suporte a protocolos além do que o vSAN oferece. O VMware oferece suporte a varios tipos de
armazenamento com VCF.

Existem dois tipos principais de armazenamento com VCF:

+ Armazenamento principal — Este tipo de armazenamento é alocado durante a criag&o inicial do dominio.
Para dominios de gerenciamento, esse armazenamento abriga os componentes administrativos e
operacionais do VCF. Para dominios de carga de trabalho, esse armazenamento foi projetado para dar
suporte as cargas de trabalho, VMs ou contéineres para os quais o dominio foi implantado.

+ Armazenamento suplementar — O armazenamento suplementar pode ser adicionado a qualquer dominio
de carga de trabalho apds a implantag&o. Esse tipo de armazenamento ajuda as organizagdes a
aproveitar os investimentos existentes em infraestrutura de armazenamento e integrar varias tecnologias
de armazenamento para otimizar o desempenho, a escalabilidade e a relagao custo-beneficio.

Suporta tipos de armazenamento VCF

Tipo de dominio Armazenamento Armazenamento Suplementar
Principal
Dominio de Gestao vSAN FC* NFS* vVols (FC, iSCSI ou NFS) FC NFS iSCSI NVMe/TCP
NVMe/FC NVMe/RDMA
Dominio de carga de vSAN wWols (FC, iSCSI ou vVols (FC, iSCSI ou NFS) FC NFS iSCSI NVMe/TCP
trabalho de infraestrutura NFS) FC NFS NVMe/FC NVMe/RDMA
virtual

Observacao: * Suporte a protocolo especifico fornecido ao usar a Ferramenta de importacédo VCF com
ambientes vSphere existentes.

Por que ONTAP para VCF

Além dos casos de uso que envolvem protegao de investimento e suporte a varios protocolos, ha muitos
motivos adicionais para aproveitar o armazenamento compartilhado externo dentro de um dominio de carga
de trabalho VCF. Pode-se presumir que o armazenamento provisionado para um dominio de carga de trabalho
seja meramente um repositorio para hospedar VMs e contéineres. No entanto, as necessidades da
organizagao muitas vezes superam as capacidades da capacidade licenciada e exigem armazenamento
empresarial. O armazenamento fornecido pelo ONTAP, alocado em dominios dentro do VCF, é facil de
implantar e oferece uma solugéo de armazenamento compartilhado preparada para o futuro.
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Para obter mais informacdes sobre os principais beneficios do ONTAP para VMware VCF identificados abaixo,
consulte"Por que ONTAP para VMware" .

* Flexibilidade no primeiro dia e a medida que vocé cresce

» Descarregue tarefas de armazenamento para o ONTAP

» Melhor eficiéncia de armazenamento da categoria

+ Disponibilidade de dados de nivel empresarial

» Operagdes eficientes de backup e recuperagao

» Capacidades holisticas de continuidade de negdcios

Informagodes adicionais:

* "Opcoes de armazenamento da NetApp"

 "Suporte ao vSphere Metro Storage Cluster (vMSC)"
* "Ferramentas ONTAP para VMware vSphere"

» "Automacao VMware com ONTAP"


vmw-getting-started-overview.html#why-ontap-for-vmware
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-ntap-options.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-vmsc.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-otv.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-automation.html

* "NetApp SnapCenter"

* "Multicloud hibrida com VMware e NetApp"

« "Seguranca e protegao contra ransomware"

+ "Migragéo facil de cargas de trabalho VMware para NetApp"
* "NetApp Disaster Recovery"

* "Insights sobre infraestrutura de dados"

* "Coletor de dados de VM"

Resumo

A ONTAP fornece uma plataforma que atende a todos os requisitos de carga de trabalho, oferecendo solugdes
personalizadas de armazenamento em bloco e ofertas unificadas para permitir resultados mais rapidos para
VMs e aplicativos de maneira confiavel e segura. O ONTAP incorpora técnicas avangadas de redugéo e
movimentagao de dados para minimizar o espaco ocupado pelo data center, ao mesmo tempo em que
garante disponibilidade em nivel empresarial para manter cargas de trabalho criticas on-line. Além disso, a
AWS, o Azure e o Google oferecem suporte ao armazenamento externo com tecnologia NetApp para
aprimorar o armazenamento vSAN em clusters baseados em nuvem da VMware como parte de suas ofertas
VMware-in-the-Cloud. No geral, os recursos superiores do NetApp o tornam uma escolha mais eficaz para
implantagdes do VMware Cloud Foundation.

Recursos de documentacao

Para obter informacgdes detalhadas sobre as ofertas da NetApp para o VMware Cloud Foundation, consulte o
seguinte:

Documentagao do VMware Cloud Foundation
* "Documentacao do VMware Cloud Foundation"
Série de blogs de quatro (4) partes sobre VCF com NetApp

* "NetApp e VMware Cloud Foundation simplificados Parte 1: Introdugao”

* "NetApp e VMware Cloud Foundation simplificados Parte 2: armazenamento principal VCF e ONTAP"

* "NetApp e VMware Cloud Foundation simplificados Parte 3: VCF e armazenamento principal Element"

* "NetApp e VMware Cloud Foundation simplificados - Parte 4: Ferramentas ONTAP para VMware e
armazenamento suplementar"”

*VMware Cloud Foundation com matrizes SAN All-Flash da NetApp *

« "VCF com matrizes NetApp ASA, introdugéo e viséo geral da tecnologia"
* "Use ONTAP com FC como armazenamento principal para dominios de gerenciamento"
* "Use 0 ONTAP com FC como armazenamento principal para dominios de carga de trabalho do VI"

* "Use o Ontap Tools para implantar armazenamentos de dados iSCSI em um dominio de gerenciamento
VCF"

+ "Use o Ontap Tools para implantar datastores FC em um dominio de gerenciamento VCF"
+ "Use o Ontap Tools para implantar datastores vVols (iISCSI) em um dominio de carga de trabalho VI"

+ "Configurar armazenamentos de dados NVMe sobre TCP para uso em um dominio de carga de trabalho


https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-snapcenter.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-hmc.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-security.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-migration.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-dr-gs.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-dii.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-vmdc.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-getting-started/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-ontap-principal-storage/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-element-principal-storage/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-supplemental-storage/
https://www.netapp.com/blog/netapp-vmware-cloud-foundation-supplemental-storage/
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-ntap-options.html#netapp-asa-all-san-array-benefits

VI"

* "Implante e use o SnapCenter Plug-in for VMware vSphere para proteger e restaurar VMs em um dominio
de carga de trabalho VI"

* "Implante e use o SnapCenter Plug-in for VMware vSphere para proteger e restaurar VMs em um dominio
de carga de trabalho VI (datastores NVMe/TCP)"
*VMware Cloud Foundation com matrizes NetApp All-Flash AFF *

+ "VCF com matrizes NetApp AFF , introducao e visdo geral da tecnologia"
+ "Use ONTAP com NFS como armazenamento principal para dominios de gerenciamento"
* "Use ONTAP com NFS como armazenamento principal para dominios de carga de trabalho VI"

« "Use as ferramentas ONTAP para implantar armazenamentos de dados vVols (NFS) em um dominio de
carga de trabalho VI"

* Solucdes NetApp FlexPod para VMware Cloud Foundation®
+ "Expandindo a nuvem hibrida FlexPod com o VMware Cloud Foundation"
* "FlexPod como um dominio de carga de trabalho para VMware Cloud Foundation"

+ "Guia de design do FlexPod como dominio de carga de trabalho para VMware Cloud Foundation”

Opcoes de design com VMware Cloud Foundation e ONTAP

Vocé pode comecar do zero com o VCF 9 ou reutilizar implantacdes existentes para criar
um ambiente de Nuvem Privada usando o VCF 9 e o ONTAP. Saiba mais sobre projetos
de design populares para o VCF 9 e como os produtos NetApp agregam valor.

Opcoes de armazenamento

O VMware Cloud Foundation com ONTAP oferece suporte a uma variedade de configuragbes de
armazenamento para atender a diferentes requisitos de desempenho, escalabilidade e disponibilidade. As
tabelas a seguir resumem as principais e suplementares opgdes de armazenamento disponiveis para seu
ambiente.

Familia de produtos VMFS no FC NFSv3

Série A e Série C da ASA Sim Nao

Série A e Série C da AFF Sim Sim

FAS Sim Sim

Familia de produtos VMFS no FC VMFS em VMFS em NFSv3 NFSv4.1
iSCSI NVMe-oF

Série A e Série C da ASA Sim Sim Sim Nao Nao

Série A e Série C da AFF Sim Sim Sim Sim Sim

FAS Sim Sim Sim Sim Sim


https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-getting-started-ntap-options.html#netapp-aff-all-flash-fas-benefits
https://www.netapp.com/blog/expanding-flexpod-hybrid-cloud-with-vmware-cloud-foundation/
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_vcf.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_vcf_design.html

Projetos

Os projetos a seguir ilustram modelos comuns de implantagao para VMware Cloud Foundation e ONTAP em
varios cenarios de sites e recursos.

Frota VCF em um unico local com pegada minima

Este projeto de design é para implantar componentes de gerenciamento e carga de trabalho em um unico
cluster vSphere com recursos minimos. Ele suporta VMFS e NFSv3 Principal Datastores e uma opcéao de
implantagéo simples com uma configuracado de dois nés. Se vocé planeja usar o VCF Automation com o
modelo de organizagao de todos os aplicativos, precisara de um segundo cluster para implantar o vSphere
Supervisor € 0s nés do NSX Edge.
RegionA —Ste1
Self-Service with VCF Automation
I VCF Operations

VCF Instance 1

Management Domain Cluster 1

vCenter VCF Operations

NSX Manager VCF Automation

———————————————————————————————————————————————————————————————————————————————————————————————————————————————————

E Management Domain Cluster 2
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1
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Para minimizar o consumo de recursos, use uma instancia de ferramentas ONTAP existente, se possivel. Se
nao estiver disponivel, um unico né com um perfil Pequeno é adequado. O SnapCenter Plug-in for VMware
vSphere protege maquinas virtuais e datastores usando snapshots nativos e replicacédo para outro array de
armazenamento ONTAP .

Se vocé nao tiver recursos para explorar o VCF, muitos provedores de nuvem oferecem o VCF
@ como um servico, e o ONTAP esta disponivel como um servigo préprio de provedores de
nuvem.

Para mais detalhes sobre este projeto, consulte o"Documentacao técnica da Broadcom sobre frota VCF em
um unico local com pegada minima" .

Frota VCF em um uUnico local

Este projeto de design € para clientes com um unico Datacenter Primario que dependem de Alta
Disponibilidade de aplicativos. Normalmente, envolve um unico ambiente VCF. Vocé pode usar o ASA para
cargas de trabalho em bloco e o AFF para cargas de trabalho de arquivo/unificadas.

O Repositorio de Contelido compartilha modelos de VM e registros de contéiner entre dominios VCF. Quando
hospedado no FlexGroup Volume, o recurso FlexCache fica disponivel para armazenamento de dados de
assinatura.


https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-basic-management-design.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-basic-management-design.html

@ N&o ha suporte para hospedagem de VMs no FlexCache Datastore.

Region A — Site 1
Self-Service with VCF Automation
\ VCF Operations
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Uma unica instancia de ferramentas ONTAP no modo HA pode gerenciar todos os vCenters na frota VCF.
Consulte o"Limites de configuracao das ferramentas ONTAP" para mais informacgdes. As ferramentas ONTAP
integram-se ao VCF SSO e ao agrupamento inteligente VCF OPS para acesso a varios vCenters na mesma
interface de usuario.

Armazenamento de dados suplementar VCF com ferramentas ONTAP
Vocé deve implantar o SnapCenter Plug-in em cada instancia do vCenter para protegdo de VM e Datastore.

O gerenciamento baseado em politicas de armazenamento € usado com o vSphere Supervisor para hospedar
VMs de controle do VKS. As tags sédo gerenciadas centralmente no VCF Ops. O NetApp Trident CSI é usado
com o VKS para protegao de backup de aplicativos usando recursos de array nativos. Quando vocé usa o
vSphere CSlI, os detalhes do volume persistente aparecem no VCF Automation.

Para mais detalhes sobre este projeto, consulte 0"Documentacao técnica da Broadcom sobre frota VCF em
um unico site" .

Frota VCF com varios locais em uma unica regiao

Este design é para clientes que fornecem servicos semelhantes aos da nuvem com maior disponibilidade,
distribuindo cargas de trabalho entre diferentes dominios de falhas.

Para armazenamentos de dados VMFS, o SnapMirror Active Sync fornece uma unidade de armazenamento
ativa-ativa para uso com o vSphere Metro Storage Cluster. O modo de acesso uniforme oferece failover de
armazenamento transparente, enquanto o modo de acesso nao uniforme exige reinicializagdo da VM em caso
de falha de dominio.

Para datastores NFS, o ONTAP MetroCluster com vSphere Metro Storage Cluster garante alta disponibilidade.
Um mediador evita cenarios de "cérebro dividido" e agora pode ser hospedado no NetApp Console.

As regras de posicionamento de VM controlam VMs dentro do mesmo dominio de falha para componentes do
Dominio de Gerenciamento.


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/prerequisites.html#configuration-limits-to-deploy-ontap-tools-for-vmware-vsphere
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=e7cf90b9-2744-404b-9831-b33f00164626
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-management-design-with-multiple-availability-zones.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-9-0-and-later/9-0/design/blueprints/vcf-fleet-management-design-with-multiple-availability-zones.html
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As ferramentas ONTAP fornecem uma interface de usuario para configurar relacionamentos de sincronizagao
ativa do SnapMirror . Os sistemas de armazenamento de ambos os dominios de falha devem ser registrados
nas ferramentas ONTAP e no SnapCenter Plug-in for VMware vSphere.

Vocé pode implementar politicas de backup 3-2-1 usando o NetApp Backup and Recovery para VMs via
SnapMirror e SnapMirror to Cloud. Vocé pode executar restauragoes de qualquer um dos trés locais.

O Trident Protect ou o NetApp Backup and Recovery para Kubernetes protegem os aplicativos do cluster VKS.

Para mais informagdes, consulte 0"Documentacao técnica da Broadcom sobre frota VCF com varios sites em
uma unica regiao" .

Frota VCF com varios locais em varias regides

Este projeto é para clientes espalhados pelo mundo todo, fornecendo servigos de proximidade e solugdes de
recuperacgéo de desastres.

Vocé pode gerenciar a recuperagao de desastres para maquinas virtuais com o VMware Live Site Recovery
ou o NetApp Disaster Recovery. As ferramentas ONTAP oferecem o SRA (Storage Replication Adapter) para
orquestrar operagdes de armazenamento com o ONTAP.

Familia de produtos Sincronizagao ativa do  MetroCluster
SnapMirror

Série A e Série C da ASA Sim Sim

Série A e Série C da AFF Sim Sim

FAS Nao Sim
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*Optional data replication

As ferramentas ONTAP fornecem uma interface de usuario para configuragéo de replicagao de
armazenamento de dados. O NetApp Console também pode ser usado para replicagéo entre arrays de
armazenamento. O SnapCenter Plug-in for VMware vSphere utiliza relacionamentos SnapMirror existentes
para SnapShots.

Para mais informacdes, consulte 0"Documentacao técnica da Broadcom sobre frota VCF com varios locais em
varias regides" .

Frota VCF com varios locais em uma uUnica regiao, além de regioes adicionais
Este design aborda tanto a disponibilidade quanto a recuperagao de desastres de VMs e aplicativos VKS.

ASA, AFF e FAS suportam esta opgao de design.

Vocé pode usar as ferramentas ONTAP ou o NetApp Console para configurar a relagao de replicagéo.

Para obter mais informagdes, consulte o "Documentacéao técnica da Broadcom sobre frota VCF com varios
sites em uma Unica regido, além de regides adicionais" .

Configure ambientes de nuvem privada com VMware Cloud
Foundation e ONTAP

Implante, converta ou atualize ambientes do VMware Cloud Foundation 9 com o ONTAP.
Aprenda a configurar novos ambientes do VCF 9.0, convergir instancias existentes do
vCenter e armazenamentos de dados ONTAP e atualizar implantacdes anteriores do
VCF.
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Implantar uma nova instancia do VCF 9

Use este fluxo de trabalho para implantar um ambiente limpo do VMware Cloud Foundation (VCF) 9.0. Apés a
implantagéo, vocé pode migrar cargas de trabalho ou comecar a provisionar aplicativos e fornecer servigos de
infraestrutura.

Para etapas de alto nivel, consulte o"Build Journey — Instale uma nova implantacao do VMware Cloud
Foundation" .

Passos

1. Siga o0"Etapas de implantagdo do Broadcom VCF 9" .

2. Na etapa de preparagao da implantagao, conclua as tarefas para sua opgéo de armazenamento principal.

VMFS no FC

1.

2.

3.

4.

Colete os WWPNs para todos os hosts ESXi. Vocé pode correr esxcli storage san fc list,
use o ESXi Host Client ou use o PowerCLI.

Configurar zoneamento. Ver "Configuragoes de zoneamento FC recomendadas para sistemas
ONTAP" .

@ Use os WWPNSs das interfaces légicas (LIFs) do SVM, nédo os WWPNs do adaptador
fisico.

Crie um LUN e mapeie-o para os hosts pelo WWPN usando o Gerenciador do Sistema, o ONTAP CLI
ou aAPI.

Examine novamente o adaptador de armazenamento no ESXi e crie o armazenamento de dados
VMFS.

NFSv3

1.

Crie uma interface VMkernel em um host ESXi.

2. Garantir a"O SVM tem NFS habilitado" €"O vStorage sobre NFS esta habilitado" .
3. Crie um volume e exporte-o com uma politica que permita os hosts ESXi.

4.
5

Ajuste as permissdes conforme necessario.

. Implante o ONTAP NFS VAAI VIB e inclua-o na imagem vLCM. Por exemplo: esxcli software

vib install -d /NetAppNasPlugin2.0.1.zip . (Baixe o ZIP do site de suporte da NetApp .)

Monte o volume NFS no host onde vocé criou a interface VMkernel. Por exemplo: esxcli storage
nfs add -c 4 -H 192.168.122.210 -s /usel m0l nfs0l -v usel-m0l1-cl0l-nfsO1l.

@ O nConnect a contagem de sessodes € por host. Atualize outros hosts apods a
implantagao, conforme necessario.

1. No final de Verificar resumo da implantagao e revisar as proximas etapas na fase Implantar frota
VCF, conclua o seguinte:

a. Implantar ferramentas ONTAP

= "Baixe as ferramentas ONTAP 10.x"do site de suporte da NetApp .

= Crie registros DNS para o Gerenciador de ferramentas ONTAP , né(s) e o IP virtual usado para
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comunicacéo interna.
= Implante o OVA no vCenter Server de gerenciamento.
= "Registre o dominio de gerenciamento vCenter'com o Gerenciador de ferramentas ONTAP .
= "Adicione o backend de armazenamento"usando a interface do usuario do vSphere Client.
= "Crie um armazenamento de dados suplementar”(inclua um para o registro de conteudo).
= Crie o registro de conteudo se vocé planeja uma implantagdo de HA.
= "Habilitar HA"no Gerenciador de ferramentas ONTAP .
b. Implantar o plug-in SnapCenter
= "Implantar o SnapCenter Plug-in for VMware vSphere" .
= "Adicione o backend de armazenamento” .
= "Criar politicas de backup" .
= "Criar grupos de recursos" .
c. Implante o agente do NetApp Console
= "Veja o que vocé pode fazer sem um agente de console.".
* "Modos de implantagcédo do agente".
d. Use o NetApp Backup and Recovery
= "Proteja cargas de trabalho VM".
= "Proteja cargas de trabalho VKS".

2. Depois de importar o vCenter como um dominio de carga de trabalho na instancia do VCF, conclua o
seguinte:

a. Registrar ferramentas ONTAP
= "Registre o dominio de carga de trabalho vCenter"com o Gerenciador de ferramentas ONTAP .
= "Adicione o backend de armazenamento"usando a interface do usuario do vSphere Client.
= "Crie um armazenamento de dados suplementar" .
b. Implantar o SnapCenter Plug-in for VMware vSphere
= "Implantar o SnapCenter Plug-in for VMware vSphere" .
= "Adicione o backend de armazenamento” .
= "Criar politicas de backup" .
= "Criar grupos de recursos" .
c. Use o NetApp Backup and Recovery
» "Proteja cargas de trabalho VM".

= "Proteja cargas de trabalho VKS".

Vocé pode reutilizar essas etapas sempre que criar um novo dominio de carga de trabalho.

Convergir componentes existentes no VCF 9
Talvez vocé ja tenha alguns componentes da frota VCF e prefira reutiliza-los. Ao reutilizar uma instancia do

vCenter, os armazenamentos de dados séo frequentemente provisionados com ferramentas ONTAP , que
podem servir como armazenamento principal para VCF.
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Pré-requisitos
» Confirme se as instancias existentes do vCenter estao funcionais.
* Verifique se os armazenamentos de dados provisionados ONTAP estdo disponiveis.

» Garantir o acesso ao"Matriz de Interoperabilidade" .

Passos
1. Revise 0"cenarios suportados para convergir para VCF" .

2. Convergir uma instancia do vCenter com armazenamentos de dados provisionados ONTAP como
armazenamento principal.

3. Verifique as versbes suportadas usando o"Matriz de Interoperabilidade" .
4. Atualizar"Ferramentas ONTAP" se necessario.

5. Atualizar 0"Plug-in SnapCenter para VMware vSphere" se necessario.

Atualizar um ambiente VCF existente para VCF 9

Atualize uma implantacao anterior do VCF para a versao 9.0 usando o processo de atualizagdo padrao. O
resultado € um ambiente VCF executando a versao 9.0 com dominios de gerenciamento e carga de trabalho
atualizados.

Pré-requisitos
* Faca backup do dominio de gerenciamento e dos dominios de carga de trabalho.

* Verifique a compatibilidade das ferramentas ONTAP e do plug-in SnapCenter com o VCF 9.0. Siga
0"Matriz de Interoperabilidade" para"atualizar ferramentas ONTAP" e"Plug-in SnapCenter para VMware
vSphere" que sao suportados pelo VCF 9.

Passos

1. Atualize o dominio de gerenciamento do VCF. Ver"Atualizar o dominio de gerenciamento do VCF para
VCF 9" para obter instrugdes.

2. Atualize qualquer dominio de carga de trabalho do VCF 5.x. Ver"Atualizar o dominio de carga de trabalho
do VCF 5.x para o VCF 9" para obter instrugoes.

Implementando a Recuperacao de Desastres com o NetApp
Disaster Recovery

Solugao de recuperacao de desastres VCF para armazenamento de dados NFS com
NetApp SnapMirror e NetApp Disaster Recovery.

A replicagao em nivel de bloco de um site de produgéo para um site de recuperagao de desastres (DR)
oferece uma estratégia resiliente e econdmica para proteger cargas de trabalho contra interrupgdes do site e
eventos de corrupcao de dados, incluindo ataques de ransomware. A replicagcdo do NetApp SnapMirror
permite que dominios de carga de trabalho do VMware VCF 9 em execugao em sistemas ONTAP locais,
usando armazenamentos de dados NFS ou VMFS, sejam replicados para um sistema ONTAP secundario
localizado em um data center de recuperacao designado onde o VMware também esta implantado.

Para obter mais informagoées, consulte o seguinte:"Documentacao do NetApp Disaster Recovery" .

Esta secao descreve a configuragdo do NetApp Disaster Recovery para estabelecer a recuperagao de
desastres (DR) para maquinas virtuais VMware locais.
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A configuracgéo inclui:

 Criar uma conta no NetApp Console e implantar um agente.

+ Adicionar arrays ONTAP ao NetApp Console aos sistemas em gerenciamento para facilitar a comunicagao
entre o VMware vCenter e o armazenamento ONTAP .

» Configurando replicagao entre sites usando SnapMirror.

» Configurar e testar um plano de recuperacao para validar a prontidao para failover.

O NetApp Disaster Recovery, integrado ao NetApp Console, permite que as organizagdes descubram
facilmente seus sistemas de armazenamento VMware vCenter e ONTAP locais. Uma vez descobertos, os
administradores podem definir agrupamentos de recursos, criar planos de recuperacéo de desastres, associa-
los aos recursos apropriados e iniciar ou testar operagdes de failover e failback. O NetApp SnapMirror fornece
replicagao eficiente em nivel de bloco, garantindo que o site de DR permanecga sincronizado com o ambiente
de produgao por meio de atualizagdes incrementais. Isso permite um Objetivo de Ponto de Recuperagéo
(RPO) de apenas cinco minutos.

O NetApp Disaster Recovery também oferece suporte a testes de recuperagéo de desastres sem interrupgéao
do processo. Aproveitando a tecnologia FlexClone da ONTAP, ele cria copias temporarias e com eficiéncia de
espaco do armazenamento de dados NFS a partir do Snapshot replicado mais recente, sem impactar as
cargas de trabalho de producgéao ou incorrer em custos adicionais de armazenamento. Apds o teste, o
ambiente pode ser facilmente desmontado, preservando a integridade dos dados replicados.

Em caso de falha real, o NetApp Console orquestra o processo de recuperagéo, ativando automaticamente as
maquinas virtuais protegidas no site de recuperagao de desastres designado, com intervengdo minima do
usuario. Quando o site principal é restaurado, o servigo inverte o relacionamento do SnapMirror e replica
quaisquer alteracdes de volta ao site original, permitindo um failback suave e controlado.

Todos esses recursos sao fornecidos a um custo significativamente menor em comparagao as solugoes
tradicionais de recuperacgéo de desastres.

14



On-premises Data Center (Prod) On-premises Data Center (DR)

NetApp Console

s '
( @ Management Domain ) Disaster Recovery ( (@) Management Domain )

Misc. Management VMs Misc. Management VMs

VCF Automation VPN /
On-premises Connectivity

1
1
1
1
1
: VCF Automation
1
1 /‘ VCF Operations
AU (-]
Cluster N - = % : - = vm Cluster N
Cluster 2 l ! l Cluster 2
1 NetApp Console
' TTTTICCL| Agent Cluster 1
1
1
1
1
1
1
1
1
1
1

VCF Operations

>

NSX Manager vCenter Server ™

Cluster 1
NSX Manager vCenter Server

Core Infrastructure

o

Core Infrastructure

e 0O

®

©

( @ Workload Domain ) NetApp Disaster Recover (

workflow traffic

Workload Domain )

Misc. Workload VMs

Cluster 1

Misc. Workload VMs

Cluster 1

|
Core Infrastructure Core Infrastructure
29 O © e 0 6
o o]
L] L]
T T
~— ~— ~— —
FlexVol FlexVol I FlexVol FlexVol
E HA PAIR E HA PAIR
. : | E ] D
SnapMirror
NetApp Storage Infrastructure NetApp Storage Infrastructure
Comegando

Para comecar a usar o NetApp Disaster Recovery, utilize o NetApp Console e acesse 0 servigo.

1. Faca login no NetApp Console.
2. Na navegagao a esquerda do NetApp Console , selecione Protegao > Recuperagao de Desastres.

3. O painel de controle de NetApp Disaster Recovery é exibido.
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NetAppDRTesting Engineering

Backup and Recovery
implement a complete data protection
strategy for all ONTAP workloads

& Storage

Disaster Recovery
Execute a complete disaster protection

Protection
. solution for your VMware workloads.

@ Governance Replication
Replicate data for backup, disaster recovery,
and migration between on-premises and
@ Health cloud ONTAP systems.

© Workloads Ransomware Resilience
Implement robust ransomware defense at
‘ the storage layer to protect data and
® Mobility automate workflows.

£ Administration

Antes de configurar o plano de recuperacao de desastres, certifique-se do seguinte:"pré-requisitos" sao
atendidas:
» O agente do Console esta configurado no NetApp Console.

* Ainstancia do agente possui conectividade com o dominio de carga de trabalho de origem e destino do
vCenter e com os sistemas de armazenamento.

* Cluster NetApp Data ONTAP para fornecer armazenamento de dados NFS ou VMFS.

* Os sistemas de armazenamento NetApp locais que hospedam datastores NFS ou VMFS para VMware
sdo adicionados ao NetApp Console.

» Aresolugdo de DNS deve estar em vigor ao usar nomes DNS. Caso contrario, use enderegos IP para o
vCenter.

» Areplicacao do SnapMirror € configurada para os volumes de armazenamento de dados baseados em
NFS ou VMFS designados.

« Certifique-se de que o ambiente tenha versdes compativeis dos servidores vCenter Server e ESXi.

Depois que a conectividade for estabelecida entre os sites de origem e destino, prossiga com as etapas de
configuragéo, que devem levar alguns cliques e cerca de 3 a 5 minutos.

Nota: A NetApp recomenda a implementacao do agente do Console no site de destino ou em um terceiro site,
para que o agente possa se comunicar pela rede com os recursos de origem e destino.

Nesta demonstragédo, os dominios de carga de trabalho sao configurados com armazenamento ONTAP NFS.

As etapas em termos de fluxo de trabalho permanecem as mesmas para armazenamentos de dados
baseados em VMFS.

16


https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-prerequisites.html

= M NetApp console

Disaster Recovery

I Dashboard

Sites

Sites (2)

Replication plans @2 ®o
Running Down

Resource groups
Job monitoring

1

Resource groups

View

1

Failovers

View sites

Ao

Issue

&) 1

Protected VMs

View

1

Failbacks

Replication plans (1)

View replication plan

®o

Ready Failed

3

Unprotected VMs

View

0 e 0

Test failovers Migrations

Configuragao de NetApp Disaster Recovery

Organization ~ Project -
NetAppDRTesting

Engineering

Free trial (29 days left) - View details ‘ - ]

Activity (Last 12 hours)

View all jobs

g 8 0

(2]

®

O primeiro passo na preparagao para a recuperagao de desastres € descobrir e adicionar o vCenter de origem
e os recursos de armazenamento ao NetApp Disaster Recovery.

Abra o NetApp Console e selecione Protegao > Recuperagao de desastres na navegagao a esquerda.
Selecione os Sites e, em seguida, escolha Adicionar. Insira um nome para o novo site de origem e suas

localizagdes. Repita o passo para adicionar o site e a localizagao de destino.

Add site

A site is a collection of vCenter servers, either on-premises or in the cloud.

Site

SiteA

Location

On-prem

Adicione as seguintes plataformas:

Cancel
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* Dominio de carga de trabalho de origem vCenter

» Dominio de carga de trabalho de destino vCenter.

Depois que os vCenters sao adicionados, a descoberta automatizada é acionada.

Configurando a replicagcao de armazenamento entre o array do site de origem e o
array do site de destino.

O SnapMirror oferece replicagao de dados em um ambiente NetApp . Construida com a tecnologia NetApp
Snapshot®, a replicacdo SnapMirror é extremamente eficiente porque replica apenas os blocos que foram
alterados ou adicionados desde a atualizagéo anterior. O SnapMirror é facilmente configurado usando o
NetApp OnCommand System Manager ou o ONTAP CLI. O NetApp Disaster Recovery também cria a relagéo
SnapMirror, desde que o emparelhamento de cluster e SVM esteja configurado previamente.

Nos casos em que o armazenamento primario ndo é completamente perdido, o SnapMirror oferece um meio
eficiente de ressincronizar os sites primario e de recuperacao de desastres (DR). O SnapMirror pode
ressincronizar os dois sites, transferindo apenas os dados alterados ou novos de volta para o site primario a
partir do site de recuperacao de desastres, simplesmente invertendo os relacionamentos do SnapMirror . Isso
significa que os planos de replicagdo no NetApp Disaster Recovery podem ser ressincronizados em qualquer
direcao apos uma falha, sem a necessidade de copiar todo o volume novamente. Se uma relagéo for
ressincronizada na dire¢do inversa, somente os novos dados gravados desde a ultima sincronizagdo bem-
sucedida da cépia do Snapshot serédo enviados de volta ao destino.

Se o relacionamento SnapMirror ja estiver configurado para o volume via CLI ou System
Manager, o NetApp Disaster Recovery reconhece o relacionamento e continua com o restante
das operacodes do fluxo de trabalho.

Como configurar relagdes de replicagao para o NetApp Disaster Recovery

O processo subjacente para criar a replicagdo do SnapMirror permanece o mesmo para qualquer aplicagéo. A
maneira mais facil é utilizar o NetApp Disaster Recovery , que automatizara o fluxo de trabalho de replicagao,
desde que os dois critérios a seguir sejam atendidos: O processo pode ser manual ou automatizado. A
maneira mais facil &€ aproveitar o NetApp Disaster Recovery, que automatizara o fluxo de trabalho de
replicagdo, desde que os dois critérios a seguir sejam atendidos:

* Os clusters de origem e destino tém um relacionamento de pares.

* O SVM de origem e o0 SVM de destino tém um relacionamento de mesmo nivel.

O NetApp Console também oferece uma opg¢ao alternativa para configurar a replicacao SnapMirror , bastando
arrastar e soltar o sistema ONTAP de origem no ambiente para o destino, acionando o assistente que orienta
0 usuario durante o restante do processo.

O que o NetApp Disaster Recovery pode fazer por vocé?

Apos a adigéo dos sites de origem e destino, o NetApp Disaster Recovery realiza uma descoberta profunda
automatica e exibe as VMs juntamente com os metadados associados. O NetApp Disaster Recovery também
detecta automaticamente as redes e os grupos de portas usados pelas VMs e os preenche automaticamente.
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= M NetApp console

Disaster Recovery

| Dashboard

I Sites
Replication plans
Resource groups

Job monitoring

Sites (2)

et 192.168.0.31
@ @ Healthy
== SiteB

— 192.168.0.32
i @ Healthy

Organization Project =
NetAppDRTesting Engineering - ‘ o e
Free trial (29 days left) - View details | ~ | [©)
3 0 () Engineering =
®
Dat: Agent
®
3 0 (©) Engineering @
H
Datastores Resource groups Agent

Apos a adigao dos sites, configure o plano de replicagédo selecionando as plataformas vCenter de origem e
destino e escolhendo os grupos de recursos a serem incluidos no plano, juntamente com o agrupamento de
como os aplicativos devem ser restaurados e ligados, além do mapeamento de clusters e redes. Para definir o
plano de recuperacgéo, acesse a guia Planos de replicagéao e clique em Adicionar.

Nesta etapa, as VMs podem ser agrupadas em grupos de recursos. Os grupos de recursos do NetApp
Disaster Recovery permitem agrupar um conjunto de VMs dependentes em grupos légicos que contém suas
ordens de inicializagdo e atrasos de inicializagédo, os quais podem ser executados durante a recuperagao. Os
grupos de recursos podem ser criados durante a elaboragéo do plano de replicagao ou através da aba
"Grupos de recursos" na navegacao a esquerda.

Primeiro, dé um nome ao plano de replicagdo e selecione o vCenter de origem e o vCenter de destino.

= M NetApp

Disaster Recovery
Dashboard
Sites

I Replication plans
Resource groups

Job monitoring

Console

Add replication plan

Replication plan > Add plan

Organization Project

NetAppDRTesting Engineering

© centerservers (D) Applcations (3) Resourca mapping. (3) Review

vCenter servers

Provide the plan name and select the source and target vCenter servers.

Replication plan name

SiteA_SP

= 8 0 6

192.168.0.31

(i) Select a source vCenter where your data exists, to replicate to the selected target vCenter.

Source vCenter

Replicate

@
Target vCenter

v 192.168.0.32

Canet “
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O proximo passo € escolher se vocé esta criando um plano de replicagdo com grupos de recursos, maquinas
virtuais ou armazenamentos de dados. Selecione um grupo de recursos existente e, caso nenhum grupo de
recursos tenha sido criado, o assistente ajudara a agrupar as maquinas virtuais necessarias (basicamente,
criar grupos de recursos funcionais) com base nos objetivos de recuperagéo. Isso também ajuda a definir a
sequéncia de operagdes de como as maquinas virtuais de aplicativos devem ser restauradas.

= FINetApp  Console Organization Project v = ‘ o e

NetAppDRTesting Engineering

Disaster Recovery Add replication plan (@) veenter servers @ Appiications (3) Resource mapping (@) Review

| 192.168.0.31 192.168.0.32
Dashboard SiteA ’ SiteB

Sites

Replication plans
O Resource groups O oatastores Selected vV o repicae.
Resource groups Datastore  All datastores - Q Selected VM (1)
SiteA_SP_ResourceGroup1 (1) 7
Vol ionttorliv () Select all VMs in view (3) VMs in view: 3/3
9 Linux1 A x
I Linux1 A I
(O tinuw3 & SiteA_SP_ResourceGroup2 (0) V4
@ Drag VMs to regroup.
() Linux4 &
Next

O grupo de recursos permite definir a ordem de inicializagdo usando a funcionalidade de
@ arrastar e soltar. Ele pode ser usado para modificar facilmente a ordem em que as VMs serao
ligadas durante o processo de recuperagao.

Apds a criagao dos grupos de recursos por meio do plano de replicagao, o proximo passo € criar o
mapeamento para recuperar maquinas virtuais e aplicativos em caso de desastre. Nesta etapa, especifique
como os recursos do ambiente de origem sdo mapeados para o destino. Isso inclui recursos de computagéo,
redes virtuais, personalizacao de IP, pré e pos-scripts, atrasos de inicializacéo, consisténcia de aplicativos e
assim por diante. Para obter informacdes detalhadas, consulte"Crie um plano de replicacao" . Conforme
mencionado nos pré-requisitos, a replicagao do SnapMirror pode ser configurada antecipadamente ou o
DRaaS pode configura-la usando o RPO e o niumero de retengdes especificados durante a criagao do plano
de replicacao.

Nota: Por padrao, os mesmos parametros de mapeamento sao usados tanto para operacoes de teste quanto
para operacoes de failover. Para definir mapeamentos diferentes para o ambiente de teste, selecione a opgcao
Mapeamento de teste apds desmarcar a caixa de selegao “Usar os mesmos mapeamentos para failover e
mapeamentos de teste”. Apds concluir o mapeamento de recursos, clique em Avangar.
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https://docs.netapp.com/us-en/data-services-disaster-recovery/use/drplan-create.html#map-source-resources-to-the-target

Organization Project v

iip
»
®
(s}

= FINetApp console
P NetAppDRTesting Engineering
Disaster Recovery Add replication plan (©) ventersenvers  (2) Applications @) Resource mapping  (2) Review
Dashboard
Failover mappings Test mappings
Sites
Compute resources (©) Mapped

Replication plans

Resource groups Virtual networks © Mapped
Job monitoring

Virtual machines (©) Mapped

Datastores (© Mapped

e

Uma vez concluido, revise os mapeamentos criados e clique em Adicionar plano.

— Organization Project s -
= FINetApp  console NetAppDRTesting Engineering s & 0 6
Disaster Recovery Add replication plan (©) veenterservers  (2) Applications () Resource mapping @) Review
Dashboard 192.168.0.31 192168.032

SiteA SiteB
Sites
Replication plans Plan details Failover mapping Virtual machines

Resource groups

Source Target
Job monitoring

Datastores nfs1 nfs1
Export policy : default
Preferred NFS LIF : 192.168.0.141

Compute resource Datacenter1 : Cluster1 Datacenter : Datacenter2
Cluster : Cluster2

Virtual networks VM Network VM Network

bl

VMs de diferentes volumes e SVMs podem ser incluidas em um plano de replicagéo.

@ Dependendo da localizagao da VM (seja no mesmo volume ou em volumes separados dentro
da mesma SVM, ou em volumes separados em SVMs diferentes), o NetApp Disaster Recovery
cria um Snapshot do Grupo de Consisténcia.



= M NetApp console

Disaster Recovery

Dashboard

Sites

I Replication plans
Resource groups

Job monitoring

Nemorieing g 8 8 @ O
Free trial (29 days left) - View details | ~ I [©)
Replication plans (1) Q Create report “
Name A | compliance status 2 | Planstatus 2 | Protected site | Resource groups 2 | Failoversite |
SiteA_SP (@) Healthy (@) Ready SiteA SiteA_SP_ResourceGroup1 SiteB

Assim que o plano é criado, uma série de valida¢des sdo acionadas e a replicagdo e os agendamentos do
SnapMirror sdo configurados conforme a selegao.

= NI NetApp console

Disaster Recovery

Dashboard
Sites

Replication plans
Resource groups

I Job monitoring

‘ Last 12 hours v

9

0

0 0

Organization
NetAppDRTesting

0

Project ~ =
Engineering -

4 0 0

( Last updated: November 4, 2025, 6:45 PM

0

9 Success M in progress Queued M Canceled B Warning M Failed
Jobs i View jobs View jobs View jobs View jobs View jobs View jobs
Jobs (9) Q
D 2 | status s Workload s Name 2 | starttime 2 | Endtime s Action
018d8b44-c951-4113-a91c- () Success Compliance Compliance check for replication plan ‘SiteA_SP" 11/04/2025, 06:44:33 PM 11/04/2025, 06:44:36 PM
d79b74c1-cdea-4473-bf22 () Success Compliance Initialize Compliance of SiteA_SP for every 180 mi...  11/04/2025, 06:44:32 PM 11/04/2025, 06:44:33 PM
bfc4S3ac-83f7-4669-a821-9 () Success DRCleanupSecond:  Initialize DRCleanupSecondaryBackups of Cleanu... 11/04/2025, 06:44:30 PM 11/04/2025, 06:44:31 PM

b654209f-6b1a-41d0-9885-  (20) Success

85e8e7d7-67eb-ded8-88ca- () Success

DRReplicationPlan

Discovery

Replication plan modification for ‘SiteA_SP'

Discovery of resources in host 192.168.0.32

11/04/2025, 06:44:28 PM

11/04/2025, 06:34:37 PM

11/04/2025, 06:44:31 PM

11/04/2025, 06:34:44 PM

A NetApp Disaster Recovery consiste nos seguintes fluxos de trabalho:

« Teste de failover (incluindo simulagdes automatizadas periédicas)

* Teste de failover de limpeza

» Failover:

o Migragao planejada (estender o caso de uso para failover unico)

o Recuperacgao de desastres

e Failback
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— M NetApp console Organization ~ Project v = ‘ 0 e

NetAppDRTesting Engineering
Disaster Recovery
Free trial (29 days left) - View details | ~ l ©)
Dashboard e
Replication plans (1) Q Create report “
Sites
Name A | compliance status 2 | Planstatus 2 | Protected site | Resource groups 2 | Frailoversite |
Replication plans
SiteA_SP (© Healthy @ Ready SiteA SiteA_SP_ResourceGroup1 SiteB (o)
Resource groups View plan details

Run compliance check
Job monitoring

Refresh resources

Test failover

Fail over

Migrate

Edit schedules

Take snapshot now

Teste de failover

O teste de failover no NetApp Disaster Recovery € um procedimento operacional que permite aos
administradores do VMware validar completamente seus planos de recuperagdo sem interromper seus
ambientes de producao.

= Organization ~ Project v =
= I NetAp
etApp  Console NetAppDRTesting Engineering g 8 0 0
Disaster Recovery
Free trial (29 days left) - View details | ~ l ©)
|
Dashboard .
Replication plans (1) Q Create report “
Sites
Name A~ | Ccompliance status 2 | Planstatus 2 | Protected site | Resource groups s | Frailoversite |
Replication plans
SiteA_SP (@ Healthy © Ready SiteA SiteA_SP_ResourceGroup1 SiteB (@)
Resource groups View plan details

Run compliance check
Job monitoring

Refresh resources

Test failover

Fail over

Migrate

Edit schedules

Take snapshot now

O NetApp Disaster Recovery incorpora a capacidade de selecionar o snapshot como um recurso opcional na
operagao de failover de teste. Essa funcionalidade permite ao administrador do VMware verificar se quaisquer

alteracdes feitas recentemente no ambiente foram replicadas para o site de destino e, portanto, estao
presentes durante o teste. Essas mudancas incluem patches para o sistema operacional convidado da VM.
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Organization ~ Project - =
I NetAp
etApp  Console NetAppDRTesting Engineering g 8 0 ©

Test failover: SiteA_SP

/N Warning: This test will create 1 VMs in the site SiteB. The test won't affect the site SiteA.

Snapshot copy for volume recovery ~ ® Take snapshot now O Select

Enter Test failover to confirm

Test failover

Quando o administrador do VMware executa uma operagao de failover de teste, o NetApp Disaster Recovery
automatiza as seguintes tarefas:

 Acionar relacionamentos do SnapMirror para atualizar o armazenamento no site de destino com quaisquer
alteracoes recentes feitas no site de producéo.

* Criagao de volumes NetApp FlexClone dos volumes FlexVol no array de armazenamento DR.

Conectando os datastores nos volumes FlexClone aos hosts ESXi no site de DR.

Conectando os adaptadores de rede da VM a rede de teste especificada durante 0 mapeamento.

» Reconfigurando as configura¢des de rede do sistema operacional convidado da VM, conforme definido
para a rede no site de DR.

» Executar quaisquer comandos personalizados que tenham sido armazenados no plano de replicagéo.

Ligar as VMs na ordem definida no plano de replicagao.

- Organization Project ~ =
= M NetAp
etApp  Console NetAppDRTesting Engineering s 8 0 0
Disaster Recovery
Job details ~
Dashboard
87ca8bBc-2c89-4bc1-8271-d16ec1924e0d Test failover for replication plan 'SiteA_SP' (©) Success November 18, 2025, 6:09 PM November 18, 2025, 6:12 PM
D Name Status. Start time End time
Sites
Replication plans .
G Subjobs (1) Collapse all rows
Resource groups Name 2 | status 2 | starttime 2 | endtime - D
Job monitoring v Test failover for replication plan 'SiteA_SP' Completed 11/18/2025, 06:09:55 PM 11/18/2025, 06:12:46 PM 87ca8b8c-2c89-4bc1-8271-...
~ Prerequisite Checks Completed 11/18/2025, 06:09:55 PM 11/18/2025, 06:09:56 PM 748c5d89-1d0d-497d-8fe9-e...
Launch ondemand snapshot Completed 11/18/2025, 06:09:56 PM 11/18/2025, 06:09:57 PM 7a3e807a-754e-4521-8471-...
Tracking ondemand snapshot Completed 11/18/2025, 06:09:57 PM 11/18/2025, 06:10:57 PM 1b6510df-3bcf-486c-87a9-c...
~ Create Clone Volume(s) Completed 11/18/2025, 06:10:58 PM 11/18/2025, 06:11:33 PM 0fc95ee6-aa80-4d77-acdc-3...
~ Datastore Mount Completed 11/18/2025, 06:11:33 PM 11/18/2025, 06:11:36 PM 3505dc8d-061e-4a79-bc60-...
~ Register Virtual Machine(s) Completed 11/18/2025, 06:11:36 PM 11/18/2025, 06:11:37 PM bcf8088c-24ce-4307-acec-8...

24



Operacao de teste de failover de limpeza

A operacgao de teste de failover de limpeza ocorre apés a conclusado do teste do plano de replicagéo e o
administrador do VMware responde ao prompt de limpeza.

- Organization ~ Project v -
= FINetApp  console NetAppDRTesting Engineering = ‘ 0 e
Disaster Recovery
Free trial (29 days left) - View details | « ‘ [©)
Dashboard e
Replication plans (1) Q Create report “

Sites
Name ~ | compliance status 2 | Planstatus % Protected site Resource groups 2 | Failover site |

Replication plans )
SiteA_SP (©) Healthy (©) Test failover SiteA SiteA_SP_ResourceGroup1 SiteB ()

Resource groups View plan details

Run compliance check
Job monitoring

Refresh resources

Clean up test failover

Migrate
Edit schedules

Take snapshot now

Essa acao redefinira as maquinas virtuais (VMs) e o status do plano de replicagdo para o estado pronto.
Quando o administrador do VMware executa uma operagao de recuperacao, o NetApp Disaster Recovery
completa o seguinte processo:

1. Ele desliga cada VM recuperada na copia do FlexClone que foi usada para teste.

2. Ele exclui o volume FlexClone que foi usado para apresentar as VMs recuperadas durante o teste.

Migracao planejada e failover

O NetApp Disaster Recovery possui dois métodos para realizar um failover real: migragao planejada e failover
direto. O primeiro método, migragéo planejada, incorpora o desligamento da VM e a sincronizagéo da
replicagdo do armazenamento ao processo para recuperar ou mover efetivamente as VMs para o site de
destino. A migragao planejada requer acesso ao site de origem. O segundo método, failover, € um failover
planejado/ndo planejado no qual as VMs séo recuperadas no site de destino a partir do ultimo intervalo de
replicagdo de armazenamento que foi concluido. Dependendo do RPO (Objetivo de Ponto de Recuperagéao)
definido na solugéo, alguma perda de dados pode ser esperada no cenario de recuperacao de desastres.
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— M NetApp console Organization Project - =, ‘ 0 e

NetAppDRTesting Engineering

Disaster Recovery
Free trial (29 days left) - View details | « ‘

®

Dashboard T
Replication plans (1) Q Create report Add
Sites
Name ~ | compliance status 2 | Planstatus 2 Protected site Resource groups 2 | Frailoversite |
Replication plans
SiteA_SP © Healthy () Ready SiteA SiteA_SP_ResourceGroup1 SiteB (D)
Resource groups View plan details

Run compliance check
Job monitoring

Refresh resources

Test failover

Fail over

Migrate
Edit schedules

| Take snapshot now

= M NetApp console Organization Project v 2 20 Q@ O

NetAppDRTesting Engineering

Failover: SiteA_SP

£\ Warning: Failing over will disrupt client access to the data in SiteA during the transition to SiteB DR
Site.

/N Warning: One or more source VMs are powered on which will be powered off as part of the Failover

workflow.

Snapshot copy for volume recovery ~ ® Take snapshot now O Select
(@ A new snapshot copy of the current source will be created and replicated to the current destination
before failing over.
O Force failover @
O skip protection @

Enter Failover to confirm

Failover ‘

ki

Quando o administrador do VMware realiza uma operacao de failover, o NetApp Disaster Recovery
automatiza as seguintes tarefas:

* Interrompa e faca failover dos relacionamentos do NetApp SnapMirror .

» Conecte os armazenamentos de dados replicados aos hosts ESXi no site de DR.

» Conecte os adaptadores de rede da VM a rede do site de destino apropriada.

» Reconfigure as configuragdes de rede do sistema operacional convidado da VM, conforme definido para a
rede no site de destino.

» Execute quaisquer comandos personalizados (se houver) que tenham sido armazenados no plano de
replicagdo.

* Ligue as VMs na ordem definida no plano de replicagao.
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— vSphere Client

& Linux1 0@ & | i acmons
(LN B @ Summary  Monitor  Configure  Permissions  Datastores  Networks  Snapshots
Guest OS Virtual Machine Details

| LAUNCH REMOTE CONSOLE

LAUNCH WEB CONSOLE

VM Hardware

Vv | RecentTasks  Alarms
Task Name v Target v Status
Power On virtual machine & Linux

Manage Columns Al

Failback

©@ Completed

— Guest 0S O Rocky Linux (64
VMware Tools Running, version:123!
Managed) (D
DNS Name (1) linux1
IP Addresses (2)  192.168.0.61
fe80::2
Encryption Not encrypted
| ® 2B
PCl Devices
v | Details v | initiator
Powering on the new Virtu ~ DEMO.LOCAL\Administrator
al Machine

Power Status

Powered On

&

C

2 Administrator@DEMO.LOCAL v

Updates

Usage
Last updated: 11/18/25, 7:39 PM

ACTIONS v

cPU

0 44 MHZ usea

Memory

(2% 737 MB usea

Storage

21.73 GB usea

Related Objects

Queued
for v Start Time Loy Completion Time v Server e
6ms 1/18/2025, 7:32:51 P vc2 demo.netapp.com

1/18/2025, 7:32:46 P
M

Um failback & um procedimento opcional que restaura a configuragao original dos sites de origem e destino

apos uma recuperagao.

I NetApp

Console

Disaster Recovery

Dashboard o
Replication plans (1)
Sites
Name
Replication plans
SiteA_SP

Resource groups

Job monitoring

~ | compliance status

(© Healthy

2 | Planstatus

(©) Failed over

2 | Protected site

SiteA

Project v
Engineering

Organization
NetAppDRTesting

a

Free trial (29 days left) - View details |

Q

Create report

|  Resource groups 2 | Failoversite |

SiteA_SP_ResourceGroup1 Site ()
View plan details

Run compliance check

Fail back

Edit schedules

Take snapshot now

Os administradores do VMware podem configurar e executar um procedimento de failback quando estiverem
prontos para restaurar servigos no site de origem original.

®

O NetApp Disaster Recovery replica (ressincroniza) quaisquer alteragbes de volta para a
maquina virtual de origem original antes de inverter a direcéo da replicagao.

Esse processo comega com um relacionamento que concluiu o failover para um alvo e envolve as seguintes

etapas:

* Desligue e cancele o registro das maquinas virtuais € os volumes no site de destino serdo desmontados.
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= vSphere Client C & Administrator@DEMO.LOCAL v ® Ov

¢ @ vc2.demo.netapp.com | i acTions

th B =] Summary  Monitor  Configure  Permissions  Datacenters  Hosts & Clusters ~ VMs  Datastores  Networks  Linked vCenter Server Systems  Extensions  Updates

&

vCenter Details # Capacity and Usage
Last updated at 7:56 PM

] esx2.demo.netapp.com

CPU 17.18 GHz free

& Linux2 Version: )
Build: B
0.42 GHz used ity
Last Updated:
Memory
Last File-Based
Backup
Clusters: 1 2.89 GB used 17 GB capacity
Hosts: 1 Storage 27324 GB free
Virtual Machines: 2VMs |
17.26 GB used 2905 GB capacity
vV | RecentTasks  Alarms
Task Name v Target v Status e Details e Initiator v ?:f“m v Start Time Iv Completion Time ¥ Server 0
Remove datastore B nfs1 © Completed DEMO.LOCAL\Administrator 5ms 11/18/2025, 7:56:12 P 11/18/2025, 7:56:13 P vc2 demo.netapp.com
M M
Unregister virtual machine & Linux1 @ Completed DEMO.LOCAL\Administrator 9ms 11/18/2025, 7:56:12 P 11/18/2025, 7:56:12 P vc2. demo netapp.com
M M
Initiate guest OS shutdown @ Linux1 Q Completed DEMO.LOCAL\Administrator 12ms 11/18/2025, 7:53:14 P 11/18/2025, 7:53:14 P vc2.demo.netapp.co

* Interrompa o relacionamento SnapMirror na fonte original para torna-lo de leitura/gravacao.
* Ressincronize o relacionamento do SnapMirror para reverter a replicagao.

* Monte o volume na origem, ligue e registre as maquinas virtuais de origem.

= vSphere Client & Administrator@DEMO.LOCAL v @ Ov
< . i
[ Clusterl | : acrions
(R B @ Summary  Monitor  Configure  Permissions ~ Hosts ~ VMs  Datastores  Networks  Updates
v [@ vcidemo.netapp.com
v B Datacentert Cluster Details i Capacity and Usage &

B ([} Clustert Last updated at 7:56 PM

[ esx1.demo.netapp.com

CPU 17.05 GHz free
& Linuxt Total Processors: 8 a
& < - i Total vMotion o
Linux3 — p— o
@ Tem] o 055 GHz used 76 Grz capacity
& Linux4 Memory 1331 GB free
369 GB used 17 GB capacity
Storage 173.99 GB free
|
1651 GB used 190.5 GB capacity
VIEW STATS
b Recent Tasks Alarms
Task Name v | Target v status v | Detais v | Initiator v Quewedy stertTime L v | CompletionTime vy | Server v
Power On virtual machine & Linuxi © Completed Powering on the new Virtu DEMO.LOCAL\Administrator Sms 11/18/2025, 7:55:07 11/18/2025, 7:55:08 vcl.demo.netapp.com
al Machine oM PM
Reconfigure virtual machine & Linux © Completed DEMO.LOCAL\Administrator 7ms 11/18/2025, 7:55:05 11/18/2025, 7:55:06 vcl.demo.netapp.com

Para obter mais detalhes sobre como acessar e configurar o NetApp Disaster Recovery, consulte 0"Saiba
mais sobre o NetApp Disaster Recovery para VMware" .

Monitoramento e Painel

A partir do NetApp Disaster Recovery ou da CLI do ONTAP , vocé pode monitorar o status de integridade da
replicacdo para os volumes de armazenamento de dados apropriados, e o status de um failover ou failover de
teste pode ser rastreado por meio do Monitoramento de Tarefas.
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recuperacgao de desastres e dos planos de replicagdo. Isso permite que os administradores identifiquem
rapidamente sites e planos integros, desconectados ou degradados.
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Isso fornece uma solucao poderosa para lidar com um plano de recuperacao de desastres personalizado e
personalizado. O failover pode ser feito como failover planejado ou failover com o clique de um botdo quando
ocorre um desastre e é tomada a decisao de ativar o site de DR.

Converter clusters vSphere existentes em VCF



Saiba mais sobre como converter um ambiente vSphere com armazenamentos de
dados existentes em um dominio de gerenciamento VCF

A conversao de um ambiente vSphere com armazenamentos de dados Fibre Channel ou
NFS existentes no ONTAP envolve a integracao da infraestrutura atual em uma
arquitetura de nuvem privada moderna.

Viséo geral da solugao

Esta solucdo demonstra como os armazenamentos de dados FC ou NFS existentes no vSphere se tornam
armazenamento principal quando o cluster é convertido em um dominio de gerenciamento VCF.

Este processo se beneficia da robustez e flexibilidade do armazenamento ONTAP para garantir acesso e
gerenciamento de dados continuos. Depois que um dominio de gerenciamento do VCF ¢é estabelecido por
meio do processo de conversao, os administradores podem importar com eficiéncia ambientes vSphere
adicionais, incluindo aqueles que usam armazenamentos de dados FC e NFS, para o ecossistema do VCF.

Essa integragdo ndo apenas melhora o uso de recursos, mas também simplifica o gerenciamento da
infraestrutura de nuvem privada, garantindo uma transigdo suave com interrupgdo minima nas cargas de
trabalho existentes.

Visao geral da arquitetura

A arquitetura das ferramentas ONTAP integra-se perfeitamente aos ambientes VMware, aproveitando uma
estrutura modular e escalavel que inclui os servigos das ferramentas ONTAP , o plug-in vSphere e as APIls
REST para permitir gerenciamento de armazenamento eficiente, automacao e protegéo de dados.

As ONTARP tools for VMware vSphere podem ser instaladas em configuragdes HA ou ndo HA.
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Solugdes com suporte para conversiao de um ambiente vSphere

Consulte as solugbes a seguir para obter detalhes técnicos sobre como converter uma instancia do vCenter.
+ "Converter uma instancia do vCenter para o dominio de gerenciamento VCF (armazenamento de dados
NFS)"

* "Converter instancia do vCenter para o dominio de gerenciamento VCF (armazenamento de dados FC)"

Informagoes adicionais

» Para demonstracdes em video dessas solugdes, consulte"Provisionamento de armazenamento de dados
VMware com ONTAP" .

« Para uma visao geral do processo de conversdo, consulte o "Converter um ambiente vSphere em um
dominio de gerenciamento ou importar um ambiente vSphere como um dominio de carga de trabalho VI
no VMware Cloud Foundation" .

» Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP ,
consulte"Documentacao do ONTAP 9" .

 Para obter informagdes sobre como configurar o VCF, consulte"Documentacao do VMware Cloud
Foundation" .

« Para armazenamento suportado e outras consideragdes para converter ou importar vSphere para VCF
5.2, consulte "Consideracdes antes de converter ou importar ambientes vSphere existentes para o
VMware Cloud Foundation" .
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Fluxo de trabalho de implantagao para converter instancias do servidor vCenter
em dominios de gerenciamento VCF com armazenamentos de dados NFS

Converta um cluster vSphere 8 existente com datastores NetApp ONTAP NFS em um
dominio de gerenciamento do VMware Cloud Foundation. Vocé revisara os requisitos de
configuragao, implantara ferramentas ONTAP e provisionara armazenamentos de dados
NFS, além de usar a Ferramenta de Importacdo VCF para validar e converter o cluster.

Para uma viséo geral do processo de conversao, consulte a documentagdo do VMware: "Converter um
ambiente vSphere em um dominio de gerenciamento ou importar um ambiente vSphere como um dominio de
carga de trabalho VI no VMware Cloud Foundation" .

o "Revise os requisitos de configuragao™

Revise os principais requisitos para converter instancias do servidor vCenter em dominios de gerenciamento
VCF usando armazenamentos de dados NFS.

e "Implantar ferramentas ONTAP e provisionar um armazenamento de dados NFS"
Implante ONTAP tools for VMware vSphere e provisione um armazenamento de dados NFS.

e "Converter cluster vSphere em dominio de gerenciamento VCF"

Use a Ferramenta de Importagdo VCF para validar e converter o vSphere 8 para o dominio de gerenciamento
VCF.

Fluxo de trabalho de implantagcao para converter instancias do servidor vCenter
em dominios de gerenciamento VCF com armazenamentos de dados Fibre Channel

Converta um cluster vSphere 8 existente com datastores NetApp ONTAP Fibre Channel
(FC) em um dominio de gerenciamento do VMware Cloud Foundation. Vocé revisara os
requisitos de configuragdo, implantara ferramentas ONTAP e provisionara
armazenamentos de dados FC, além de usar a Ferramenta de Importacédo VCF para
validar e converter o cluster.

Para uma visao geral do processo de conversédo, consulte a documentagado do VMware: "Converter um
ambiente vSphere em um dominio de gerenciamento ou importar um ambiente vSphere como um dominio de
carga de trabalho VI no VMware Cloud Foundation" .

o "Revise os requisitos de configuragao"

Revise os principais requisitos para converter instancias do servidor vCenter em dominios de gerenciamento
VCF usando armazenamentos de dados FC.

o "Implantar ferramentas ONTAP e provisionar um armazenamento de dados FC"
Implante ONTAP tools for VMware vSphere e provisione um armazenamento de dados FC.
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e "Converter cluster vSphere em dominio de gerenciamento VCF"

Use a Ferramenta de Importagdo do VCF para validar e converter o cluster do vSphere 8 no dominio de
gerenciamento do VCF.

Provisionar VCF com armazenamento principal

Provisione um ambiente VCF com ONTAP como a principal solugao de
armazenamento

O armazenamento NetApp ONTAP é uma solucdo de armazenamento primario ideal
para gerenciamento do VMware Cloud Foundation (VCF) e dominios de carga de
trabalho de infraestrutura virtual (VI). O ONTAP oferece alto desempenho,
escalabilidade, gerenciamento avancado de dados e integracao perfeita para melhorar a
eficiéncia operacional e a protecao de dados.

Consulte as solugdes a seguir para obter detalhes técnicos sobre o provisionamento de um ambiente VCF no
dominio apropriado e com o protocolo apropriado.

* "Dominio de Gestao com FC"

* "Dominio de Gerenciamento com NFS"

» "Dominio de carga de trabalho de infraestrutura virtual com FC"

» "Dominio de carga de trabalho de infraestrutura virtual com NFS"

Use um armazenamento de dados VMFS baseado em FC no ONTAP como
armazenamento principal para o dominio de gerenciamento VCF

Neste caso de uso, descrevemos o procedimento para usar um armazenamento de
dados VMFS baseado em FC existente no ONTAP como armazenamento primario para
dominios de gerenciamento do VMware Cloud Foundation (VCF). Este procedimento
resume os componentes, configuracdes e etapas de implantagdo necessarios.

Introdugao

Quando apropriado, faremos referéncia a documentagao externa para as etapas que devem ser executadas
no SDDC Manager do VCF e faremos referéncia as etapas especificas da parte de configuragéo de
armazenamento.

Para obter informagdes sobre como converter um ambiente vSphere baseado em FC existente com ONTAP,
consulte"Converter ambiente vSphere (armazenamento de dados FC) em dominio de gerenciamento VCF" .

A versao 5.2 do VCF introduziu a capacidade de converter um ambiente vSphere 8 existente

@ em um dominio de gerenciamento VCF ou importar como dominios de carga de trabalho VCF
VI. Antes desta versdo, o VMware vSAN era a Unica opgao de armazenamento principal para o
dominio de gerenciamento do VCF.

@ Esta solucao é aplicavel para plataformas ONTAP que suportam armazenamento FC, incluindo
NetApp ASA, AFF e FAS.
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Pré-requisitos
Os seguintes componentes e configuragoes sdo usados neste cenario:
+ Sistema de armazenamento NetApp com uma maquina virtual de armazenamento (SVM) configurada para

permitir trafego FC.

* Interfaces logicas (LIF) foram criadas na estrutura FC que transportara o trafego FC e esta associada ao
SVM.

» O zoneamento foi configurado para usar zoneamento de iniciador-destino unico em switches FC para
HBAs de host e destinos de armazenamento.

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentacao do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacao do VMware Cloud Foundation”

Etapas de implantagao

Dominio de Gerenciamento - Cluster Padrao

O armazenamento principal do FC no cluster inicial s6 é suportado com a ferramenta de importagéo
brownfield do VCF. Se o VCF for implantado com a ferramenta Cloud Builder (antes da versao 5.2.x), somente
o vSAN sera suportado.

Para obter mais informacdes sobre como usar um ambiente vSphere existente, consulte "convertendo o
ambiente vSphere existente para o dominio de gerenciamento" para mais informacgoes.

Dominio de Gerenciamento - Cluster Adicional

O cluster vSphere adicional no dominio de gerenciamento pode ser implantado com as seguintes opgoes:

» Tenha um cluster adicional no ambiente vSphere e use a ferramenta de importagao brownfield do VCF
para converter o ambiente vSphere em dominio de gerenciamento. "ONTAP tools for VMware vSphere"
"Gerenciador de sistema ou API ONTAP" pode ser usado para implantar o armazenamento de dados
VMFS no cluster vSphere.

* Use a APl do SDDC para implantar um cluster adicional. Os hosts vSphere devem ter o armazenamento
de dados VMFS configurado. Usar "Gerenciador de sistema ou APl ONTAP" para implantar LUN em hosts
vSphere.

* Use a interface de usuario do SDDC Manager para implantar um cluster adicional. Mas esta opgéo so6 cria
um armazenamento de dados VSAN até a versdo 5.2.x.

Informagoes adicionais

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentacao do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacao do VMware Cloud Foundation”
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Use um armazenamento de dados NFS no ONTAP como armazenamento principal
para o dominio de gerenciamento VCF

Neste caso de uso, descrevemos o procedimento para usar um armazenamento de
dados NFS existente no ONTAP como armazenamento primario para dominios de

gerenciamento do VMware Cloud Foundation (VCF). Este procedimento resume os
componentes necessarios, as etapas de configuracéo e o processo de implantacgao.

Introducao

Quando apropriado, faremos referéncia a documentagao externa para as etapas que devem ser executadas
no SDDC Manager do VCF e faremos referéncia as etapas especificas da parte de configuracéo de
armazenamento.

Para obter informacdes sobre como converter um ambiente vSphere baseado em NFS existente com ONTAP,
consulte"Converter ambiente vSphere (armazenamento de dados NFS) em dominio de gerenciamento VCF" .

Aversao 5.2 do VCF introduziu a capacidade de converter um ambiente vSphere 8 existente

@ em um dominio de gerenciamento VCF ou importar como dominios de carga de trabalho VCF
VI. Antes desta versao, o VMware vSAN era a Unica opg¢ao de armazenamento principal para o
dominio de gerenciamento do VCF.

@ Esta solucao é aplicavel para plataformas ONTAP que suportam armazenamento NFS,
incluindo NetApp AFF e FAS.

Pré-requisitos

Os seguintes componentes e configuragdes sdo usados neste cenario:

» Sistema de armazenamento NetApp com uma maquina virtual de armazenamento (SVM) configurada para
permitir trafego NFS.

* Alinterface logica (LIF) foi criada na rede IP que transportara o trafego NFS e esta associada ao SVM.

* Um cluster vSphere 8 com 4 hosts ESXi e um dispositivo vCenter colocalizados no cluster.

» Grupo de portas distribuidas configurado para trafego de armazenamento vMotion e NFS nas VLANSs ou
segmentos de rede estabelecidos para essa finalidade.

 Baixe o software necessario para a conversao de VCF.

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentacao do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacéo do VMware Cloud Foundation”

Etapas de implantacao

Dominio de Gerenciamento - Cluster Padrao

O armazenamento principal do NFS no cluster inicial s6 é suportado com a ferramenta de importagéo
brownfield do VCF. Se o VCF for implantado com a ferramenta Cloud Builder (até a versao 5.2.x), somente o
VSAN sera suportado.
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Para obter mais informagbes sobre como usar um ambiente vSphere existente, consulte "convertendo o
ambiente vSphere existente para o dominio de gerenciamento" para mais informagdes.

Dominio de Gerenciamento - Cluster Adicional

O cluster vSphere adicional no dominio de gerenciamento pode ser implantado com as seguintes opcoes:

» Tenha um cluster adicional no ambiente vSphere e use a ferramenta de importagcao brownfield do VCF
para converter o ambiente vSphere em dominio de gerenciamento. "ONTAP tools for VMware vSphere"
"Gerenciador de sistema ou API ONTAP" pode ser usado para implantar o armazenamento de dados NFS
no cluster vSphere.

* Use a APl do SDDC para implantar um cluster adicional. Os hosts do vSphere devem ter o
armazenamento de dados NFS configurado. Usar "Gerenciador de sistema ou APl ONTAP" para implantar
LUN em hosts vSphere.

* Use ainterface de usuario do SDDC Manager para implantar um cluster adicional. Mas essa opgao so cria
um armazenamento de dados vSAN com versdes anteriores a 5.2.x.

Informagoes adicionais

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentacao do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacéo do VMware Cloud Foundation"

Use um armazenamento de dados VMFS baseado em FC no ONTAP como
armazenamento principal para um dominio de carga de trabalho VI

Neste caso de uso, descrevemos o procedimento para configurar um armazenamento de
dados VMFS Fibre Channel (FC) no ONTAP como a solugéo de armazenamento
primaria para um dominio de carga de trabalho de infraestrutura virtual (VI) do VMware
Cloud Foundation (VCF). Este procedimento resume os componentes necessarios, as
etapas de configuragéo e o processo de implantagéo.

Beneficios do Fibre Channel

Alto desempenho: o FC fornece altas taxas de transferéncia de dados, tornando-o ideal para aplicacdes que
exigem acesso rapido e confiavel a grandes quantidades de dados.

Baixa laténcia: laténcia muito baixa, o que é crucial para aplicativos sensiveis ao desempenho, como bancos
de dados e ambientes virtualizados.

Confiabilidade: As redes FC sao conhecidas por sua robustez e confiabilidade, com recursos como
redundancia integrada e corregao de erros.

Largura de banda dedicada: o FC fornece largura de banda dedicada para trafego de armazenamento,
reduzindo o risco de congestionamento da rede.

Para obter mais informacdes sobre o uso do Fibre Channel com sistemas de armazenamento NetApp ,
consulte "Provisionamento SAN com FC" .
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Visao geral do cenario

Este cenario abrange as seguintes etapas de alto nivel:

» Crie uma maquina virtual de armazenamento (SVM) com interfaces légicas (LIFs) para trafego FC.

* Colete informagdes WWPN dos hosts a serem implantados e crie grupos iniciadores correspondentes no
sistema de armazenamento ONTAP .

* Crie um volume FC no sistema de armazenamento ONTAP .
* Grupos de iniciadores de mapa para criar volume FC

« Utilize zoneamento de iniciador-alvo unico em switches FC. Crie uma zona para cada iniciador (zona de
iniciador unico).

o Para cada zona, inclua um destino que seja a interface l6gica ONTAP FC (WWPN) para as SVMs.
Deve haver pelo menos duas interfaces logicas por né por SVM. Nao utilize o WWPN das portas
fisicas.

 Crie um pool de rede para trafego vMotion no SDDC Manager.
* Comissionar hosts no VCF para uso em um dominio de carga de trabalho do VI.

* Implante um dominio de carga de trabalho VI no VCF usando um armazenamento de dados FC como
armazenamento principal.

@ Esta solugao € aplicavel para plataformas ONTAP que suportam armazenamento NFS,
incluindo NetApp AFF e FAS.
Pré-requisitos
Os seguintes componentes e configuragdes sao usados neste cenario:
* Um sistema de armazenamento ONTAP AFF ou ASA com portas FC conectadas a switches FC.
* SVM criado com FC lifs.

» vSphere com HBAs FC conectados a switches FC.

* O zoneamento de iniciador-alvo Unico é configurado em switches FC.

@ A NetApp recomenda varios caminhos para LUNs FC.

Etapas de implantagao

Dominio de Gerenciamento - Cluster Padrao

O armazenamento principal do FC no cluster inicial s6 é suportado com a ferramenta de importagéo
brownfield do VCF. Se o VCF for implantado com a ferramenta cloudbuilder (até a versdo 5.2.x), somente o
VSAN sera suportado. Referir "convertendo o ambiente vSphere existente para o dominio de gerenciamento
para mais informacgdes.

Dominio de Gerenciamento - Cluster Adicional

O cluster vSphere adicional no dominio de gerenciamento pode ser implantado com as seguintes opcoes: *
Ter um cluster adicional no ambiente vSphere e usar a ferramenta de importagéo brownfield do VCF para
converter o ambiente vSphere em dominio de gerenciamento. "ONTAP tools for VMware vSphere" ,
"Gerenciador de sistema ou API ONTAP" pode ser usado para implantar o armazenamento de dados VMFS
no cluster vSphere. * Use a APl do SDDC para implantar um cluster adicional. Os hosts vSphere devem ter o
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armazenamento de dados VMFS configurado. Usar "Gerenciador de sistema ou API ONTAP" para implantar
LUN em hosts vSphere. * Use a interface de usuario do SDDC Manager para implantar um cluster adicional.
Mas esta opc¢ao so6 cria um armazenamento de dados VSAN até a versao 5.2.x.

Dominio de Carga de Trabalho VI - Cluster Padrao

Depois que o dominio de gerenciamento estiver instalado e funcionando, o dominio de carga de trabalho do VI
podera ser criado:

* Usando a interface de usuario do SDDC Manager. Os hosts vSphere devem ter o armazenamento de
dados VMFS configurado. Use o System Manager ou a APl ONTAP para implantar LUN em hosts
vSphere.

» Importe um ambiente vSphere existente como novo dominio de carga de trabalho do VI. ONTAP tools for
VMware vSphere, System Manager ou APl ONTAP podem ser usadas para implantar o armazenamento
de dados VMFS no cluster vSphere.

Dominio de Carga de Trabalho VI - Cluster Adicional

Depois que a carga de trabalho do VI estiver ativa e em execucgéo, clusters adicionais poderao ser
implantados com o VMFS no FC LUN usando as seguintes opgoes.

« Clusters adicionais no ambiente vSphere importados usando a ferramenta de importagao brownfield do
VCF. ONTAP tools for VMware vSphere, System Manager ou AP ONTAP podem ser usadas para
implantar o armazenamento de dados VMFS no cluster vSphere.

» Usando a interface de usuario ou APl do SDDC Manager para implantar um cluster adicional. Os hosts
vSphere devem ter o armazenamento de dados VMFS configurado. Use o System Manager ou a API
ONTAP para implantar LUN em hosts vSphere.

Informago6es adicionais

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
0"Documentacado do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacgéo do VMware Cloud Foundation"

Use um armazenamento de dados NFS no ONTAP como armazenamento principal
para um dominio de carga de trabalho VI

Neste caso de uso, descrevemos o procedimento para configurar um armazenamento de
dados NFS no ONTAP como a solucédo de armazenamento primaria para um dominio de
carga de trabalho de infraestrutura virtual (VI) do VMware Cloud Foundation (VCF). Este
procedimento resume 0os componentes necessarios, as etapas de configuracao e o
processo de implantacao.

Beneficios do NFS

Simplicidade e facilidade de uso: O NFS & simples de configurar e gerenciar, o que o torna uma excelente
escolha para ambientes que exigem compartilhamento de arquivos rapido e facil.

Escalabilidade: a arquitetura do ONTAP permite que o NFS seja dimensionado de forma eficiente, dando
suporte as crescentes necessidades de dados sem mudancas significativas na infraestrutura.
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Flexibilidade: O NFS oferece suporte a uma ampla variedade de aplicativos e cargas de trabalho, o que o
torna versatil para varios casos de uso, incluindo ambientes virtualizados.

Para obter mais informacdes, consulte o Guia de referéncia do NFS v3 para vSphere 8.

Para obter mais informagdes sobre o uso do Fibre Channel com sistemas de armazenamento NetApp ,
consulte"Guia de referéncia do NFS v3 para vSphere 8" .

Visao geral do cenario

Este cenario abrange as seguintes etapas de alto nivel:

» Crie uma maquina virtual de armazenamento (SVM) com interface I6gica (LIFs) para trafego NFS

« Verifique a rede da maquina virtual de armazenamento ONTAP (SVM) e se uma interface logica (LIF) esta
presente para transportar o trafego NFS.

» Crie uma politica de exportacao para permitir que os hosts ESXi acessem o volume NFS.
» Crie um volume NFS no sistema de armazenamento ONTAP .

 Crie um pool de rede para trafego NFS e vMotion no SDDC Manager.

» Comissionar hosts no VCF para uso em um dominio de carga de trabalho do VI.

* Implante um dominio de carga de trabalho VI no VCF usando um armazenamento de dados NFS como
armazenamento principal.

* Instalar o plug-in NetApp NFS para VMware VAAI

@ Esta solucao é aplicavel para plataformas ONTAP que suportam armazenamento NFS,
incluindo NetApp AFF e FAS.

Pré-requisitos
Os seguintes componentes e configuragoes sdo usados neste cenario:
» Sistema de armazenamento NetApp AFF com uma maquina virtual de armazenamento (SVM) configurada
para permitir trafego NFS.
» Alinterface logica (LIF) foi criada na rede IP que transportara o trafego NFS e esta associada ao SVM.

» Aimplantagdo do dominio de gerenciamento do VCF foi concluida e a interface do SDDC Manager esta
acessivel.

* 4 hosts ESXi configurados para comunicagao na rede de gerenciamento VCF.

* Enderecos IP reservados para trafego de armazenamento vMotion e NFS na VLAN ou segmento de rede
estabelecido para essa finalidade.

Ao implantar um dominio de carga de trabalho VI, o VCF valida a conectividade com o servidor
NFS. Isso é feito usando o adaptador de gerenciamento nos hosts ESXi antes que qualquer
@ adaptador vmkernel adicional seja adicionado com o enderego IP do NFS. Portanto, é
necessario garantir que 1) a rede de gerenciamento seja roteavel para o servidor NFS ou 2) um
LIF para a rede de gerenciamento tenha sido adicionado ao SVM que hospeda o volume do
armazenamento de dados NFS, para garantir que a validagdo possa prosseguir.

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
0"Documentacado do ONTAP 9" centro.
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Para obter informagdes sobre como configurar o VCF, consulte"Documentagéo do VMware Cloud Foundation"

Para obter mais informacdes sobre o uso do NFS com clusters vSphere, consulte 0"Guia de referéncia do
NFS v3 para vSphere 8" .

v wn || e |
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Etapas de implantagao

Para implantar um dominio de carga de trabalho VI com um armazenamento de dados NFS como
armazenamento principal, conclua as seguintes etapas:
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Verificar rede para ONTAP SVM

Verifique se as interfaces légicas necessarias foram estabelecidas para a rede que transportara o trafego
NFS entre o cluster de armazenamento ONTAP e o dominio de carga de trabalho VI.

1. No ONTAP System Manager, navegue até VMs de armazenamento no menu a esquerda e clique na
SVM a ser usada para o trafego NFS. Na guia Visao geral, em INTERFACES IP DE REDE, clique no
numero a direita de NFS. Na lista, verifique se os enderecos IP do LIF necessarios estéo listados.

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS 4+ Add E More
STORACGCE 8 " Hams
EHC MFS Al StorageVMs
Overview EHC iEE
Volumes . e % ] !
EHC MES Overview Sethnge snapirror |
LUNs
Consstency Groups HhiC_ 18
MMe Mamespaces HMC_ 3510 NETWORK, IF INTERFALES
Shares
AC_I5C51_351 ‘

Buckets c

R CR Y i 17221253117
Qirpes = E:
it Mo 172.21.253.118
T 15 EHC i=CE] B s
Quotas S_EHC_iSCS N 17221253118
Storage VMs OTViest s 172.21.253.112
Tiets d  172.21.253.113

i v B172.21.118.163
NETWORK

emp_3510 N1 N | 172.21.118.164
EVENTS & JOBS L

Como alternativa, verifique os LIFs associados a uma SVM na CLI do ONTAP com o seguinte comando:

network interface show -vserver <SVM_NAME>

1. Verifique se os hosts ESXi podem se comunicar com o servidor ONTAP NFS. Efetue login no host
ESXi via SSH e faga ping no SVM LIF:

vmkping <IP Address>
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Ao implantar um dominio de carga de trabalho VI, o VCF valida a conectividade com o
servidor NFS. Isso é feito usando o adaptador de gerenciamento nos hosts ESXi antes
que qualquer adaptador vmkernel adicional seja adicionado com o endereco IP do NFS.
Portanto, € necessario garantir que 1) a rede de gerenciamento seja roteavel para o
servidor NFS ou 2) um LIF para a rede de gerenciamento tenha sido adicionado ao SVM
que hospeda o volume do armazenamento de dados NFS, para garantir que a validagao
possa prosseguir.



Criar politica de exportagdo para compartilhar volume NFS

Crie uma politica de exportagdo no ONTAP System Manager para definir o controle de acesso para
volumes NFS.

1. No ONTAP System Manager, clique em VMs de armazenamento no menu a esquerda e selecione
uma SVM na lista.

2. Na aba Configuragodes localize Politicas de Exportagao e clique na seta para acessar.

= [ ONTAP System Manager Search actions, abjects, and p

Storage VMs
DASHBOARD
INSIGHTS i More
STORAGE ®  Name
EHC_NFS Al Storage VMs
Overview EHC IS
Volumes - :
EHC MFS Overview Settings SnapMirror (Local or Remote) File System

LUNS
Consistency Groups HMC_18 o :

FPinned
NVMe Mamespaces HMC 3510
St HMC. 1565 3510 Export Policies
Buckets

deia

Qtrees

Quotas J5_EHC_ISCS1

Tiers JetStream_NFS w3 (2]

0.0.0.0/0 for Any

NETWORK

3. Na janela Nova politica de exportagao, adicione um nome para a politica, clique no botao
Adicionar novas regras e depois no botdo +Adicionar para comecar a adicionar uma nova regra.
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New export policy

NAME

WKLD_DMo1

@ Copy rules from existing policy
STORAGE VM

svmo b

EXPORT POLICY

default v

RULES

Mo data

+ Add

| Add New Rules

Cancel

4. Preencha os enderegos IP, o intervalo de enderecgos IP ou a rede que vocé deseja incluir na regra.
Desmarque as caixas SMB/Cifs e * FlexCache* e faga selecbes para os detalhes de acesso abaixo.
Selecionar as caixas UNIX é suficiente para acesso ao host ESXi.



New Rule %

CLIENT SPECIFICATION

172.21.166.0/24

ACCESS PROTOCOLS

SMB/CIFS

FlexCache
nrs [ nrsva B nFsv

ACCESS DETAILS

Type Read-only Access Read/Write Access Superuser ACcess

All

All {As anonymous user)  (§)

UNIX
Kerberos 5
Kerberos 5i
Kerberos 5p
NTLM
Cancel

Ao implantar um dominio de carga de trabalho VI, o VCF valida a conectividade com o
servidor NFS. Isso é feito usando o adaptador de gerenciamento nos hosts ESXi antes

@ que qualquer adaptador vmkernel adicional seja adicionado com o endereco IP do
NFS. Portanto, é necessario garantir que a politica de exportagao inclua a rede de
gerenciamento do VCF para permitir que a validagéo prossiga.

5. Depois que todas as regras forem inseridas, clique no botdo Salvar para salvar a nova Politica de
Exportagéo.

6. Como alternativa, vocé pode criar politicas e regras de exportagdo no ONTAP CLI. Consulte as
etapas para criar uma politica de exportagao e adicionar regras na documentagado do ONTAP .

o Use o ONTAP CLI para"Crie uma politica de exportagao” .

o Use o ONTAP CLI para"Adicionar uma regra a uma politica de exportacao” .
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Criar volume NFS

Crie um volume NFS no sistema de armazenamento ONTAP para ser usado como um armazenamento
de dados na implantagdo do Dominio de Carga de Trabalho.

1. No ONTAP System Manager, navegue até Armazenamento > Volumes no menu a esquerda e
clique em +Adicionar para criar um novo volume.

= | ONTAP System Manager

Volumes
DASHBOARD

INSIGHTS

STORAGE Name -

Overview
~  wyesall_FE

» o yCloud_F

2. Adicione um nome para o volume, preencha a capacidade desejada e selecione a VM de
armazenamento que hospedara o volume. Clique em Mais opgdes para continuar.
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Add Volume X

MAME

VCF_WKLD_o01

CAPACITY

5 o TiB v

STORAGE WM

EHC_NFS v

Export via NFS

More Options Cancel

3. Em Permissdes de acesso, selecione a Politica de exportacdo que inclui a rede de gerenciamento do

VCF ou endereco IP e enderecgos IP da rede NFS que serédo usados para validagédo do servidor NFS
e do trafego NFS.
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Access Permissions

Export via NFS

GRANT ACCESS TO HOST

‘ defaultl b

Jetstream_NES_v04
Clients : 0.0.0.0/0 | Access protocols : Any

MFSmountTest0l
3rules

NFSmountTestReno01
Clients : 0.0.0.0/0 | Access protocols : Any

PerfTestVols
Clients: 172.21.253.0/24 | Access protocols : NFSv3, NFSv4, NFS

TestEnv_ VPN
Clients: 172.21.254.0/24 | Access protocols : Any

VCF_WELD
2 rules

WEKLD_DMO1
2 rules

Wkld01_NF5
Clients: 172.21.252.205, 172.21.252.206, 172.21.252.207, 172.21.2.

Ao implantar um dominio de carga de trabalho VI, o VCF valida a conectividade com o
servidor NFS. Isso é feito usando o adaptador de gerenciamento nos hosts ESXi antes
que qualquer adaptador vmkernel adicional seja adicionado com o endereco IP do

@ NFS. Portanto, € necessario garantir que 1) a rede de gerenciamento seja roteavel
para o servidor NFS ou 2) um LIF para a rede de gerenciamento tenha sido adicionado
ao SVM que hospeda o volume do armazenamento de dados NFS, para garantir que a
validagdo possa prosseguir.

4. Como alternativa, os volumes ONTAP podem ser criados no ONTAP CLI. Para mais informacdes
consulte o"lun criar" comando na documentagdo de comandos do ONTAP .


https://docs.netapp.com/us-en/ontap-cli-9141//lun-create.html

Criar pool de rede no Gerenciador SDDC

Um pool de rede deve ser criado no SDDC Manager antes de comissionar os hosts ESXi, como
preparagao para implanta-los em um dominio de carga de trabalho do VI. O pool de rede deve incluir as
informacgdes de rede e os intervalos de enderecgos IP para que os adaptadores VMkernel sejam usados
para comunicacao com o servidor NFS.

1. Na interface da web do SDDC Manager, navegue até Configuragoées de rede no menu a esquerda e
clique no botéao + Criar pool de rede.

vmw Cloud Foundation

&«

Network Settings

Network Pool DNS Configuration NTP Configuration

 Dashboard

{5} Solutions
View Network Pool details

+ CREATE NET'!.-.'_'*RK POOL

2 Inventory v

G Workload Domains

Bl Hosts Metwork Pool Name
= Lifecycle Management b : 5 vef-mOT-rp01
&y Administration v

2. Preencha um nome para o Network Pool, marque a caixa de sele¢do para NFS e preencha todos os
detalhes de rede. Repita isso para as informagdes de rede do vMotion.
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& Dashboard

; Sotons

inventory

= Lifecytle Management

2 Addmirestiation

-} Becunty

Passimasd Manage

Developer Center

Network Settings

Metwork Poal

Create Network Pool

iy e iee e Dased =
Notwmn NFE_NPO!
etk T WEAN oo [ vMeda
MNFS Metwork Infarmaton
VLAN D 3374
Ty G000
Natwork TINNED
Subnet Mask ([ 255 255 AL

Dtault Gatewsy (I

viotion Metwork Information

VLAN I (]

Mutwork (I

Sunnet Mask (1)

Dot

3. Clique no botao Salvar para concluir a criacdo do Pool de Rede.

Gateway (I

P Address Ranges

an crRated

an0o

F2IWTO

702553850

WM




Anfitrioes da Comissao

Antes que os hosts ESXi possam ser implantados como um dominio de carga de trabalho, eles devem
ser adicionados ao inventario do SDDC Manager. Isso envolve fornecer as informacdes necessarias,
passar pela validagéo e iniciar o processo de comissionamento.

Para mais informacdes, consulte"Anfitrioes da Comissao" no Guia de Administragao do VCF.

1. Na interface do SDDC Manager, navegue até Hosts no menu a esquerda e clique no botéao
Comissionar Hosts.

: Hosts W
(% Dashboard
[ salutions

. Invertary v Capacity Utilization across Hosts

cPU {2 Totn MEmary oaETom  Hosts

B Lirecycin Management

EONNLEVEN -5siGHED HOSTS | UNASSISNED HOSTS

2. A primeira pagina € uma lista de verificagdo de pré-requisitos. Verifique novamente todos os pré-
requisitos e marque todas as caixas de selegéo para prosseguir.
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Checklist

Commissicning a host adds it to the VMware Cloud Foundation imventory. T he host YOu Want to COmMmISSIOn MuUst meet
the checklist criterion below

Select Al

Host for vSAN/VSAN ESA workload domain should De vSAN/SAN ESA compliant and cartified per
the YMware Hardware Compatiblity Guide. BIOS, HBA, S50, HDD. etc. must match the VMware
Hardware Compatbility Guide

Hiost has a standard switch with two MIC ports with 8 minimum 10 Ghps speed

H Hiost has the drivers and firmware versions specified in the YWiware Compatibility Guide

Hiost has ESKI installed on it The host must be preinstalsd with supported versions (8.0 2-22380479)

Host is confligurad with DMNS server Tor Torward and reverse lookup and FODMN.

Hostname shoukd De =ame atc the FGDMN

Management [P i5 configurad t Tirst MIC port,

Ensure that the host has a standard switch and the default uplinks with 10Gb speed are conflgured
starting with traditional numberning (e g_ wwnnic) and increasng sequentially

B Host hardware heaith status is hesithy without any errors

n All disk partitions on HDD / 550 are deleted

B Ensure required network pool is created and avaiable before host commissoning.

Ensura hosts 1o ke used Tor VSAN workload domain are associated with VAN enabled network pool.

Enzsura hosts 1o e used Tor NFS workioad domain are associaled with NFS enabled nelwork pood.

Emsure nosts o e used Tor WYMES on FC workload gomain are asscciated with NFS or WMGTION only
enabied network pool

Ensure hosts to be used for vWol FC workload domain are associated with NFS or VMOTION only
engbied network pool

u Ensure hosts o be used for vWol NFS workioad domain are associated with NFS and VMOTION only
enabled netwaork pool

Ensura hosts Lo be used for vWiol I5C5] workload domain are associated with iSCSI1 and WMOTION onily
enabied network pool

For nosts with a DPU gevice, enable SR-10W in the BIOS and in the vSphera Chent {if required Dy Your
DPU vendork.

CANCEL

3. Najanela Adigao e validacao de host, preencha o FQDN do host, o Tipo de armazenamento, o
nome do pool de rede que inclui os enderecos IP de armazenamento vMotion e NFS a serem
usados para o dominio de carga de trabalho e as credenciais para acessar o host ESXi. Clique em
Adicionar para adicionar o host ao grupo de hosts a serem validados.



Commission Hosts Host Addition and Validation

~ Add Hosts
1 Host Addition and Validation

You can either choose to add host one at a time or download JSON template and perform bulk commission

© Add new () Import
Host FQDN vef-wkld-esx02.sddc.netapp.com
Storage Type () vsaN [« N () VMFS on FC () wvol

Network Pool Name (§) lglpliant
User Name root
Password ssssmssse

(9} o}

Hosts Added

@ -

l @ Hosts added successfully. Add more or confirm fingerprint and validate host b 4

(I confirm all Finger Prints (3)

FQDN Network Pool

i vef-wkid- NF5_NPOT
esx0l.sddcnetapp.com

T i}

VALIDATE ALL

~
- 5 - Validation
IP Address Confirm FingerPrint Status ®
172.21166.135 v 3 (5) Not Validated
& SHA256:CKbsinf
EOG++z/
IpFUOFDI2tLuY
FZ47WicvDpéy
EQM
~
1hosts
CANCEL

4. Depois que todos os hosts a serem validados forem adicionados, clique no botéo Validar todos para

continuar.

5. Supondo que todos os hosts estejam validados, clique em Avangar para continuar.
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Hosts Added

‘ @ Host Validated Successiully

b

@D confirm all Finger prints ()

a

FOQDN

vei-whld-
e5x04 sddc netapp.com

vof-wkld-
esx03.sddc.netapp.com

vef-wkid-
esx02 sddc netapp.com

wvef-whld-
es5x01 sddc netapp.com

Metwork Pool

NFS_NPO1

@

NES_NPO1

@

NFS_NPO1

@

NFS_NPO1

&)

IF Address

172.21.166.138

17221166137

17221166136

17221.166.135

Confirm FingerPrint

o

SHA256:9Kg+9
nGatE45QkOMs
QPON/
k5gZB9zyKN+6
CBPmMXsvLBc

SHA256:NPX4/

mei/
2zmLJHfmPwbk
6zhapoUxV2IO
wZDPFHz+zo

SHA256:AMhyR
600pTAYYqO
DJhgVbj/M/
GvrQaqUy7Cet
MAIWY

SHA256:CKbsinf
EOG++z/
IpFUOFDI2tLuY
FZ47WicVDpév
EGM

VALIDATE ALL

~
Validation
Status ®

@) valid

@) Valid

(=) Valid

@) Valid

CANCEL

6. Revise a lista de hosts a serem comissionados e clique no botdo Comisséo para iniciar o processo.
Monitore o processo de comissionamento no painel de tarefas no gerenciador do SDDC.




Commission Hosts

1 Host Addition and Validation

2 Review

Review

Skip failed hosts during commissioning @ @) on

“ Validated Host(s)

vef-wkld-esx04 sddc.netapp.com

vef-wkid-esx03.sddc.netapp.com

vef-wkld-esx02 sddc.netapp.com

vel-wikid-esx01.sddenetapp.com

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.138
Storage Type: NFS

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.137
Storage Type. NFS

Network Pool Name: NFS_NPO1

IP Address: 172 21166136
Storage Type: NFS

Network Pool Name: NFS_NPO1

IP Address: 172.21.166.135
Storage Type: NFS

CANCEL
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Implantar dominio de carga de trabalho do VI

56

A implantacdo de dominios de carga de trabalho do VI é realizada usando a interface do VCF Cloud
Manager. Aqui serao apresentadas apenas as etapas relacionadas a configuragdo do armazenamento.

Para obter instrugbes passo a passo sobre como implantar um dominio de carga de trabalho VI,

consulte"Implantar um dominio de carga de trabalho do VI usando a interface de usuario do Gerenciador
do SDDC".

1. No painel do SDDC Manager, clique em + Dominio de carga de trabalho no canto superior direito
para criar um novo dominio de carga de trabalho.

) Cashboard SDDC Manager Dashboard @ RURCHEN BAC SORAN
Sations =
|@- e e AR L e e e e
Invantory
RN Workioad O 3 x + x
m i @ 0 Solutions CPU, Memory, Storage Usage Recent tasks
£ Lifecy'cle Managoment 3 Warkiogd Maragsmant 4 e
Admenistration hd -
€3 N BT = }ow £1GHE
1 Workload Domains v
) = Top Domains in allocated CPU Usage
a
@ 3|
4o Moty

Host Type and Usage I
Host Types
Hybeid ot Top Domains in alecated Memaory Usage

2. No assistente de configuragéo do VI, preencha as se¢oes Informagoes gerais, Cluster,
Computagao, Rede e Sele¢ao de host, conforme necessario.

Para obter informacdes sobre como preencher as informacbes necessarias no assistente de
configuragéo do VI, consulte"Implantar um dominio de carga de trabalho do VI usando a interface de
usuario do Gerenciador do SDDC" .


https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/working-with-workload-domains-admin/about-virtual-infrastructure-workload-domains-admin/deploy-a-vi-workload-domain-using-the-sddc-manager-ui-admin.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/working-with-workload-domains-admin/about-virtual-infrastructure-workload-domains-admin/deploy-a-vi-workload-domain-using-the-sddc-manager-ui-admin.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/working-with-workload-domains-admin/about-virtual-infrastructure-workload-domains-admin/deploy-a-vi-workload-domain-using-the-sddc-manager-ui-admin.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/working-with-workload-domains-admin/about-virtual-infrastructure-workload-domains-admin/deploy-a-vi-workload-domain-using-the-sddc-manager-ui-admin.html

VI Configuration

1 General Info

+

1. Na sec¢do Armazenamento NFS, preencha o Nome do Datastore, o ponto de montagem da pasta do
volume NFS e o enderego IP do LIF da VM de armazenamento NFS do ONTAP .

VI Configuration NFS Storage
1 General Info NFS Share Details
2 Cluster Datastore Name (1) VCF_WEKLD_O1
3 Compute Folder (1) /NCF_WKLD_01
4 Networking NFS Server IP Address () 172.21118.163
5 Host Selection

6 NFS Storage

2. No assistente de configuragéo do VI, conclua as etapas de configuragao do switch e licenga e clique
em Concluir para iniciar o processo de criagdo do dominio de carga de trabalho.
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VI Configuration Review

1 General Info v General
Virtual infrastructure Name vel-wikid-01
2 Cluster
Organization Name it-inf
3 Compute
S50 Domain Option Joining Managemaent SSO Domain
4 Networking w Cluster
Cluster Name IT-INF-WHKLD-D1
5 Host Selection ) ’
w Compute
6 NFS Storage
vCenter IP Address 7221166143
7 Switch Configuration vCenter DNS Name vef=wkid-vo Ol st netapp com
B License vCenter Subnet Mask 355 355 255
: vCenter Default Gateway W221660
9 Review
w Networking
NSX Manager Instance Option Creating new NSX instance

MNSX Manager Clustar 1P

NSX Manager Cluster FQDN 01 sddc netapp.com

56.144, 172.21166.145, 172.21166.146

NSX Manager [P Addresses

CANCEL [ BACK |

3. Monitore o processo e resolva quaisquer problemas de validagdo que surjam durante o processo.

Instalar o plug-in NetApp NFS para VMware VAAI

O NetApp NFS Plug-in para VMware VAAI integra as bibliotecas de discos virtuais VMware instaladas no
host ESXi e fornece operacdes de clonagem de alto desempenho que terminam mais rapidamente. Este
€ um procedimento recomendado ao usar sistemas de armazenamento ONTAP com VMware vSphere.

Para obter instrucbes passo a passo sobre como implantar o NetApp NFS Plug-in para VMware VAAI
seguindo as instrugbes em"Instalar o plug-in NetApp NFS para VMware VAAI" .

Demonstragdao em video desta solugao

Datastores NFS como armazenamento principal para dominios de carga de trabalho VCF

Informagoes adicionais

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentacao do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacao do VMware Cloud Foundation”
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=9b66ac8d-d2b1-4ac4-a33c-b16900f67df6
https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html

Expanda o VCF com armazenamento suplementar

Aprenda sobre como expandir o armazenamento para um ambiente VCF usando
armazenamento suplementar

O VMware Cloud Foundation (VCF) oferece suporte a uma ampla variedade de opgoes
de armazenamento suplementar para expandir o armazenamento em dominios de
gerenciamento de VCF e dominios de carga de trabalho de infraestrutura virtual (VI).

As ONTAP tools for VMware vSphere fornecem uma solugéo eficiente para essa expansao, integrando
perfeitamente o armazenamento NetApp ao ambiente VCF.

As ferramentas ONTAP simplificam a configuracéo e o gerenciamento de armazenamentos de dados,
permitindo que os administradores provisionem e gerenciem o armazenamento diretamente do vSphere
Client. Os recursos avangados do ONTAP, como snapshots, clonagem e protegédo de dados, melhoram o
desempenho, a eficiéncia e a escalabilidade do armazenamento no ambiente VCF.

Protocolos suportados para expansdo de armazenamento

Ambientes VCF podem ser expandidos usando varios protocolos de armazenamento, cada um oferecendo
beneficios e casos de uso exclusivos.

Vocé pode usar os seguintes protocolos para expandir o armazenamento em dominios de gerenciamento VCF
e dominios de carga de trabalho VI. Escolha a melhor opgdo para seu ambiente para integrar perfeitamente o
armazenamento suplementar a sua implantagéo de VCF.

iSCSI

Protocolo baseado em blocos que utiliza redes Ethernet padrao. Ideal para ambientes que exigem alto
desempenho, flexibilidade e dimensionamento econdémico.

O iSCSI é amplamente utilizado para armazenamentos de dados VMFS e oferece suporte a recursos ONTAP
avangados, como snapshots e clonagem.

» Alto desempenho: oferece alto desempenho para fornecer taxas de transferéncia de dados rapidas e
eficientes e baixa laténcia. Ideal para aplicativos empresariais exigentes e ambientes virtualizados.

* Facilidade de gerenciamento: simplifica o gerenciamento de armazenamento usando ferramentas e
protocolos familiares baseados em IP.

» Custo-beneficio: utiliza a infraestrutura Ethernet existente, reduzindo a necessidade de hardware
especializado e permitindo que as organizagées obtenham solugbes de armazenamento confiaveis e
escalaveis.

Para obter mais informacdes sobre o uso do iSCSI com sistemas de armazenamento NetApp , consulte
"Provisionamento SAN com iSCSI" .

Canal de Fibra (FC)

Protocolo de alta velocidade e baixa laténcia que utiliza redes FC dedicadas. O FC é preferido para cargas de
trabalho de missao critica que exigem confiabilidade, largura de banda dedicada e corregao de erros robusta.
E comumente usado para armazenamentos de dados VMFS em ambientes corporativos.

» Alto desempenho: o FC fornece altas taxas de transferéncia de dados, tornando-o ideal para aplicacoes
que exigem acesso rapido e confiavel a grandes quantidades de dados.
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https://docs.netapp.com/us-en/ontap/san-admin/san-host-provisioning-concept.html

» Baixa laténcia: laténcia muito baixa, o que € crucial para aplicativos sensiveis ao desempenho, como
bancos de dados e ambientes virtualizados.

» Confiabilidade: As redes FC sao conhecidas por sua robustez e confiabilidade, com recursos como
redundancia integrada e corregao de erros.

» Largura de banda dedicada: o FC fornece largura de banda dedicada para trafego de armazenamento,
reduzindo o risco de congestionamento da rede.

Para obter mais informacgdes sobre o uso do Fibre Channel com sistemas de armazenamento NetApp ,
consulte "Provisionamento SAN com FC" .

NFS (Sistema de Arquivos de Rede)

Protocolo baseado em arquivos que permite facil compartilhamento e gerenciamento de arquivos entre hosts.
O NFS é simples de configurar e dimensiona com eficiéncia, tornando-o adequado para cargas de trabalho e
ambientes virtualizados que exigem acesso flexivel a arquivos.

Os datastores NFS sao suportados pelo ONTAP e pelo vSphere para dominios de gerenciamento e carga de
trabalho.

» Simplicidade e facilidade de uso: O NFS é simples de configurar e gerenciar, o que o torna uma
excelente escolha para ambientes que exigem compartilhamento de arquivos rapido e facil.

» Escalabilidade: a arquitetura do ONTAP permite que o NFS seja dimensionado de forma eficiente, dando
suporte as crescentes necessidades de dados sem mudangas significativas na infraestrutura.

* Flexibilidade: O NFS oferece suporte a uma ampla variedade de aplicativos e cargas de trabalho, o que o
torna versatil para varios casos de uso, incluindo ambientes virtualizados.

Para mais informacdes, consulte o "Guia de referéncia do NFS v3 para vSphere 8" .

NVMe/TCP

Protocolo moderno que oferece alto desempenho e baixa laténcia em redes Ethernet padrdao usando TCP/IP.
NVMe/TCP ¢ ideal para aplicagdes exigentes e operagdes de dados em larga escala, proporcionando
escalabilidade e eficiéncia de custos sem exigir hardware especializado.

» Alto desempenho: Oferece desempenho excepcional com baixa laténcia e altas taxas de transferéncia
de dados. Isso é crucial para aplicativos exigentes e operagdes de dados em larga escala.

» Escalabilidade: Suporta configuragbes escalaveis, permitindo que os administradores de Tl expandam
sua infraestrutura perfeitamente conforme os requisitos de dados aumentam.

» Custo-beneficio: Funciona em switches Ethernet padrdo e € encapsulado dentro de datagramas TCP.
Nao é necessario equipamento especial para implementar.

Para obter mais informacdes sobre os beneficios do NVMe, consulte "O que € NVME?" .

Casos de uso para adicionar armazenamento suplementar

Os casos de uso a seguir demonstram como adicionar armazenamento suplementar aos dominios de
gerenciamento de VCF e aos dominios de carga de trabalho de Infraestrutura Virtual (VI) usando diferentes
protocolos e configuragdes.

* "Dominio de gerenciamento com iSCSI"

* "Dominio de Gestao com FC"

* "Dominio de carga de trabalho de infraestrutura virtual com vVols (iISCSI)"
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https://docs.netapp.com/us-en/ontap/san-admin/san-provisioning-fc-concept.html
https://docs.netapp.com/pt-br/netapp-solutions-virtualization/vmware/vmw-vvf-overview.html
https://www.netapp.com/data-storage/nvme/what-is-nvme/

* "Dominio de carga de trabalho de infraestrutura virtual com vVols (NFS)"
* "Dominio de carga de trabalho de infraestrutura virtual com NVMe/TCP"

* "Dominio de carga de trabalho de infraestrutura virtual com FC"

Expanda os dominios de gerenciamento com iSCSI

Fluxo de trabalho de implantagao para adicionar um armazenamento de dados iSCSI como
armazenamento suplementar em um dominio de gerenciamento VCF

Comece adicionando um armazenamento de dados iSCSI como armazenamento
suplementar para um dominio de gerenciamento do VMware Cloud Foundation (VCF).
Vocé configurara uma Maquina Virtual de Armazenamento (SVM) com interfaces logicas
(LIFs) para iSCSI, configurara redes iSCSI em hosts ESXi, implantara ONTAP tools for
VMware vSphere e criara um armazenamento de dados VMFS.

o "Revise os requisitos de implantagao”

Revise os requisitos para adicionar armazenamentos de dados iISCSI como armazenamento suplementar ao
dominio de gerenciamento VCF.

e "Crie o SVM e os LIFs"

Crie uma SVM com varios LIFs para trafego iSCSI.

e "Configurar rede"

Configure a rede para iISCSI em hosts ESXi.

o "Configurar armazenamento™

Implante e use ferramentas ONTAP para configurar o armazenamento.

Requisitos de implantacao para adicionar um armazenamento de dados iSCSI a um dominio de
gerenciamento VCF

Revise os requisitos para adicionar armazenamentos de dados iSCSI como
armazenamento suplementar a um dominio de gerenciamento do VMware Cloud
Foundation (VCF).

Requisitos de infraestrutura

Certifique-se de que os seguintes componentes e configuragbes estejam instalados.

* Um sistema de armazenamento ONTAP AFF ou ASA com portas de dados fisicas em switches Ethernet
dedicados ao trafego de armazenamento.

» Aimplantagdo do dominio de gerenciamento do VCF foi concluida e o cliente vSphere esta acessivel.
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vmw-vcf-mgmt-supplemental-iscsi-requirements.html
vmw-vcf-mgmt-supplemental-iscsi-svm-lifs.html
vmw-vcf-mgmt-supplemental-iscsi-network.html
vmw-vcf-mgmt-supplemental-iscsi-storage.html

Projeto de rede iSCSI recomendado

Vocé deve configurar projetos de rede totalmente redundantes para iSCSI. O diagrama a seguir mostra um
exemplo de configuragdo redundante, fornecendo tolerancia a falhas para sistemas de armazenamento,
switches, adaptadores de rede e sistemas host. Consulte o NetApp"Referéncia de configuracao SAN" para
obter informacdes adicionais.

ESXi Host 1 ESXi Host 2 p— ESXiHost N

nic nied

ella alla *

elb alb 2 L
NetApp ASA controller-1 NetApp ASA controller-2

Para multipathing e failover em varios caminhos, crie no minimo dois LIFs por né de armazenamento em
redes Ethernet separadas para todas as SVMs em configuragdes iSCSI.

Em situagdes em que varios adaptadores VMkernel s&o configurados na mesma rede IP, é

recomendavel usar a vinculagéo de porta iSCSI de software nos hosts ESXi para garantir que o
balanceamento de carga entre os adaptadores ocorra. Consulte o artigo da KB"Consideracoes
sobre o uso de vinculacao de porta iISCSI de software no ESX/ESXi" .

O que vem a seguir?

Ap0ds revisar os requisitos de implantacao,"criar o SVM e os LIFs".

Crie SVM e LIFs para armazenamentos de dados iSCSI em um dominio de gerenciamento VCF

Crie uma Maquina Virtual de Armazenamento (SVM) com varias Interfaces Logicas
(LIFs) para fornecer conectividade iSCSI para dominios de gerenciamento do VMware
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https://docs.netapp.com/us-en/ontap/san-config/index.html
https://knowledge.broadcom.com/external/article?legacyId=2038869
https://knowledge.broadcom.com/external/article?legacyId=2038869
vmw-vcf-mgmt-supplemental-iscsi-svm-lifs.html

Cloud Foundation. Vocé configurara o SVM com suporte ao protocolo iSCSI e
configurara varios LIFs em redes Ethernet separadas para habilitar multipathing e

failover para desempenho e disponibilidade ideais.

Para adicionar novos LIFs a um SVM existente, consulte a documentacdo do ONTAP :"Criar LIFs ONTAP" .

Passos

1. No ONTAP System Manager, navegue até VMs de armazenamento no menu a esquerda e clique em +

Adicionar para iniciar.

Mostrar exemplo

= | ONTAP System Manager

DASHBOARD

INSIGHTS

STORAGE

Overview
Volumes
LUNs

Consistency Groups

NVMe Namespaces

Shares
Buckets
Qtrees

Quotas

Storage VMs

Tiers

Storage VMs

Mame

EHC_iSC5l

EHC

HMC_187

HMC_3510

HMC_iSCSI_3510

infra_svrm_a300

J5_EHC_i5C5l

OTViest

2. No assistente Adicionar VM de armazenamento, forneca um Nome para a SVM, selecione o Espaco IP

e, em Protocolo de acesso, clique na guia iISCSI e marque a caixa para Ativar iSCSI.
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Mostrar exemplo

Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,53 = @& iSCSI | FC  NVMe

Enable iSCSI

3. Na secgéao Interface de rede, preencha o endereco IP, a mascara de sub-rede e 0 dominio e porta de
transmissao para o primeiro LIF. Para LIFs subsequentes, vocé pode usar configuragdes individuais ou
marcar a caixa de selegao para usar configuragcbes comuns em todos os LIFs restantes.

Para multipathing e failover em varios caminhos, crie no minimo dois LIFs por né de
@ armazenamento em redes Ethernet separadas para todas as SVMs em configuragdes
iISCSI.
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Mostrar exemplo

NETWORK INTERFACE

ntaphci-a300-01
IP ADDRESS SUBNET MASK GATEWAY EROADCAST DOMAIN AND PORT s

172.21.118.179 24 Add optional gateway  npg jscs) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.175 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 A

IP ADDRESS PORT
172.21.119.180 ala-3375 A

4. Escolha se deseja habilitar a conta de administracado da VM de armazenamento (para ambientes
multilocagao) e clique em Salvar para criar a SVM.

Mostrar exemplo

Storage VM Administration

Manage administrator account



O que vem a seguir?

Depois de criar o SVM e os LIFs,"configurar rede para iSCSI em hosts ESXi" .

Configurar rede para iSCSI em hosts ESXi em um dominio de gerenciamento VCF

Configure a rede iSCSI em hosts ESXi em dominios de gerenciamento do VMware Cloud
Foundation para habilitar a conectividade com sistemas de armazenamento ONTAP .
Vocé criara grupos de portas distribuidas com separagao de VLAN, configurara o
agrupamento de uplink para redundancia e configurara adaptadores VMkernel em cada
host ESXi para estabelecer caminhos iSCSI dedicados para recursos de failover.

Execute estas etapas no cluster de dominio de gerenciamento do VCF usando o cliente vSphere.

Etapa 1: criar grupos de portas distribuidas para trafego iSCSI

Conclua as seguintes etapas para criar um novo grupo de portas distribuidas para cada rede iSCSI:

Passos

1. No cliente vSphere, navegue até Inventario > Rede para o dominio de carga de trabalho. Navegue até o
Distributed Switch existente e escolha a agao para criar um novo Distributed Port Group....

Mostrar exemplo

vSphere Client O,

<

@ vef-wkld-OT-IT-INF-WKLD-01-vds-01 | :acrions

[D] @ @ Summary Monitor Configure Permissions Ports Hosts
+ [ vef-m01-vcOl.sddec.netapp.com
> [ vcf-mO1-dcot Switch Details

~ [@ vef-wkld-veOlsdde.netapp.com
v R vef-wkld-01-DC

Manufacturer VMware, Inc.
¥ W_

2y vef-wkid-01-T-D\ (=) Actions - vef-wkid-O1-T-INF- Version 800
s WKLD-01-vds-01 E \
[8) vef-wkid-Ol-IT-INF-pueeee sy, | e e twonks E

Distributed Port Group

B vef-wkid-CH-IT-INF- = New Distributed Part Group... ¢
> @ vef-wkid-Ol-T-INF-w) (12 Add and Manage Hosts... {F !
s Import Di d Port Group...
Edit Notes... i 21
2 Manage DistMButed Port Groups...
Upgrade > B
Settings >

2. No assistente Novo grupo de portas distribuidas, preencha um nome para o novo grupo de portas e
clique em Avangar para continuar.

3. Na pagina Configurar configuragées, preencha todas as configuragdes. Se VLANs estiverem sendo
usadas, certifique-se de fornecer o ID de VLAN correto. Clique em Avangar para continuar.
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Mostrar exemplo

New Distributed Port Configure settings X
GTOU D Set general properties of the new port group.
Port binding Static binding
1 Name and location
Port allocation i
Number of ports 8 3]
MNetwork resource pool {default)
VLAN
VLAN type WLAN
VLAN ID 3374 =
Advanced

|:\ Customize default policies configuration

CANCEL BACK

4. Na pagina Pronto para concluir, revise as alteragdes e clique em Concluir para criar o novo grupo de
portas distribuidas.

5. Repita esse processo para criar um grupo de portas distribuidas para a segunda rede iSCSI que esta
sendo usada e certifique-se de ter inserido o ID de VLAN correto.

6. Depois que ambos os grupos de portas forem criados, navegue até o primeiro grupo de portas e selecione

a acgao Editar configuragoes....
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Mostrar exemplo

vSphere Client O,

m B B @

v [ vef-mOl-vcOl.sdde.netapp.com

] vef-m01-dcO1

[ vef-wkid-vcOl.sddc.netapp.com

v [ vef-wkld-01-DC

v = vef-wkld-01-IT-INF-WKLD-01-vds-01

vef-wkld-01-igesi

& vef-wkld-01-i
= vef-wkld-01-1

(i Actions - vef-wkid-01-iscsi-a

) Eﬂit Settings...

Summary

(£ vef-wkid-01-1
i vef-wkid-01-1

@‘ Configuration..

& vef-wkld-01-iscsi-a

Monitor Configure

Distributed Port Group Details

Port binding
Port allocation
VLAN ID

)

Distributed switch

Metwork protocol
profile

! ACTIONS

Permissions Ports Ho

Static binding
Elastic
3374

= velf-wkld-01-IT-INF-
WEKLD-01-vds-01

Na pagina Grupo de portas distribuidas - Editar configuragoes, navegue até Agrupamento e failover
no menu a esquerda e clique em uplink2 para mové-lo para Uplinks nédo utilizados.

Mostrar exemplo

Distributed Port Group - Edit Settings | vcf-wkid-Ot-iscsi-a

General
Advanced
VLAN
Security
Traffic shaping
Monitaring

Miscellaneous

Uplinks nao utilizados.

Load balancing
Network failure detection
Notify switches

Failback

Failover order @

MOVE UP

Active uplinks
T3 uplink1
Standby uplinks

Unused uplinks

3 uplink2

Route based on originating virtual por

Link status only

e

. Repita esta etapa para o segundo grupo de portas iSCSI. Entretanto, desta vez mova uplink1 para



Mostrar exemplo

Distributed Port Group - Edit Settings | vecf-wkid-Ot-iscsi-b

G Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring <
Failover order @

Miscellaneous
MOVE UP

Active uplinks
1 uplink2
Standby uplinks

Unused uplinks

T uplink?

Etapa 2: criar adaptadores VMkernel em cada host ESXi
Crie adaptadores VMkernel em cada host ESXi no dominio de gerenciamento.

Passos

1. No cliente vSphere, navegue até um dos hosts ESXi no inventario do dominio de carga de trabalho. Na
aba Configurar selecione Adaptadores VMkernel e clique em Adicionar Rede... para comegar.

Mostrar exemplo

vSphere Client O,

‘m vcf-wkld-esxOl.sddc.netapp.com | :acrions

[Eﬂ E @ Summary Monitor Configure Permissions VMs Datastores Networks Updates

v [} vef-mOl-vcOl.sddc.netapp.com

A Storage v ~ VMkernel adapters
v B wvef-m01-decO1

B Storage Adapters
> [ vef-m0i-ciol ADD NETWRRKING. . REFRESH
bk Storage Devices
v [ vef-wkld-veOlsdde.netapp.com
B £ whid-01-DC Host Cache Configuration .
~ B vef-wkid-01-]
i Protocel Endpoints .
v [ IT-INF-WKLD-O1 E

Network Label T

#) vef-wkid-O1-IT-INF-WKLD-0l-ve

w1 wmkO el
- /O Filters i SOT-pg-manit
[l vef-wkid-esx01.sddc.netapp.com
= i : 21 yef-wkd-OIT-INF-WKLD-Ot
[{ vef-wkid-esx02.sddc.netapp.com Networking N : ? | & vmid %.vc Wk C!t\_ﬂ IT-INF-WKLD-01-vd
i : s-071-pg-vmotion
[ vef-wkld-esx03.sddc.netapp.com Virtual switches = - :
. e PP mivinie &) vet-wkid-O1-T-INF-WKLD-01-vd
5 wef-wkid-esx04.sddc.netapp.com <ernel adapters SOk pgenits
& vef-wOl-otvo Physical adapters . >

5 vmk10 -

TCP/IP configuration [}

2. Na janela Selecionar tipo de conexao, escolha Adaptador de rede VMkernel e clique em Avancgar para
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continuar.

Mostrar exemplo

Add Networking Select connection type %

1 Select connection type

Select a connection type to create.

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

E:- Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Na pagina Selecionar dispositivo de destino, escolha um dos grupos de portas distribuidas para iSCSI
que foi criado anteriormente.

Mostrar exemplo

Add Networking Select target device X
Select a target device for the new connection.
| 1 Select connection type @ Select an existing network
() Select an existing standard switch
2 Select target device () New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch

vef-wkid-OHT-INF-WEKLD-01-vds-01

@] {8 vef-wkid-Ol-iscsi-b - vef-wkld-01-T-INF-WKLD-01-vds-01
O (8} veF-wkld-01-IT-INF-WKLD-01-vds-01-pg-mgmt - vef-wkid-O1-T-INF-WKLD-01-vds-01
O iR Ve wkid-01-IT-INF-WKLD-01-vds-01-pg-nfs & vef-wkid-DTT-INF-WKLD-01-vds-02
O & vet-widd-01-IT-INF-WKLD-01-vds-01-pg-vmotion  — vet-wkid-O1-T-INF-WEKL D-01-vds-01

Manage Columns 5 items

CANCEL BACK

4. Na pagina Propriedades da porta, mantenha os padrées e clique em Avangar para continuar.
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Mostrar exemplo

Add Networking Port properties

Specify VMkernel port settings.

1 Select connection type
Network label

2 Select target device MTU Get MTU from switch

= TCP/IP stack Default
3 Port properties e

Available services

| ] NVMe over RDMA

Enabled services vMotion [] vsphere Replication NFC
[ provisioning [ vsan
[] Fault Tolerance logging [ vSAN Witness
[ Management [ vSphere Backup NFC
[] vSphere Replication [] NVMe over TCP

5. Na pagina Configuracgdes IPv4, preencha o endereco IP, a mascara de sub-rede e fornega um novo
endereco IP do gateway (somente se necessario). Clique em Avanegar para continuar.

Mostrar exemplo

Add Networking IPv4 settings

Specify VMkernel IPv4 settings.

1 Select connection type ~
() Obtain IPv4 settings automatically

Use static IPv4 settings
2 Select target device ° 9

3 Port properties IPv4 address 172:21.118.127

4 IPv4 settings Subnet mask 255.255.255.0
Default gateway |:| Owverride default gateway for this adapter
DNS server addresses 10.61.185.231

6. Revise suas seleg¢des na pagina Pronto para concluir e clique em Concluir para criar o adaptador
VMkernel.
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Mostrar exemplo

Add Networking Ready to complete 5%
Review your selections before finishing the wizard

1 Select connection type v Select target device

Distributed port ~f-wild-01-iscsi-a
2 Select target device group P MERRE eskA
Distributed switch vef-wkld-01-IT-INF-WKLD-01-vds-01

3 Port properties

v Port properties

4 IPv4 settings New port group vef-wild-01-iscsi-a (vef-wkid-01-I T-INF-WKLD-01-vds-01)
MTU 9000

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Disabled
NVMe over RDMA Disabled

v IPv4 settings
IPv4 address 172211827 (static)
Subnet mask 255.255.255.0

CANCEL BACK

7. Repita esse processo para criar um adaptador VMkernel para a segunda rede iSCSI.

O que vem a seguir?

Depois de configurar a rede para iSCSI em todos os hosts ESXi no dominio de carga de trabalho,"configurar
armazenamento para iISCSI em hosts ESXi" .

Configurar armazenamento iSCSI em um dominio de gerenciamento VCF usando ferramentas ONTAP

Configure armazenamento iSCSI suplementar para expandir os dominios de
gerenciamento do VMware Cloud Foundation. Vocé implantara ferramentas ONTAP ,
configurara um armazenamento de dados iISCSI no dominio de gerenciamento e migrara
VMs de gerenciamento para o novo armazenamento de dados.

Execute as seguintes etapas no cluster de dominio de gerenciamento do VCF usando o cliente vSphere.

Etapa 1: implantar ONTAP tools for VMware vSphere

As ONTAP tools for VMware vSphere (OTV) sdo implantadas como um dispositivo de VM e fornecem uma
interface de usuario do vCenter integrada para gerenciar o armazenamento ONTAP .

Passos
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1. Obtenha a imagem OVA das ferramentas ONTAP do"Site de suporte da NetApp" e baixe-o para uma pasta
local.

2. Efetue login no dispositivo vCenter para o dominio de gerenciamento do VCF.
3. Na interface do dispositivo vCenter, clique com o bot&o direito do mouse no cluster de gerenciamento e
selecione Implantar modelo OVF...

Mostrar exemplo

vSphere Client O,

<

1 vef-mO1-clO1
[m] @ @' Summary Monitor

v [iZ vef-mO1-vcOl.sddc.netapp.com
v FR vef-mOi-deO1 Cluster Detalls

- [ R ——

[[| vecf-mO1-esx [[]] Actions - vef-mO1-clt1

= -+ Total
[[] wvcf-mOi-esx [T Add Hosts..

= Total "
| vef-mOl-esx  =F New Virtual Machine... Migra
[ vef-mOi-esx (% New Resource Pool... Fault |
ELE vef-mOl-nsx

= + @ DJ
o wef-mOl-sdc i Deploy OWE Template... aEOL

&l vef-mOt-veC
oy oF Mew vApD

vef-wOl-nsx

4. No assistente Implantar modelo OVF, clique no botao de opcao Arquivo local e selecione o arquivo OVA
das ferramentas ONTAP que vocé baixou na etapa anterior.

Mostrar exemplo

Deploy OVF Template Select an OVF template %

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

O URL

@ Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.0va
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5. Para as etapas 2 a 5 do assistente, selecione um nome e uma pasta para a VM, selecione o recurso de
computacdo, revise os detalhes e aceite o contrato de licenca.

6. Para o local de armazenamento dos arquivos de configuracao e de disco, selecione o armazenamento de
dados vSAN do cluster de dominio de gerenciamento do VCF.

Mostrar exemplo

Deploy OVF Template Select storage 5%

Select the storage for the configuration and disk files

1 Select an OVF template |_| Encrypt this virtual machine @

Select virtual disk fermat As defined in the VM storage policy

2 Select a name and folder VM Storage Policy Datastore Default v |

D Disable Storage DRS for this virtual machine

3 Select a compute resource
Storage

Compatibility T Capacity T Provisioned T  Free v T

Name T

4 Review detalils

B vef-mot-ciot-ds-vsano1 999.97 GB 717 1B 22572 GB

O B vef-mOt-esx0l-esx-install-datastore = 2575 GB 456 GB 2119 GB Y
5 License agreements

i:.> Lﬂ vcf-mO1-esx02-esx-install-datastore = 2575 GB 456 GB 2119 GB Y
6 Select storage =
&2 i 2575 GB 4.56 GB 2119 GB Y

- [E} vcf-m0l-esx03-esx-install-datastore

O | B vef-mot-esx04-esx-install-datastore  — 2575 GB 456 GB 2119 GB v

Manage Columns Items per page 10 5 items

7. Na pagina Selecionar rede, selecione a rede usada para o trafego de gerenciamento.

Mostrar exemplo

Deploy OVF Template Select networks X
Select a destination network for each source network.
1 Select an OVF template
~
Source Network Destination Metwork
2 Select a name and folder
nat vef-mOo1-cl0T-vds0T-pg-vsan
{ v
1 [
3 Select a compute resource T wREchd =0t pe 1item
| SDDC-DPortGroup-VM-Mg |
4 Review detail » . Browse ...
3 peviewtelals IP Allocation Settings J
IP allocation: Static - Manual
5 License agreements
|P protocol Py
6 Select storage

7 Select networks

8. Na pagina Personalizar modelo, insira todas as informagdes necessarias:
o Senha a ser usada para acesso administrativo as ferramentas ONTAP .
o Endereco IP do servidor NTP.
o Senha da conta de manutencgao das ferramentas ONTAP .
o Ferramentas ONTAP Derby DB senha.

> Nao marque a caixa para Ativar VMware Cloud Foundation (VCF). O modo VCF n&o é necessario
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para implantar armazenamento suplementar.
> FQDN ou endereco IP do dispositivo vCenter para o Dominio de Carga de Trabalho VI
> Credenciais para o dispositivo vCenter do Dominio de Carga de Trabalho VI
o Propriedades de rede necessarias.

9. Clique em Avancar para continuar.
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Mostrar exemplo

Deploy OVF Template Customize template

Customize the deployment properties of this software solution.

1 Select an OVF template [@ 2 proparties have invaiid values x‘

v System Configuration 4 settings

2 Select a name and folder
Application User Password (%) Password to assign to the administrator account.For security
3 Select a compute resource reasons, Itis recommended to use a password that is of elght to
thirty characters and contains a minimum of one upper, one lower,
4 Review details

, and one special character

5 License agreements Pansword &
6 Select storage
Confirm Password sssssseEe @

7 Select networks

8 Customize template NTP Servers A comma-separated list of hostnames or [P addresses of NTP

Servers, If left blank, VMware

tools based time synchronization will be used.

172.21.166.1

Maintenance User Password (*) ord to assign to maint user account

Password @
Confirm Password f>)
Deploy OVF Template Customize template %

Enable VMware Cloud Foundation (VCF) vCenter server and user det.

(]

1 Select an OVF template s are ignored when VCF is enabled

2 Select a name and folder

vCenter Server Address (7) Specify the |P address/hostname of an existing vCenter to register
1o
3 Select a compute resource I cf-wiid-vecOl.sddc.netapp.com I
4 Review details Port (%) Specify the HTTPS port of an existing vCenter to regis
443 =
5 License agreements
Username (%} Specify the username of an existing vCenter to register to.

administrator@vsphere local

6 Select storage

Password (*) Specify er to.

the password of an existing vCenter to regist

7 Select networks

Password sssssssss )]
8 Customize template

Confirm Password ssssssese @

Netwol

roperties

Host Name

IP Address the IP address appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

desired)



10. Revise todas as informagdes na pagina Pronto para concluir e clique em Concluir para comecar a
implantar o dispositivo ONTAP Tools.

Etapa 2: adicionar um sistema de armazenamento
Execute as seguintes etapas para adicionar um sistema de armazenamento usando ferramentas ONTAP .

Passos
1. No cliente vSphere, navegue até o menu principal e selecione * Ferramentas NetApp ONTAP *.

Mostrar exemplo

vSphere Client

(Al Home
&b Shortcuts

5= Inventory

i Content Libraries
&P Workload Management

=l ¥
% Global Inventory Lists

Lﬁ Policies and Profiles
A Auto Deploy
3 Hybrid Cloud Services

o Deyveloper Center

5&3 Administration

Iél Tasks

E5 Events

© Tags & Custom Attributes
"-G‘-‘ Lifecycle Manager

“ MNethpp TAP tools

2. Uma vez nas Ferramentas ONTAP *, na pagina Introducao (ou em *Sistemas de Armazenamento),
clique em Adicionar para adicionar um novo sistema de armazenamento.



Mostrar exemplo

vSphere Client

NetApp ONTAP tools [NSTANCE 172.21.166.139:8443 v
5 ONTAP tools for VMware vSphere
Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storsge capabibny profie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

Storage Mapping Next Steps

o = ==
ettings =1

Reports a

Datastore Report Add Storage System Provision Datastore View Dashboard

Virtual Machine Report View and monitor the datastores in
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores. ONTAP tools for VMware vSphere.
vVols Virtual Machine

Report

Log Integrity Report

&
Settings

Configure administrative settings such

as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
« Qualified and supported with ONTAP 9.13.1 * ONTAP tools for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere B.x releases = RBAC User Creator for Data ONTAR
« Includes newer enhanced SCPs that efficiently map workloads to the newer All SAN Array platforms through policy = ONTAP tools for VMware vSphere REST API Documentation

based management

3. Fornega o endereco IP e as credenciais do sistema de armazenamento ONTAP e clique em Adicionar.
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Mostrar exemplo

Add Storage System

(:i:) Any communication between ONTAP tools piug-in and the storags
system should be mutually authenticated.

vCenter server

Name or [P address: 17216.9.25
Username: admin
Password: sssssssns
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Clique em Sim para autorizar o certificado do cluster e adicionar o sistema de armazenamento.
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Mostrar exemplo

Authorize Cluster Certificate

Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?

Opcional: migrar VMs de gerenciamento para o armazenamento de dados iSCSI

Nos casos em que vocé preferir usar o armazenamento ONTAP para proteger as VMs de gerenciamento do
VCF, use o vMotion para migrar as VMs para o armazenamento de dados iSCSI recém-criado.

Passos
1. No vSphere Client, navegue até o cluster de dominio de gerenciamento e clique na guia VMs.

2. Selecione as VMs a serem migradas para o armazenamento de dados iSCSI, clique com o botao direito e
selecione Migrar...
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Mostrar exemplo

vSphere Client

i) -

~ [ vef-mOl-vcOlsdde.netapp.com
v [ vef-moi-deot

vef-m01-esx01.sddc. netapp.com

vcf-m01-esx02.sddc.netapp.com
] wcf-mOl-esx03 sddc.netapp.com
[l vcf-mOt-esx04.sddc.netapp.com
i vef-m0l-nsxOla

&1 wcf-mOl-otvd

& vef-mOt-sddemot

& vef-mOt-veo!

& vef-wOlnsx01

& vef-wOl-nsx02

&9 vef-wOl-nsx03

i wef-wkid-veO1

> [@ vef-wkid-veOlsddc netapp.com

[ vef-mO1-¢lo1 1 ACTIONS

Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates

Virtual Mac

VADDS

State Status Provisioned Space Used Space Hest CPU Hest Mem

Powered O Normal 616.52 GB
n

Actions - 8 Objects Normal  106.33 GB

Power
Normal 179 1B

Guest OS5

Snapshots Normal 11678 143.81GB

Normal 600,35 GB 90.61GB

) Migr,

Normal 600,39 GB 946 GB

Normal  600.45GB 9514 GB
Template

Normal 1.82TB 126.69 GB 780 MHz 28.02GB
Compatibility

3. No assistente Maquinas Virtuais - Migrar, selecione Alterar somente armazenamento como o tipo de

migracao e clique em Avangar para continuar.

Mostrar exemplo

8 Virtual Machines -
Migrate

Select a migration type x

Change the virtual machines' compute resource, storage, or both.

1 Select a migration type (7) Change compute resource only
Migrate the virtual machines to another host or cluster.

Avancar para continuar.

Change storage only

rate the virtual machines' storage to a compatible datastore or datastore cluster

I ange both compute resource and storage

Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster

-f:.\ Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSO domain.

4. Na pagina Selecionar armazenamento, selecione o armazenamento de dados iSCSi e selecione
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Mostrar exemplo

8 Virtual Machines - Select storage
Mlgrate Select the destination storage for the virtual machine migration.

BATCH CONFIGURE CONFIGURE PER DISK

Select virtual disk format Same format as source

VM Storage Policy Datastore Default ~

2 Select storage |_| Disable Storage: DRS for this virtual machine
Storage 2 .
T | Capacity T Provisioned v |Free T

Mome T Compatibility

| 1 Select a migration type

146 GB

| B mgmt_o_iscsi

'3:' [_3 vef-m01-clOl-ds-vsan01 999.97 GB 72878 52.38 GB v

<
10 2items

Manage Columns Items per page

Compatibility

" Compatibility checks succeeded.

CANCEL BACK

5. Revise as selecdes e clique em Concluir para iniciar a migragao.

6. O status da realocagao pode ser visualizado no painel Tarefas recentes.
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Mostrar exemplo

b Recent Tasks Alarms

Task Name T Target T Status T Details T

Relocate virtual machine @ vef-wdi-nsx03 [ 38% @ Migrating Virtual Machine acti
ve state

Relocate virtual machine @ vef-wiid-vcOl [ 1 42% @ Migrating Virtual Machine acti
ve state

Relocate virtual machine & vef-mOl-otve [P 36% @ Migrating Virtual Machine acti
ve state

Relocate virtual machine & vef-m0l-nsx01a [ S| 49% @ Migrating Virtual Machine acti
ve state

Relocate virtual machine @ vef-wil-nsx02 ] 47% @ Migrating Virtual Machine acti
ve state

Relocate virtual machine @ vef-mol-sddemOl (] 39% @ Migrating Virtual Machine acti
ve state

Relocate virtual machine &0 vcf-wil-nsx01 [ —| 42% @ Migrating Virtual Machine acti
ve state

Relocate virtual machine G vef-mo1-veO! | — | 44% @ Migrating Virtual Machine acti

ve state

Informagoes adicionais

» Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP ,
consulte"Documentacao do ONTAP 9" .

» Para obter informagdes sobre como configurar o VCF, consulte"Documentacédo do VMware Cloud
Foundation" .

 Para obter informagdes sobre o uso de datastores VMFS iSCSI com VMware, consulte"Armazenamento
de dados vSphere VMFS - backend de armazenamento iSCSI com ONTAP" .

» Para demonstracdes em video desta solucao, consulte"Provisionamento de armazenamento de dados
VMware" .

Adicionar um armazenamento de dados VMFS baseado em FC como
armazenamento suplementar para um dominio de gerenciamento usando ONTAP
tools for VMware vSphere

Neste caso de uso, descrevemos como configurar um armazenamento de dados VMFS
por Fibre Channel (FC) como armazenamento suplementar para o dominio de
gerenciamento do VMware Cloud Foundation (VCF). Este procedimento resume as
etapas para implantar ferramentas ONTAP no dominio de gerenciamento, adicionar um
backend de armazenamento e provisionar o armazenamento de dados.

Antes de comecgar
Certifigue-se de que os seguintes componentes e configuragdes estejam instalados.

* Um sistema de armazenamento ONTAP com portas FC conectadas a switches FC.
* SVM criado com FC LIFs.

» vSphere com HBAs FC conectados a switches FC.
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* O zoneamento de iniciador-alvo Unico é configurado em switches FC.

o Use a interface logica SVM FC na configuragdo de zona em vez de portas FC fisicas
@ em sistemas ONTAP .

o Use multipath para FC LUNSs.

Passos

1. Implante ferramentas ONTAP no dominio de gerenciamento seguindo as instrugdes na documentagao das
ONTARP tools for VMware vSphere :"Implantar ferramentas ONTAP no dominio de gerenciamento” .

O dispositivo ONTAP tools for VMware vSphere € implantado como um né unico de pequeno porte com
servigos principais para dar suporte a armazenamentos de dados NFS e VMFS.

2. Adicione um backend de armazenamento usando a interface do cliente vSphere seguindo as instrugoes
na documentagao das ONTAP tools for VMware vSphere :"Definir backend de armazenamento usando a
interface do cliente vSphere" .

Adicionar um backend de armazenamento permite que vocé integre um cluster ONTAP .

3. Provisione o VMFS no FC seguindo as instrugdes na documentagao das ONTAP tools for VMware
vSphere :"Provisionar VMFS no FC" .

Informago6es adicionais
» Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP ,
consulte"Documentacao do ONTAP 9" .

 Para obter informagdes sobre como configurar o VCF, consulte 0"Documentacao do VMware Cloud
Foundation" .

» Para obter informagdes sobre como configurar o Fibre Channel em sistemas de armazenamento ONTAP ,
consulte a documentacdo do ONTAP 9 "Gerenciamento de armazenamento SAN" .

» Para obter mais informacdes sobre o uso do VMFS com sistemas de armazenamento ONTAP , consulte
0"Guia de implantagéo para VMFS" .

» Para demonstragées em video desta solugéo, consulte"Provisionamento de armazenamento de dados
VMware" .

Expanda os dominios de carga de trabalho do VI com vVols iSCSI

Fluxo de trabalho de implantagao para adicionar um armazenamento de dados iSCSI vVols como
armazenamento suplementar em um dominio de carga de trabalho VI

Comece a configurar um armazenamento de dados iSCI vVols como armazenamento
suplementar em um dominio de carga de trabalho de infraestrutura virtual (VI) do
VMware Cloud Foundation (VCF). Vocé criara o SVM e os LIFs, configurara a rede
ISCSI, implantara ONTAP tools for VMware vSphere e configurara o armazenamento.

o "Revise os requisitos de implantagao”

Revise os requisitos para implantar iSCSI vVols em um dominio de carga de trabalho do VMware Cloud
Foundation VI.
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e "Crie o SVM e os LIFs"

Crie uma SVM com varios LIFs para trafego iSCSI.

e "Configurar rede"

Configure a rede para iSCSI em hosts ESXi.

o "Configurar armazenamento™

Implante e use ferramentas ONTAP para configurar o armazenamento.

Requisitos de implantacao para iSCSI vVols em um dominio de carga de trabalho VI

Revise os requisitos de infraestrutura e design de rede recomendados para implantar
ISCSI vVols em um dominio de carga de trabalho do VMware Cloud Foundation VI. Vocé
precisa de um sistema de armazenamento ONTAP AFF ou ASA totalmente configurado,
um dominio de gerenciamento VCF completo e um dominio de carga de trabalho VI
existente.

Requisitos de infraestrutura

Certifiqgue-se de que os seguintes componentes e configuragdes estejam instalados.
* Um sistema de armazenamento ONTAP AFF ou ASA com portas de dados fisicas em switches Ethernet
dedicados ao trafego de armazenamento.
* Alimplantagdo do dominio de gerenciamento do VCF foi concluida e o cliente vSphere esta acessivel.

* Um dominio de carga de trabalho VI foi implantado anteriormente.

Projeto de rede iSCSI recomendado

Vocé deve configurar projetos de rede totalmente redundantes para iSCSI. O diagrama a seguir ilustra um
exemplo de configuragdo redundante. Ele fornece tolerancia a falhas para sistemas de armazenamento,
switches, adaptadores de rede e sistemas host. Para obter informagdes adicionais, consulte o
NetApp"Referéncia de configuragdo SAN" .
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ESXi Host 1 ESXi Host 2 - ESXiHostN

nicl nic

aba +

alb

ela
alk

NetApp ASA controller-1 NetApp ASA controller-2

Para multipathing e failover em varios caminhos, crie no minimo dois LIFs por né de armazenamento em
redes Ethernet separadas para todas as SVMs em configuragdes iSCSI.

Em situagdes em que varios adaptadores VMkernel séo configurados na mesma rede IP, use a

@ vinculagao de porta iISCSI de software nos hosts ESXi para garantir que o balanceamento de
carga entre os adaptadores ocorra. Consulte o artigo da KB"Consideracoes sobre o uso de
vinculagao de porta iSCSI de software no ESX/ESXi" .

O que vem a seguir?

Apds revisar os requisitos de implantagao,“criar o SVM e os LIFs" .

Crie SVM e LIFs para armazenamentos de dados iSCSI vVols em um dominio de carga de trabalho VCF
Vi

Crie uma Maquina Virtual de Armazenamento (SVM) e varias interfaces légicas (LIFs)
em um sistema ONTAP para dar suporte ao trafego iSCSI para armazenamentos de
dados vVols em um dominio de carga de trabalho do VMware Cloud Foundation VI. Vocé
adicionara uma nova SVM, habilitara o iISCSI, configurara LIFs e, opcionalmente,
habilitara a conta de administracao da VM de armazenamento.
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Para adicionar novos LIFs a um SVM existente, consulte a documentacdo do ONTAP :"Criar LIFs ONTAP" .

Passos

1. No ONTAP System Manager, navegue até VMs de armazenamento no menu a esquerda e clique em +

Adicionar para iniciar.

Mostrar exemplo

DASHBOARD

INSIGHTS

STORAGE

Overview
Volumes
LUNs

Consistency Groups

NVMe Namespaces

Shares
Buckets
Qtrees

Quotas

Storage VMs

Tiers

Il ONTAP System Manager

Storage VMs

MName

EHC_isC5sl

EHC

HMC_187

HMC_3510

HMC_iSCSI_3510

infra_swvm_a300

J5_EHC_iSCsl

OTViest

2. No assistente Adicionar VM de armazenamento, forneca um Nome para a SVM, selecione o Espago IP

e, em Protocolo de acesso, clique na guia iISCSI e marque a caixa para Ativar iSCSI.
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Mostrar exemplo

Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,53 = @& iSCSI | FC  NVMe

Enable iSCSI

3. Na secgéao Interface de rede, preencha o endereco IP, a mascara de sub-rede e 0 dominio e porta de
transmissao para o primeiro LIF. Para LIFs subsequentes, vocé pode usar configuragdes individuais ou
marcar a caixa de selegao para usar configuragcbes comuns em todos os LIFs restantes.

Para multipathing e failover em varios caminhos, crie no minimo dois LIFs por né de
@ armazenamento em redes Ethernet separadas para todas as SVMs em configuragdes
iISCSI.
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Mostrar exemplo

NETWORK INTERFACE

ntaphci-a300-01
IP ADDRESS SUBNET MASK GATEWAY EROADCAST DOMAIN AND PORT s

172.21.118.179 24 Add optional gateway  npg jscs) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.175 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 A

IP ADDRESS PORT
172.21.119.180 ala-3375 A

4. Escolha se deseja habilitar a conta de administracado da VM de armazenamento (para ambientes
multilocagao) e clique em Salvar para criar a SVM.

Mostrar exemplo

Storage VM Administration

Manage administrator account



O que vem a seguir?

Depois de criar o SVM e os LIFs,"configurar rede para iSCSI em hosts ESXi" .

Configurar rede para iSCSI em hosts ESXi em um dominio de carga de trabalho VCF VI

Configure a rede para armazenamento iSCSI em hosts ESXi em um dominio de carga de
trabalho VI. Vocé criara grupos de portas distribuidas para trafego iSCSI e configurara
adaptadores VMkernel usando o cliente vSphere para habilitar conectividade confiavel e
multipathing.

Use o cliente vSphere com o vCenter Single Sign-On para executar estas etapas no cluster do VI Workload
Domain. O mesmo cliente vSphere gerencia os dominios de gerenciamento e carga de trabalho.

Etapa 1: criar grupos de portas distribuidas para trafego iSCSI
Conclua as etapas a seguir para criar um novo grupo de portas distribuidas para cada rede iSCSI.

Passos

1. No cliente vSphere, navegue até Inventario > Rede para o dominio de carga de trabalho. Navegue até o
Distributed Switch existente e escolha a agao para criar um novo Distributed Port Group....

Mostrar exemplo

vSphere Client O,

@ vef-wkld-OT-IT-INF-WKLD-01-vds-01 | :acrions

[]:l] @ @ Summary Monitor Configure Permissions Ports Hosts
+ [ vef-m01-vcOl.sddc.netapp.com
> [f vef-mO1-dcOl Switch Details

< [ vef-wkid-veOl.sddc.netapp.com
v R vef-wklid-01-DC

Manufacturer VMware, Inc.
P Wm_

2 yef-wkid-O14T--D\ (=) Actions - vef-wkid-O1-IT-INF- Version 500
- WKLD-01-vds-01 ; ) Network s
) veF-wkid-O1-IT-INF- gy frsian s a1 s

e Distributed Port Group

[ vef-whkid-01-1T-INF- (&5 New Distribyted Port Group... °
5 B vef-wkid-Ol-T-INF-wy (12 Add and Manage Hosts... [t !
o Import Di d Port Group..
Edit Notes... i 21
2 Manage DistMButed Port Groups...
Upgrade ) =2
Settings >

2. No assistente Novo grupo de portas distribuidas, preencha um nome para o novo grupo de portas e
cligue em Avangar para continuar.

3. Na pagina Configurar configuragoes, preencha todas as configuragbes. Se VLANs estiverem sendo
usadas, certifique-se de fornecer o ID de VLAN correto. Clique em Avangar para continuar.
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Mostrar exemplo

New Distributed Port Configure settings X
GTOU D Set general properties of the new port group.
Port binding Static binding
1 Name and location
Port allocation i
Number of ports 8 3]
MNetwork resource pool {default)
VLAN
VLAN type WLAN
VLAN ID 3374 =
Advanced

|:\ Customize default policies configuration

CANCEL BACK

4. Na pagina Pronto para concluir, revise as alteragdes e clique em Concluir para criar o novo grupo de
portas distribuidas.

5. Repita esse processo para criar um grupo de portas distribuidas para a segunda rede iSCSI que esta
sendo usada e certifique-se de ter inserido o ID de VLAN correto.

6. Depois que ambos os grupos de portas forem criados, navegue até o primeiro grupo de portas e selecione

a acgao Editar configuragoes....
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Mostrar exemplo

vSphere Client O,

m B B @

v [ vef-mOl-vcOl.sdde.netapp.com

] vef-m01-dcO1

[ vef-wkid-vcOl.sddc.netapp.com

v [ vef-wkld-01-DC

v = vef-wkld-01-IT-INF-WKLD-01-vds-01

vef-wkld-01-igesi

& vef-wkld-01-i
= vef-wkld-01-1

(i Actions - vef-wkid-01-iscsi-a

) Eﬂit Settings...

Summary

(£ vef-wkid-01-1
i vef-wkid-01-1

@‘ Configuration..

& vef-wkld-01-iscsi-a

Monitor Configure

Distributed Port Group Details

Port binding
Port allocation
VLAN ID

)

Distributed switch

Metwork protocol
profile

! ACTIONS

Permissions Ports Ho

Static binding
Elastic
3374

= velf-wkld-01-IT-INF-
WEKLD-01-vds-01

Na pagina Grupo de portas distribuidas - Editar configuragoes, navegue até Agrupamento e failover
no menu a esquerda e clique em uplink2 para mové-lo para Uplinks nédo utilizados.

Mostrar exemplo

Distributed Port Group - Edit Settings | vcf-wkid-Ot-iscsi-a

General
Advanced
VLAN
Security
Traffic shaping
Monitaring

Miscellaneous

Uplinks nao utilizados.

Load balancing
Network failure detection
Notify switches

Failback

Failover order @

MOVE UP

Active uplinks
T3 uplink1
Standby uplinks

Unused uplinks

3 uplink2

Route based on originating virtual por

Link status only

e

. Repita esta etapa para o segundo grupo de portas iSCSI. Entretanto, desta vez mova uplink1 para



Mostrar exemplo

Distributed Port Group - Edit Settings | vecf-wkid-Ot-iscsi-b

G Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring <
Failover order @

Miscellaneous
MOVE UP

Active uplinks
1 uplink2
Standby uplinks

Unused uplinks

T uplink?

Etapa 2: criar adaptadores VMkernel em cada host ESXi
Execute as seguintes etapas em cada host ESXi no dominio de carga de trabalho usando o cliente vSphere.

Passos

1. No cliente vSphere, navegue até um dos hosts ESXi no inventario do dominio de carga de trabalho. Na
aba Configurar selecione Adaptadores VMkernel e clique em Adicionar Rede... para comegar.

Mostrar exemplo

vSphere Client O,

‘m vcf-wkld-esxOl.sddc.netapp.com | :acrions

[Eﬂ E @ Summary Monitor Configure Permissions VMs Datastores Networks Updates

v [} vef-mOl-vcOl.sddc.netapp.com

A Storage v ~ VMkernel adapters
v B wvef-m01-decO1

B Storage Adapters
> [ vef-m0i-ciol ADD NETWRRKING. . REFRESH
bk Storage Devices
v [ vef-wkld-veOlsdde.netapp.com
B £ whid-01-DC Host Cache Configuration .
~ B vef-wkid-01-]
i Protocel Endpoints .
v [ IT-INF-WKLD-O1 E

Network Label T

#) vef-wkid-O1-IT-INF-WKLD-0l-ve

w1 wmkO el
- /O Filters i SOT-pg-manit
[l vef-wkid-esx01.sddc.netapp.com
= i : 21 yef-wkd-OIT-INF-WKLD-Ot
[{ vef-wkid-esx02.sddc.netapp.com Networking N : ? | & vmid %.vc Wk C!t\_ﬂ IT-INF-WKLD-01-vd
i : s-071-pg-vmotion
[ vef-wkld-esx03.sddc.netapp.com Virtual switches = - :
. e PP mivinie &) vet-wkid-O1-T-INF-WKLD-01-vd
5 wef-wkid-esx04.sddc.netapp.com <ernel adapters SOk pgenits
& vef-wOl-otvo Physical adapters . >

5 vmk10 -

TCP/IP configuration [}

2. Na janela Selecionar tipo de conexao, escolha Adaptador de rede VMkernel e clique em Avancgar para

93



continuar.

Mostrar exemplo

Add Networking Select connection type %

1 Select connection type

Select a connection type to create.

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

E:- Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Na pagina Selecionar dispositivo de destino, escolha um dos grupos de portas distribuidas para iSCSI
que foi criado anteriormente.

Mostrar exemplo

Add Networking Select target device X
Select a target device for the new connection.
| 1 Select connection type @ Select an existing network
() Select an existing standard switch
2 Select target device () New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch

vef-wkid-OHT-INF-WEKLD-01-vds-01

@] {8 vef-wkid-Ol-iscsi-b - vef-wkld-01-T-INF-WKLD-01-vds-01
O (8} veF-wkld-01-IT-INF-WKLD-01-vds-01-pg-mgmt - vef-wkid-O1-T-INF-WKLD-01-vds-01
O iR Ve wkid-01-IT-INF-WKLD-01-vds-01-pg-nfs & vef-wkid-DTT-INF-WKLD-01-vds-02
O & vet-widd-01-IT-INF-WKLD-01-vds-01-pg-vmotion  — vet-wkid-O1-T-INF-WEKL D-01-vds-01

Manage Columns 5 items

CANCEL BACK

4. Na pagina Propriedades da porta, mantenha os padrées e clique em Avangar para continuar.
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Mostrar exemplo

Add Networking Port properties

Specify VMkernel port settings.

1 Select connection type
Network label

2 Select target device MTU Get MTU from switch

= TCP/IP stack Default
3 Port properties e

Available services

| ] NVMe over RDMA

Enabled services vMotion [] vsphere Replication NFC
[ provisioning [ vsan
[] Fault Tolerance logging [ vSAN Witness
[ Management [ vSphere Backup NFC
[] vSphere Replication [] NVMe over TCP

5. Na pagina Configuracgdes IPv4, preencha o endereco IP, a mascara de sub-rede e fornega um novo
endereco IP do gateway (somente se necessario). Clique em Avanegar para continuar.

Mostrar exemplo

Add Networking IPv4 settings

Specify VMkernel IPv4 settings.

1 Select connection type ~
() Obtain IPv4 settings automatically

Use static IPv4 settings
2 Select target device ° 9

3 Port properties IPv4 address 172:21.118.127

4 IPv4 settings Subnet mask 255.255.255.0
Default gateway |:| Owverride default gateway for this adapter
DNS server addresses 10.61.185.231

6. Revise suas seleg¢des na pagina Pronto para concluir e clique em Concluir para criar o adaptador
VMkernel.
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Mostrar exemplo

Add Networking Ready to complete 5%
Review your selections before finishing the wizard

1 Select connection type v Select target device

Distributed port ~f-wild-01-iscsi-a
2 Select target device group P MERRE eskA
Distributed switch vef-wkld-01-IT-INF-WKLD-01-vds-01

3 Port properties

v Port properties

4 IPv4 settings New port group vef-wild-01-iscsi-a (vef-wkid-01-I T-INF-WKLD-01-vds-01)
MTU 9000

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Disabled
NVMe over RDMA Disabled

v IPv4 settings
IPv4 address 172211827 (static)
Subnet mask 255.255.255.0

CANCEL BACK

7. Repita esse processo para criar um adaptador VMkernel para a segunda rede iSCSI.

O que vem a seguir?

Depois de configurar a rede para iSCSI em todos os hosts ESXi no dominio de carga de trabalho,"configurar
armazenamento para iSCSI vVols" .

Configurar o armazenamento iSCSI vVols em um dominio de carga de trabalho VCF VI usando
ferramentas ONTAP

Configure o armazenamento iISCSI vVols em um dominio de carga de trabalho VI usando
ferramentas ONTAP . Vocé implantara ONTAP tools for VMware vSphere, registrara um
sistema de armazenamento, criara um perfil de capacidade de armazenamento e
provisionara um armazenamento de dados vVols no cliente vSphere.

Etapa 1: implantar ONTAP tools for VMware vSphere

Para dominios de carga de trabalho do VI, as ferramentas ONTAP s&o instaladas no VCF Management
Cluster, mas registradas no vCenter associado ao dominio de carga de trabalho do VI.

As ONTAP tools for VMware vSphere sdo implantadas como um dispositivo de VM e fornecem uma interface
de usuario do vCenter integrada para gerenciar o armazenamento ONTAP .
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Passos

1. Obtenha a imagem OVA das ferramentas ONTAP do"Site de suporte da NetApp" e baixe-o para uma pasta
local.

2. Efetue login no dispositivo vCenter para o dominio de gerenciamento do VCF.

3. Na interface do dispositivo vCenter, clique com o botdo direito do mouse no cluster de gerenciamento e
selecione Implantar modelo OVF...

Mostrar exemplo

vSphere Client

£

(1 vef-mO1-clO1
@ @ @' Summary Monitor

v [ vef-mO1-vcOl.sddc.netapp.com
v B vcf-mO1-dcO1 Cluster Detalls

- [P

[[| vef-mO1-esx [[]] Actions - vef-mO1-clO1

= = Total
[Z] vef-mOl-esx T Add Hosts..

= Total"
1 vef-mOi-esx Gt New Virtual Machine... Migra
[ vef-mOt-esx (% New Resource Fool... Fault |
Euﬁ vef-mOl-nsx

P + & I
ol vef-mOl-sde &7 Deploy OVE Template.. = %

@5’ vef-mOl=vcC

[mk
oy vef-wil-nsx B New wAp

4. No assistente Implantar modelo OVF, clique no botdo de opgéo Arquivo local e selecione o arquivo OVA
das ferramentas ONTAP que vocé baixou na etapa anterior.
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Mostrar exemplo

Deploy OVF Template

1 Select an OVF template

Select an OVF template %

Select an OVF template from remote URL or local file system
Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

O URL

® Local file

UPLOAD FILES netapp-ontap-icols-for-vmware-vsphere-9.13-9554..ova

5. Para as etapas 2 a 5 do assistente, selecione um nome e uma pasta para a VM, selecione o recurso de
computacdo, revise os detalhes e aceite o contrato de licenga.

6. Para o local de armazenamento dos arquivos de configuragéo e de disco, selecione o armazenamento de
dados vSAN do cluster de dominio de gerenciamento do VCF.

Mostrar exemplo

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

Select storage %

Select the storage for the configuration and disk files
[] Encrypt this virtual machine (3)

Select virtual disk format As defined in the VM storage policy

VM Storage Policy Datasiore Default v |

D Disable Storage DRS for this virtual machine

Storage N . o
Name T Compatibility T | Capacity T Provisioned v | Free T T
999.97 GB 22572 GB
O | B vef-mot-esx0l-esx-install-datastore - 25.75 GB 456 GB 2119 GB v
O | B vef-mot-esxoz-esx-nstall-datastore. - 2575 GB 456 0GB 2119 GB v
O | B vet-mOt-esxD3-esc-install-datastore. - 25.75 GB 456 GB 2119 GB v
O | B vef-motesxD4-esx-install-datastore - 2575 GB 456GB 2119 GB v
v
< >

Manage Columns Items per page 10 5 items

7. Na pagina Selecionar rede, selecione a rede usada para o trafego de gerenciamento.
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Mostrar exemplo

Deploy OVF Template Select networks X
Select a destination network for each source network.
1 Select an OVF template
~
Source Network Destination Metwork
2 Select a name and folder
nat vef-mOo1-cl0T-vds0T-pg-vsan
v
3 Select a compute resource T wREchd =0t pe | 1item
[ SDDC-DPortGroup-VIM-Mg |
4 Review detail » . Browse ... ‘
3 peviewtelals IP Allocation Settings
IP allocation: Static - Manual
5 License agreements
|P protocol Py
6 Select storage

7 Select networks

8. Na pagina Personalizar modelo, insira todas as informacdes necessarias:
o Senha a ser usada para acesso administrativo as ferramentas ONTAP .
o Endereco IP do servidor NTP.
o Senha da conta de manutencgao das ferramentas ONTAP .
o Ferramentas ONTAP Derby DB senha.

> Nao marque a caixa para Ativar VMware Cloud Foundation (VCF). O modo VCF n&o é necessario
para implantar armazenamento suplementar.

> FQDN ou endereco IP do dispositivo vCenter para o Dominio de Carga de Trabalho VI
o Credenciais para o dispositivo vCenter do Dominio de Carga de Trabalho VI
o Propriedades de rede necessarias.

9. Cligue em Avancar para continuar.



Mostrar exemplo

Deploy OVF Template Customize template

Customize the deployment properties of this software solution.

1 Select an OVF template [@ 2 proparties have invaiid values x‘

v System Configuration 4 settings

2 Select a name and folder
Application User Password (%) Password to assign to the administrator account.For security
3 Select a compute resource reasons, Itis recommended to use a password that is of elght to
thirty characters and contains a minimum of one upper, one lower,
4 Review details

, and one special character

5 License agreements Pansword &
6 Select storage
Confirm Password sssssseEe @

7 Select networks

8 Customize template NTP Servers A comma-separated list of hostnames or [P addresses of NTP

Servers, If left blank, VMware

tools based time synchronization will be used.

172.21.166.1

Maintenance User Password (*) ord to assign to maint user account

Password @
Confirm Password f>)
Deploy OVF Template Customize template %

Enable VMware Cloud Foundation (VCF) vCenter server and user det.

(]

1 Select an OVF template s are ignored when VCF is enabled

2 Select a name and folder

vCenter Server Address (7) Specify the |P address/hostname of an existing vCenter to register
1o
3 Select a compute resource I cf-wiid-vecOl.sddc.netapp.com I
4 Review details Port (%) Specify the HTTPS port of an existing vCenter to regis
443 =
5 License agreements
Username (%} Specify the username of an existing vCenter to register to.

administrator@vsphere local

6 Select storage

Password (*) Specify er to.

the password of an existing vCenter to regist

7 Select networks

Password sssssssss )]
8 Customize template

Confirm Password ssssssese @

Netwol

roperties

Host Name

IP Address the IP address appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

desired)
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10. Revise todas as informagdes na pagina Pronto para concluir e clique em Concluir para comecar a
implantar o dispositivo ONTAP Tools.

Etapa 2: adicionar um sistema de armazenamento

Execute as seguintes etapas para adicionar um sistema de armazenamento usando ferramentas ONTAP .

O vVol requer credenciais de cluster ONTAP em vez de credenciais SVM. Para obter mais
informacgdes, consulte a documentacdo das ONTAP tools for VMware vSphere : "Adicionar
sistemas de armazenamento” .

Passos
1. No cliente vSphere, navegue até o menu principal e selecione * Ferramentas NetApp ONTAP *.
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Mostrar exemplo

vSphere Client

(n] Home
&b Shortcuts

5= Inventory

[—1 Content Libraries
&b Workload Management

=l &
[% Global Inventory Lists

L’rl Policies and Profiles
& Auto Deploy
) Hybrid Cloud Services

«* Deyveloper Center

FE} Administration

[£] Tasks

ki Events

r Tags & Custom Attributes

R’}' Lifecycle Manager

“ Nethpp TAP tools

2. Uma vez nas Ferramentas ONTAP *, na pagina Introdugao (ou em *Sistemas de Armazenamento),
clique em Adicionar para adicionar um novo sistema de armazenamento.
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Mostrar exemplo

vSphere Client

NetApp ONTAP tools [NSTANCE 172.21.166.139:8443 v
5 ONTAP tools for VMware vSphere
Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storsge capabibny profie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

Storage Mapping Next Steps

o = ==
ettings =1

Reports a

Datastore Report Add Storage System Provision Datastore View Dashboard

Virtual Machine Report View and monitor the datastores in
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores. ONTAP tools for VMware vSphere.
vVols Virtual Machine

Report

Log Integrity Report

&
Settings

Configure administrative settings such

as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
« Qualified and supported with ONTAP 9.13.1 * ONTAP tools for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere B.x releases = RBAC User Creator for Data ONTAR
« Includes newer enhanced SCPs that efficiently map workloads to the newer All SAN Array platforms through policy = ONTAP tools for VMware vSphere REST API Documentation

based management

3. Fornega o endereco IP e as credenciais do sistema de armazenamento ONTAP e clique em Adicionar.

103



Mostrar exemplo

Add Storage System

(:i:) Any communication between ONTAP tools piug-in and the storags
system should be mutually authenticated.

vCenter server

Name or [P address: 17216.9.25
Username: admin
Password: sssssssns
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Clique em Sim para autorizar o certificado do cluster e adicionar o sistema de armazenamento.
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Mostrar exemplo

Authorize Cluster Certificate

Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?

Etapa 3: Crie um perfil de capacidade de armazenamento nas ferramentas ONTAP

Os perfis de capacidade de armazenamento descrevem os recursos fornecidos por um conjunto de
armazenamento ou sistema de armazenamento. Elas incluem definicbes de qualidade de servico e sao
usadas para selecionar sistemas de armazenamento que atendem aos parametros definidos no perfil. Um dos
perfis fornecidos pode ser usado ou novos podem ser criados.

Passos

1. Nas ferramentas ONTAP , selecione Perfil de capacidade de armazenamento no menu a esquerda e
pressione Criar.
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Mostrar exemplo

vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.149:8443 ~

Storage Capability Profiles

Cverview

Storage Systems

Storage capability profile

Mame

2. No assistente Criar perfil de capacidade de armazenamento, fornega um nome e uma descrigéo do
perfil e clique em Avangar.

Mostrar exemplo

Create Storage General
Capability Profile
Specify a name and description for the storage capability profile @

1 General
Mame: Gold_ASA_SCS)|

Description;

CANCEL NEXT

3. Selecione o tipo de plataforma e especifique que o sistema de armazenamento deve ser um All-Flash SAN
Array definido como Assimétrico como falso.
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Mostrar exemplo

Create Storage Platform
Capability Profile
Platform: Performance
16 |
o Asymmetric: C)
2 Platfarm
3 Protocol

CANCEL BACK ‘ NEXT

4. Selecione o protocolo de sua escolha ou selecione Qualquer para permitir todos os protocolos possiveis.

5. Clique em Avancgar para continuar.

Mostrar exemplo

Create Storage Protocol
Capability Profile
Protocol: Any
1 General Any
FCP
2 Platform iSCSI
NVIMe/FC

3 Protocol

CANCEL BACK NEXT

6. A pagina desempenho permite definir a qualidade do servigo na forma de |IOPs minimos e maximos
permitidos.

107



7.

Mostrar exemplo

Create Storage Performance
Capability Profile
) None (@
1 General i
© Qos policy group @
2 Platform Min 10PS:
3 Protocol Max IOPS: 6000
4 Performance [ Unlimited

5 Storage attributes

6 Summary
CANCEL BACK NEXT

Preencha a pagina atributos de armazenamento selecionando eficiéncia de armazenamento, reserva de
espago, criptografia e qualquer politica de niveis, conforme necessario.

Mostrar exemplo

Create Storage Storage attributes
Capability Profile

1 General Deduplication: Yes
2 Platform Compression: Yes

3 Protocol Space reserve: Thin

4 perfarmance Encryption: No

5 Storage attributes Tiering policy (FabricPool): None

6 Summary

8. Revise o resumo e clique em Concluir para criar o perfil.
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Mostrar exemplo

Create Storage Summary
Capability Profile A
Mame: ASA_Gold_iSCsl
Description: N/A
1 General
Platform: Performance
Asymmetric: No
2 Platform ’
Protocol: Any
Max IOPS: 6000 IOPS
3 Protocol ax
Space reserve: Thin
4 Paftormance Deduplication: Yes
Compression: Yes
5 Storage attributes Encryption: Yes
Tiering policy (FabricPool): MNone ¥
6 Summary
CANCEL BACK

Etapa 4: Crie um armazenamento de dados vVols nas ferramentas ONTAP

Para criar um armazenamento de dados vVols nas ferramentas ONTAP , conclua as seguintes etapas.

Passos

1. Nas ferramentas ONTAP , selecione Visado geral e na aba Introdugao clique em Provisionamento para

iniciar o assistente.

Mostrar exemplo

vSphere Client

NetApp ONTAP tools |NSTANCE 172.21.166.149:8443 ~

ONTAP tools for VMware vSphere

Overview

Getting Started Traditional Dashboard vVols Dashboard

Storage Systems

Storage capabiiity profile ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware envi

E =

Add Storage System

Storage Mapping

Settings

Reports

Datastore Report Provision Datastore

Virtual Machine Report

vVols Datastore Report

vVols Virtual Machine
Report

Log Integrity Report

Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

m PROVISION
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2. Na pagina Geral do assistente Novo armazenamento de dados, selecione o destino do datacenter ou
cluster do vSphere.

3. Selecione * vVols* como o tipo de armazenamento de dados, insira um nome para 0 armazenamento de
dados e selecione iSCSI como o protocolo.

4. Clique em Avangar para continuar.

Mostrar exemplo

New Datastore General
Specify the details of the datastore to provision @
1 General

Provisioning destination: BROWSE

Type: (INFS () WMFS @ wwols

Name: WCF_WHKLD_02_VVOLS

Description: |
A

Protocol: (onFs @ iscsl () FC/FCoE () NVMefFC

CANCEL NEXT

5. Na pagina Sistema de armazenamento, selecione um perfil de capacidade de armazenamento, o
sistema de armazenamento e a VM.

6. Cligue em Avancar para continuar.

Mostrar exemplo

New Datastore Storage system
Specify the storage capability profiles and the storage system you want to use.

1 General

AFF_Encrypted_Min50_ASA_A
FAS_Default
FAS_Max20
‘Custom profiles
A iSCS

Storage capability profiles:
2 Storage system

Storage system: ntaphci-a300e9u25 (172.16.9.25)

Storage VM: WCF_ISCSI

CANCEL BACK NEXT
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7. Na pagina Atributos de armazenamento, selecione para criar um novo volume para o armazenamento

de dados e insira os atributos de armazenamento do volume que deseja criar.

8. Clique em Adicionar para criar o volume e depois em Avangar para continuar.

Mostrar exemplo

New Datastore

1 General
2 Storage system

3 Storage attributes

Storage attributes

Specify the storage details for provisioning the datastore.

Volumes: ) Create new volumes

Create new volumes

Name T Size

Name

Size(GB) (D)

f_wkid_02_wvols  3000|

[ Select volumes

Storage Capability Profile

Storage capability profile

ASA_Gold_isCsl

Aggregates

EHCAggroz2

Aggregate

Space reserve

- (270533 GE ~ Thin

CANCEL BACK

9. Revise o resumo e clique em Concluir para iniciar o processo de criagao do armazenamento de dados

vVol.

Mostrar exemplo

New Datastore

1 General
2 Storage system
3 Storage attributes

4 summary

Informagoes adicionais

Summary

Datastore type:
Protocol:

Storage capability profile:

Storage system details

Storage system:

SVM:

Storage attributes

New FlexVol Name

vef_wkid_02_vvols

wWols
iSCsl
ASA_Gold_iSCs|

ntaphci-a300e%u25
WCF_iSCSl

New FlexVol Size Aggregate

3000 GB EHCAggro2

Click 'Finish’ to provision this catastore.

Storage Capability Profile

ASA_Gold_iSCS!

CANCEL BACK FINISH

» Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP ,
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consulte"Documentacao do ONTAP 9" .

 Para obter informagdes sobre como configurar o VCF, consulte"Documentacao do VMware Cloud
Foundation" .

» Para obter informagdes sobre o uso de datastores VMFS iSCSI com VMware, consulte"Armazenamento
de dados vSphere VMFS - backend de armazenamento iSCSI com ONTAP" .

» Para demonstracdées em video desta solucdo, consulte"Provisionamento de armazenamento de dados
VMware" .

Expanda os dominios de carga de trabalho do VI com vVols NFS

Fluxo de trabalho de implantagao para adicionar datastores NFS vVols como armazenamento
suplementar em um dominio de carga de trabalho VI

Comece adicionando datastores NFS vVols como armazenamento suplementar em
dominios de carga de trabalho de VI usando ONTAP tools for VMware vSphere. Vocé
revisara os requisitos de implantacéo, implantara ONTAP tools for VMware vSphere,
configurara o SVM com interfaces légicas e configurara o armazenamento.

o "Revise os requisitos de implantagao”

Revise os requisitos para implantar NFS vVols em um dominio de gerenciamento do VMware Cloud
Foundation.

"Crie o SVM e os LIFs"
Crie uma SVM com varios LIFs para trafego NFS.

"Configurar rede"
Configure a rede para NFS em hosts ESXi.

"Configurar armazenamento™

Implante e use ferramentas ONTAP para configurar o armazenamento.

Requisitos de implantagao para adicionar NFS vVols em um dominio de carga de trabalho VI

Revise os requisitos de infraestrutura e design de rede recomendados para implantar
NFS vVols em um dominio de carga de trabalho do VMware Cloud Foundation VI. Vocé
precisa de um sistema de armazenamento ONTAP AFF ou ASA totalmente configurado,
um dominio de gerenciamento VCF completo e um dominio de carga de trabalho VI
existente.

Requisitos de infraestrutura

Certifigue-se de que os seguintes componentes e configuragdes estejam instalados.
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https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
vmw-vmfs-iscsi.html
vmw-vmfs-iscsi.html
../videos/vmware-videos.html#vmware-datastore-provisioning-with-ontap
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vmw-vcf-viwld-supp-nfs-vvols-network.html
vmw-vcf-viwld-supp-nfs-vvols-storage.html

* Um sistema de armazenamento ONTAP AFF ou FAS com portas de dados fisicas em switches Ethernet
dedicados ao trafego de armazenamento.

» Aimplantagdo do dominio de gerenciamento do VCF foi concluida e o cliente vSphere esta acessivel.

* Um dominio de carga de trabalho VI foi implantado anteriormente.

Projeto de rede NFS recomendado

Configure projetos de rede redundantes para NFS para fornecer tolerancia a falhas para sistemas de
armazenamento, switches, adaptadores de rede e sistemas host. E comum implantar o NFS com uma unica
sub-rede ou varias sub-redes, dependendo dos requisitos arquitetonicos.

vSphere environment

-

NFS
Datastore

NetApp® ONTAP®
=

ONTAP

vSphere environment

NFS NFS
Datastore Datastore

NetApp® ONTAP®
X ;

=

vm

vm
vm vm

vm w | [ [ =] [

vSphere environment

vSphere environment

4
4

NFS
Datastore

\ 4
. 4

NetApp® ONTAP®
[ = 3
(&

ONTAP

Informagoes adicionais

» Para obter informacdes detalhadas especificas do VMware vSphere, consulte "Melhores praticas para
executar o NFS com o VMware vSphere" .

» Para obter orientagdo de rede sobre o uso do ONTAP com o VMware vSphere, consulte o "Configuracao
de rede - NFS" seg¢do da documentagao dos aplicativos empresariais da NetApp .

Esta documentagédo demonstra o processo de criagdo de um novo SVM e especificagdo das informagdes
de endereco IP para criar varios LIFs para trafego NFS. Para adicionar novos LIFs a um SVM existente,
consulte"Criar uma LIF (interface de rede)" .

 Para obter informagdes completas sobre o uso do NFS com clusters vSphere, consulte 0"Guia de
referéncia do NFS v3 para vSphere 8" .

O que vem a seguir?

Apds analisar os requisitos,"criar o SVM e os LIFs" .

Crie SVM e LIFs para datastores NFS vVols em um dominio de carga de trabalho VCF VI

Crie uma Maquina Virtual de Armazenamento (SVM) e varias interfaces légicas (LIFs)
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https://www.vmware.com/docs/vmw-best-practices-running-nfs-vmware-vsphere
https://www.vmware.com/docs/vmw-best-practices-running-nfs-vmware-vsphere
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-network.html#nfs
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em um sistema ONTAP para dar suporte ao trafego NFS para armazenamentos de
dados vVols em um dominio de carga de trabalho do VMware Cloud Foundation VI.

Para adicionar novos LIFs a um SVM existente, consulte a documentacdo do ONTAP :"Criar LIFs ONTAP" .

Passos

1. No ONTAP System Manager, navegue até VMs de armazenamento no menu a esquerda e clique em +
Adicionar para iniciar.

Mostrar exemplo

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS
STORAGE Name
SR EHC_iSCS|
Volumes

EHC

LUMs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_i5C5_3510

Buckets

infra_swvm_a300

Qtrees

Quotas J5_EHC_iSCSI

Storage VMs

Tiers

2. No assistente Adicionar VM de armazenamento, forneca um Nome para a SVM, selecione o Espago IP
e, em Protocolo de acesso, clique na guia SMB/CIFS, NFS, S3 e marque a caixa para Habilitar NFS.

OTViest
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Mostrar exemplo

Add Storage VM

STORAGE VM NAME

VCF_NFS

IPSPACE

Default

Access Protocol

& SMB/CIFS, NF5, 83  iSCSI FC NVMe

Enable SMB/CIFS

Enable NFS

Allow MFS client access
A\ Add at least one rule to allow NFS clients to access volumes in this storage VM. ()

EXPORT POLICY

Default

Enable 53

DEFAULT LANGUAGE @

c.utf_8

Vocé nao precisa marcar a caixa de selecao Permitir acesso do cliente NFS. As ONTAP
tools for VMware vSphere serdo usadas para automatizar o processo de implantacéo do
armazenamento de dados, o que inclui fornecer acesso do cliente para os hosts ESXi.

3. Na secgéo Interface de rede, preencha o enderego IP, a mascara de sub-rede e 0 dominio e porta de
transmissao para o primeiro LIF. Para LIFs subsequentes, vocé pode usar configuragdes individuais ou
marcar a caixa de seleg¢ao para usar configuragcbes comuns em todos os LIFs restantes.
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Mostrar exemplo
NETWORK INTERFACE

Use multiple network interfaces when client traffic is high.

ntaphci-a300-01

SUBMET

Without a subnet A
IP ADDRESS SUBMET MASK GATEWAY BROADCAST DOMAIN AND PORT /
172.21.118.119 24 Add optional gateway NFS_iSCS| v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

ntaphci-a300-02

SUBNET

Without a subnet A
IP ADDRESS PORT
172.21.118.120 a0a-3374 v

4. Escolha se deseja habilitar a conta de administragcado da VM de armazenamento (para ambientes
multilocagao) e clique em Salvar para criar a SVM.

Mostrar exemplo

Storage VM Administration

Manage administrator account

O que vem a seguir?

Ap06s criar o SVM e os LIFs,"configurar rede para NFS em hosts ESXi" .

Configurar rede para NFS em hosts ESXi em um dominio de carga de trabalho VCF VI

Configure a rede NFS em hosts ESXi em dominios de gerenciamento do VMware Cloud
Foundation para habilitar a conectividade com sistemas de armazenamento ONTAP .
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Vocé criara grupos de portas distribuidas com separacédo de VLAN, configurara o
agrupamento de uplink para redundancia e configurara adaptadores VMkernel em cada
host ESXi para estabelecer caminhos NFS dedicados para recursos de failover.

Execute as seguintes etapas no cluster do VI Workload Domain usando o cliente vSphere. Neste caso, o
vCenter Single Sign-On esta sendo usado para que o cliente vSphere seja comum em todos os dominios de
gerenciamento e carga de trabalho.

Etapa 1: criar um grupo de portas distribuidas para trafego NFS

Conclua as etapas a seguir para criar um novo grupo de portas distribuidas para a rede transportar trafego
NFS.

Passos

1. No cliente vSphere, navegue até Inventario > Rede para o dominio de carga de trabalho. Navegue até o
Distributed Switch existente e escolha a agao para criar Novo Grupo de Portas Distribuidas....

Mostrar exemplo

vSphere Client O,

@ vef-wkld-OT-IT-INF-WKLD-01-vds-01 | :acrions

[]:l] @ @ Summary Monitor Configure Permissions Ports Hosts
+ [ vef-m01-vcOl.sddec.netapp.com
> [f vef-mO1-dcOl Switch Details

< [ vef-wkid-veOl.sddc.netapp.com
v B vef-wkid-01-DC

Manufacturer VMware, Inc.
P Wm_

(2 yvef-wkid-01-IT-1-D\ /=) Actions - vef-wikid-O1-IT-INF- { \ Version 8.00
= WEKLD-01-vds-01 Networks B
SR Lo 2T 1L 0] [ || R b it E—— PR

Ei Distributed Port Group

[ vef-wkid-01-1T-INF- =5 New Distribyted Port Group... -
> B vef-wkid-Ol-T-INF-w) (2 Add and Manage Hosts... {F L
Mt Import Di d Port Group...
Edit Notes... i 21
&2 Manage DistMButed Port Groups...
Upgrade ) B @
Settings b

2. No assistente Novo grupo de portas distribuidas, preencha um nome para o novo grupo de portas e
cligue em Avangar para continuar.

3. Na pagina Configurar configuragdes, preencha todas as configuracdes. Se VLANs estiverem sendo
usadas, certifique-se de fornecer o ID de VLAN correto. Clique em Avangar para continuar.
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Mostrar exemplo

New Distributed Port Configure settings X
GTOU D Set general properties of the new port group.
_ Port binding Static binding
1 Name and location
Port allocation i
Number of ports 8 3]
MNetwork resource pool {default)
VLAN
VLAN type WLAN
VLAN ID 3374 =
Advanced

D Customize default policies configuration

CANCEL BACK

4. Na pagina Pronto para concluir, revise as alteragdes e clique em Concluir para criar o novo grupo de
portas distribuidas.

5. Depois que o grupo de portas for criado, navegue até ele e selecione a agao Editar configuragées....
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Mostrar exemplo

vSphere Client

& vcf-wkld-01-nfs | :acTions
[D] g @ Summary Monitor Configure Pen

> [G vef-mO1-vcOl.sddc.netapp.com

v [ wvcf-wkid-veOl.sddc.netapp.com Distributed Port Group Details
v B vef-wkid-01-DC
v = vef-wkld-01-IT-INF-WKLD-01-vds-01
Port binding

if1 vef-wkld-0-iscsi-a

- ) ) Port allocation
i vef-wkld-01-iscsi-b

= yef-wkid-01-1T--DVUplinks-10 Ty YLARLE

2 vef-wkid-01-IT-INF-WKLD-01-vds-01-_. Distributed switch

i vef-wkld-01-IT-INF-WKLD-01-vds-01-._
Network protocol

#1 vcf-wkid-01-nfs -ofile

%) vef-wkid-Ol-nvir  (gmbblisscelaidd-0t I
(#] Edit Settings... S0l

osts

i vef-wkld-01-nvir

> = vef-wkld-01-IT-INF-

Export Configuration... | )
irtual machines

6. Na pagina Grupo de portas distribuidas - Editar configuragdes, navegue até Agrupamento e failover
no menu a esquerda. Habilite o agrupamento para que os uplinks sejam usados para trafego NFS,
garantindo que eles estejam juntos na area Uplinks ativos. Mova todos os uplinks nao utilizados para

Uplinks nao utilizados.
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Mostrar exemplo

Distributed Port Group - Edit Settings | vcf-wkid-01-nfs

e Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yoc
Traffic shaping
Failback Yes

Teaming and failover

Monitoring .
Failover order @

Miscellaneous

Active uplinks
T uplink2
1 uplink1

Standby uplinks

Unused uplinks

7. Repita esse processo para cada host ESXi no cluster.

Etapa 2: Crie um adaptador VMkernel em cada host ESXi
Crie um adaptador VMkernel em cada host ESXi no dominio de carga de trabalho.

Passos

1. No cliente vSphere, navegue até um dos hosts ESXi no inventario do dominio de carga de trabalho. Na
aba Configurar selecione Adaptadores VMkernel e clique em Adicionar Rede... para comegar.

Mostrar exemplo

vSphere Client O,

< ;
[ vcf-wkld-esxOl.sddc.netapp.com | :acrions
[D] g @ Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [} vef-mOl-vcOl.sddc.netapp.com A
G PP Storage v ° VMkernel adapters
v B vef-m01-deO
i Storage Adapiers
> [ vef-m0i-clol ADD NETWRRKING. . REFRESH
b Storage Devices
v [ vef-wkld-veOlsdde.netapp.com :
- Fﬂ vef-wkid-01-DC Host Cache Configuration & Network Label 5
) Protocol Endpoi =
v [ IT-INF-WKLD-01 ForpeRlERoganta B e s () ver-wKId-OT-T-INF-WKLD-Ot-vd
I/O Filters . _O1-pg-mgmt
7 vef-wkid-esx01.sddc,netapp.com i A
[[ vef-wkld-esx02.sddc.netapp.com Networking W : ? | & vmid ﬂ:?‘:;.VCf-\'VK(d;\DTJT-\NF-\NKLD-CL‘JCI
7 ’ s-01-pg-vmotion
[Z wcf-wkld-esx03.sddc.netapp.com Virtual switches = =
= H » £ [ vef-wkid-01-IT-INF-WKLD-01-vd
& vef-wOl-otvg Physical adapters 2 $
[ vmk10 R -

TCP/IP configuration e}
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2. Na janela Selecionar tipo de conexao, escolha Adaptador de rede VMkernel e clique em Avangar para
continuar.

Mostrar exemplo

Add Networking Select connection type %

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

r::l Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

f_) Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network

3. Na pagina Selecionar dispositivo de destino, escolha um dos grupos de portas distribuidas para NFS
que foi criado anteriormente.

Mostrar exemplo
Add Networking Select target device %
Select a target device for the new connection.
| 1 Select connection type o Select an existing network
C:l Select an existing standard switch
2 Select target device ~
':--' New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch
@] [ vef-wkid-0-iscsi-a -- wef-whkld-01-T-INF-WKLD-01-vds-01
O | & veh-wkid-Ot-iscsi-b - wei-whkid-0T-T-INF-WKLD-01-vds-01
@) (R vef-wkid-01- T-INF-WKLD-01-vds-01-pa-mgmt - vei-wkld-OHT-INF-WKLD-01-vds-01
@) @ vef-wikid-01-IT-INF-WKLD-01-vds-01-pg-nfs - wef-whkid-01- TANF-WKLD-01-vds-02
Q vef-wiid-01- T-INF-WKLD-01-vds-Ol-pg-vmotion - wet-whld-O1- T-INF-WKLD-01-vds-01

vef-wkid-01-nfs = vlf-wkid-01-IT-INF-WKLD-01-vds-01

@] (2 vet-wikid-0-nvme-a = wet-wikld-01-T-INF-WKLD-01-vds-01

vef-wkid-01-nvme-b 3] vef-wkid-01-IT-INF-WKLD-01-vds-01

Manage Columns Bitems

CANCEL ‘ BACK NEXT

4. Na pagina Propriedades da porta, mantenha os padrbes (sem servigos habilitados) e clique em Avangar
para continuar.

5. Na pagina Configuracdes IPv4, preencha o enderego IP, a mascara de sub-rede e fornega um novo
endereco IP de gateway (somente se necessario). Clique em Avancar para continuar.
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Mostrar exemplo

Add Networking

1

2

3

4 |Pv4 settings

Select connection type

Select target device

Port properties

IPv4 settings

Specify VMkernel IPv4 settings.

L:,J Obtain IPv4 settings automatically

© Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

17221118145

255 255.255.0

El Override default gateway for this adapter

10.61.185.231

CANCEL

ACK NEXT

6. Revise suas sele¢des na pagina Pronto para concluir e clique em Concluir para criar o adaptador
VMkernel.
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Add Networking

1

2

4

Select connection type

Select target device

Port properties

IPv4 settings

5 Ready to complete

Ready to complete

Review your selections before finishing the wizard

v Select target device

Distributed port
group

Distributed switch

v Port properties
New poert group
MTU
vMotion
Provisioning

Fault Tolerance
logging

Management
vSphere Replication

vSphere Replication
NFC

vSAN
YSAN Witness
vSphere Backup NFC

NWMe nver TCP

vef-wkid-01-nfs

vef-wkld-O-IT-INF-WKLD-01-vds-01

vif-wkld-01-nfs (vcF-wkld-01-IT-INF-WKLD-01-vds-01)
9000

Disabled

Disabled

Disabled

Disabled
Disabled

Disabled

Disabled
Disabled
Disabled

Micahlad

CANCEL BACK FINISH



O que vem a seguir?

Depois de configurar a rede para NFS em todos os hosts ESXi no dominio de carga de trabalho,"configurar
armazenamento para NFS vVols" .

Configurar o armazenamento NFS vVols em um dominio de carga de trabalho VCF VI usando
ferramentas ONTAP

Configure o armazenamento NFS vVols em um dominio de carga de trabalho VI. Depois
de implantar as ONTAP tools for VMware vSphere, vocé usara a interface do cliente
vSphere para adicionar o sistema de armazenamento, criar um perfil de capacidade de
armazenamento e provisionar um armazenamento de dados vVols .

Etapa 1: implantar ONTAP tools for VMware vSphere

Para dominios de carga de trabalho do VI, as ferramentas ONTAP sao instaladas no VCF Management
Cluster, mas registradas no vCenter associado ao dominio de carga de trabalho do VI.

As ONTAP tools for VMware vSphere sdo implantadas como um dispositivo de VM e fornecem uma interface
de usuario do vCenter integrada para gerenciar o armazenamento ONTAP .

Passos

1. Obtenha a imagem OVA das ferramentas ONTAP do"Site de suporte da NetApp" e baixe-o para uma pasta
local.

2. Efetue login no dispositivo vCenter para o dominio de gerenciamento do VCF.

3. Na interface do dispositivo vCenter, clique com o botéo direito do mouse no cluster de gerenciamento e
selecione Implantar modelo OVF...
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Mostrar exemplo

vSphere Client O,

<

1 vef-mO1-clO1
[m] @ @' Summary Monitor

v [iZ vef-mO1-vcOl.sddc.netapp.com
v vef-mO1-dcO1 Cluster Detalls

- [ R ——

[[| vecf-mO1-esx [[]] Actions - vef-mO1-clt1

= -+ Total
[[] wvcf-mOi-esx [T Add Hosts..

= Total "
| vef-mOl-esx  =F New Virtual Machine... Migra
[ vef-mOi-esx (% New Resource Pool... Fault |
ELE vef-mOl-nsx

= + @ DJ
o wef-mOl-sdc i Deploy OWE Template... aEOL

o wvef-mOl-vel

[mb
oy wvef-wil-nsx ET Mew vAp

4. No assistente Implantar modelo OVF, clique no botao de opcao Arquivo local e selecione o arquivo OVA
das ferramentas ONTAP que vocé baixou na etapa anterior.

Mostrar exemplo

Deploy OVF Template Select an OVF template «

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QURL

@ Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. Para as etapas 2 a 5 do assistente, selecione um nome e uma pasta para a VM, selecione o recurso de
computagéo, revise os detalhes e aceite o contrato de licenga.

6. Para o local de armazenamento dos arquivos de configuragéo e de disco, selecione o armazenamento de
dados vSAN do cluster de dominio de gerenciamento do VCF.
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Mostrar exemplo

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

Select storage

Select the storage for the configuration and disk files

[] Encrypt this virtual machine (3)

Select virtual disk format

As defined in the VM storage policy

VM Storage Policy
D Disable Storage DRS for this virtual machine

Name T

B vef-mO1-clol-ds-vsan01

Datastore Default v |

l'_.> L?} vcf-mOl-esx0l-esx-install-datastore
O | B vef-mo1-esx02-esx-install-datastore
Q B vef-m0t-esx03-esx-install-datastore

lh-:l [E} vef-mO1-esx04-esx-install-datastore

Manage Columns

7. Na pagina Selecionar rede, selecione a rede usada para o trafego de gerenciamento.

Mostrar exemplo

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

7 Select networks

Select networks

Select a destination network for each source network.

Source Network

nat

Manage Columns

IP Allocation Settings

IP allocation:

IP protocol

| SDDC-DPortGroup-VM-Mgj |
Browse ...

Static - Manual

Pvd

8. Na pagina Personalizar modelo, insira todas as informacdes necessarias:

> Senha a ser usada para acesso administrativo as ferramentas ONTAP .

o Endereco IP do servidor NTP.

o Senha da conta de manutencgao das ferramentas ONTAP .

o Ferramentas ONTAP Derby DB senha.

o Nao marque a caixa para Ativar VMware Cloud Foundation (VCF). O modo VCF n&o é necessario
para implantar armazenamento suplementar.

> FQDN ou endereco IP do dispositivo vCenter para o Dominio de Carga de Trabalho VI

> Credenciais para o dispositivo vCenter do Dominio de Carga de Trabalho VI

o Propriedades de rede necessarias.

Storage N . o
Competibility T | Capacity T Provisioned v | Free &
2575 GB 4.56 GB 2119 GB Vi
2575 GB 456 GB 2119 GB R
2575 GB 456 GB 2119 GB Y
2575 GB 4.56 GB 2119 GB A
~
>
Items per page 10 tems
~
Destination Network
vef-mO01-cl0t-vds01-pg-vsan
7 v
| wefm01-cl01-vds01-pgvsan [ Tntn
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9. Clique em Avancgar para continuar.
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Mostrar exemplo

Deploy OVF Template Customize template

Customize the deployment properties of this software solution.

1 Select an OVF template [@ 2 proparties have invaiid values x‘

v System Configuration 4 settings

2 Select a name and folder
Application User Password (%) Password to assign to the administrator account.For security
3 Select a compute resource reasons, Itis recommended to use a password that is of elght to
thirty characters and contains a minimum of one upper, one lower,
4 Review details

, and one special character

5 License agreements Pansword &
6 Select storage
Confirm Password sssssseEe @

7 Select networks

8 Customize template NTP Servers A comma-separated list of hostnames or [P addresses of NTP

Servers, If left blank, VMware

tools based time synchronization will be used.

172.21.166.1

Maintenance User Password (*) ord to assign to maint user account

Password @
Confirm Password f>)
Deploy OVF Template Customize template %

Enable VMware Cloud Foundation (VCF) vCenter server and user det.

(]

1 Select an OVF template s are ignored when VCF is enabled

2 Select a name and folder

vCenter Server Address (7) Specify the |P address/hostname of an existing vCenter to register
1o
3 Select a compute resource I cf-wiid-vecOl.sddc.netapp.com I
4 Review details Port (%) Specify the HTTPS port of an existing vCenter to regis
443 =
5 License agreements
Username (%} Specify the username of an existing vCenter to register to.

administrator@vsphere local

6 Select storage

Password (*) Specify er to.

the password of an existing vCenter to regist

7 Select networks

Password sssssssss )]
8 Customize template

Confirm Password ssssssese @

Netwol

roperties

Host Name

IP Address the IP address appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

desired)
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10. Revise todas as informagdes na pagina Pronto para concluir e clique em Concluir para comecar a
implantar o dispositivo ONTAP Tools.

Etapa 2: adicionar um sistema de armazenamento

Execute as seguintes etapas para adicionar um sistema de armazenamento usando ferramentas ONTAP .

O vVol requer credenciais de cluster ONTAP em vez de credenciais SVM. Para obter mais
informacgdes, consulte a documentacdo das ONTAP tools for VMware vSphere : "Adicionar
sistemas de armazenamento” .

Passos
1. No cliente vSphere, navegue até o menu principal e selecione * Ferramentas NetApp ONTAP *.
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Mostrar exemplo

vSphere Client

(n] Home
&b Shortcuts

5= Inventory

[—1 Content Libraries
&b Workload Management

=l &
[% Global Inventory Lists

L’rl Policies and Profiles
& Auto Deploy
) Hybrid Cloud Services

«* Deyveloper Center

FE} Administration

[£] Tasks

ki Events

r Tags & Custom Attributes

R’}' Lifecycle Manager

“ Nethpp TAP tools

2. Uma vez nas Ferramentas ONTAP *, na pagina Introdugao (ou em *Sistemas de Armazenamento),
clique em Adicionar para adicionar um novo sistema de armazenamento.
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Mostrar exemplo

vSphere Client

NetApp ONTAP tools [NSTANCE 172.21.166.139:8443 v
5 ONTAP tools for VMware vSphere
Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storsge capabibny profie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

Storage Mapping Next Steps

o = ==
ettings =1

Reports a

Datastore Report Add Storage System Provision Datastore View Dashboard

Virtual Machine Report View and monitor the datastores in
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores. ONTAP tools for VMware vSphere.
vVols Virtual Machine

Report

Log Integrity Report

&
Settings

Configure administrative settings such

as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
« Qualified and supported with ONTAP 9.13.1 * ONTAP tools for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere B.x releases = RBAC User Creator for Data ONTAR
« Includes newer enhanced SCPs that efficiently map workloads to the newer All SAN Array platforms through policy = ONTAP tools for VMware vSphere REST API Documentation

based management

3. Fornega o endereco IP e as credenciais do sistema de armazenamento ONTAP e clique em Adicionar.
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Mostrar exemplo

Add Storage System

(:i:) Any communication between ONTAP tools piug-in and the storags
system should be mutually authenticated.

vCenter server

Name or [P address: 17216.9.25
Username: admin
Password: sssssssns
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Clique em Sim para autorizar o certificado do cluster e adicionar o sistema de armazenamento.
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Mostrar exemplo

Authorize Cluster Certificate
Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?

Etapa 3: Crie um armazenamento de dados NFS nas ferramentas ONTAP

Conclua as etapas a seguir para implantar um armazenamento de dados ONTAP em execugdo no NFS. Use
ferramentas ONTAP .

Passos

1. Nas ferramentas ONTAP , selecione Visao geral e na aba Introdugéo clique em Provisionamento para
iniciar o assistente.
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Mostrar exemplo

vSphere Client Q)

NetApp ONTAP tools INSTANCE 172 21166 149:8443 «

ONTAP tools for VMware vSphere

Overview

Storage Systems Getting Started Traditional Dashboard vVols Dashboard

Storacie cApatificy proflie ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware envi

Storage Mapping

e = =
ettings + = +
Reports

Datastore Report Add Storage System Provision Datastore
Virtual Machine Report
vVols Datastore Report Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.
vVols Virtual Machine
Report

Log Integrity Report

m PROVISION

. Na pagina Geral do assistente Novo armazenamento de dados, selecione o destino do datacenter ou
cluster do vSphere.

. Selecione NFS como o tipo de armazenamento de dados, insira um nome para o armazenamento de
dados e selecione o protocolo.

. Escolha se deseja usar volumes FlexGroup e se deseja usar um arquivo de capacidade de
armazenamento para provisionamento.

. Cliqgue em Avancgar para continuar.

Selecionar Distribuir dados do armazenamento de dados pelo cluster criara o volume
@ subjacente como um volume FlexGroup , o que impede o uso de Perfis de Capacidade de

Armazenamento. Consulte "Configuracdes suportadas e nao suportadas para volumes

FlexGroup" para obter mais informagdes sobre o uso dos volumes FlexGroup .
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Mostrar exemplo

New Datastore General

Specify the details of the datastore to provision.e
1 General

Provisioning destination: BROWSE

Type: O NFS () VMFS () woels

Name: VCF_WKLD_05_NFS

Size: 2 B

Protocol: @ NFS2 () NFS 4
| | Distribute datastore data across the ONTAP cluster.

Use storage capability profile for provisioning

Advanced options >

CANCEL NEXT

6. Na pagina Sistema de armazenamento, selecione um perfil de capacidade de armazenamento, o
sistema de armazenamento e o SVM. Clique em Avangar para continuar.

Mostrar exemplo

New Datastore Storage system

Specify the storage capability profiles and the storage system you want to use.
1 General
Storage capability profile: Platinum_AFF_A

2 Storage system

Storage system: ntaphci-a300e9u25 (172.16.9.25)

Storage VM: WCF_NFS

7. Na pagina Atributos de armazenamento, selecione o agregado a ser usado e clique em Avangar para
continuar.
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Mostrar exemplo

New Datastore

1 General
2 Storage system

3 Storage attributes

Storage attributes

Specify the storage details for provisioning the datastore.

Aggregate:

Volumes:

Advanced options »

EHCAggrO2 - (25350.17 GB Free)

Automatically creates a new volume.

8. Revise o Resumo e clique em Concluir para comegar a criar o armazenamento de dados NFS.

Mostrar exemplo

New Datastore

1 General
2 Storage system
3 Storage attributes

4 Summary

Summary

General
vCenter server:
Provisioning destination:
Datastore name:
Datastore size:
Datastore type:
Protocol:
Datastore cluster:

Storage capability profile:

Storage system details

Storage system:

SVM:
Storage attributes
AP

vef-wkld-veOl.sddc netapp.com
wef-wkld-01-DC
VCF_WKLD_05_NFS

278

NFS

NF5 3

None

Platinum_AFF_A

ntaphci-a300e3u25
WCF_NFS

FHCAgar0l?

Etapa 4: Crie um armazenamento de dados vVols nas ferramentas ONTAP

CANCEL ‘ BACK ‘ FINISH

Para criar um armazenamento de dados vVols nas ferramentas ONTAP , conclua as seguintes etapas.

Passos

1. Nas ferramentas ONTAP , selecione Visao geral e na aba Introdugao, clique em Provisionamento para

iniciar o assistente.
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Mostrar exemplo

vSphere Client Q)

NetApp ONTAP tools INSTANCE 172 21166 149:8443 «

Overview

Storage Systems
Storage capability profile
Storage Mapping

Settings

Reports
Datastore Report
Virtual Machine Report
vVols Datastore Report

vVols Virtual Machine
Report

Log Integrity Report

Getting Started

ONTAP tools for VMware vSphere

Traditional Dashboard vVols Dashboard

ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware envi

=4

Add Storage System

=

Provision Datastore

Add storage systems to ONTAP tools for VMware vSphere.

Create traditional or vVols datastores.

PROVISION

2. Na pagina Geral do assistente Novo armazenamento de dados, selecione o destino do datacenter ou

cluster do vSphere.

3. Selecione * vVols* como o tipo de armazenamento de dados, insira um nome para o armazenamento de
dados e selecione NFS como o protocolo.

4. Clique em Avancgar para continuar.

Mostrar exemplo

New Datastore

1 General

General

Specify the details of the datastore to provision.@

Provisioning destination:

Type: (onFs () wMrs @ wels

Name: VCF_WKLD_06_WVOLS_NFS

Description:

A

Protocol: ©nFs  (iscsl () FC/FCoE (L) NVMe/FC

BROWSE

CANCEL NEXT

5. Na pagina Sistema de armazenamento, selecione um perfil de capacidade de armazenamento, o
sistema de armazenamento e o SVM.

6. Clique em Avancar para continuar.
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Mostrar exemplo

New Datastore Storage system
Specify the storage capability profiles and the storage system you want to use.
1 General
Storage capability profile: Platinum_AFF_A
2 Storage system
Storage system: ntaphci-a300e9u25 (172.16.9.25)
Storage VM: WCF_NFS

7. Na pagina Atributos de armazenamento, selecione Criar novos volumes e insira os atributos de
armazenamento do volume a ser criado.

Mostrar exemplo
Name Size(GB) (D Storage capability profile Aggregates Space reserve
wCf_whkid_06_wwve 2000 Platinum_AFF_A EHCAgorOZ - (25404 GB | Thin

8. Clique em Adicionar para criar o volume e depois em Avangar para continuar.

Mostrar exemplo

New Datastore Storage attributes

Specify the storage details for provisioning the datastore.
1 General
volumes: ) Create new volumes (| Select volumes
2 Storage system
Create new volumes
3 Storage attributes

Name T Size Storage Capability Profile Aggregate
wcf_wkid_06_wvols 2000 GB Platinum_AFF_A EHCAggro2
1-10f1ltem
Mame Size(GB) @ Storage capability profile Aggregates Space reserve
Platinum_AFF_A 3 EHCAggr0Z - (2540715 G ~ Thin
Default storage canabilitv profile: Platinum AFF A

CANCEL BACK NEXT

9. Revise a pagina Resumo e cligue em Concluir para iniciar o processo de criagdo do armazenamento de
dados vVol.
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Mostrar exemplo

New Datastore

1 General
2 Storage system
3 Storage attributes

4 Summary

Informagoes adicionais

Summary

General
vCenter server:
Provisioning destination:
Datastore name:
Datastore type:

Protocol:

Storage capability profile:

Storage system details

Storage system:

SVM:

Storage attributes

New FlexVeol Name

vef-wkld-vcOl sdde.netapp.com
vef-wkld-01-DC
VCF_WHKLD_0B6_VVOLS_NFS
vWaols

NFS

Piatinum_AFF_A

ntaphci-a300e9u25
EHC_NFS

New FlexVol Size Aggregate Storage Capability Profile

CANCEL BACK FINISH

» Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
0"Documentacdo do ONTAP 9" .

 Para obter informagdes sobre como configurar o VCF, consulte 0"Documentacao do VMware Cloud

Foundation" .

» Para obter informacdes sobre como implantar e usar ferramentas ONTAP em varios ambientes vCenter,
consulte 0"Requisitos para registrar ferramentas ONTAP em varios ambientes de servidor vCenter" .

* Para demonstragdées em video desta solugao, consulte"Provisionamento de armazenamento de dados

VMware" .

Expanda os dominios de carga de trabalho do VI com NVMe/TCP

Fluxo de trabalho de implantagao para adicionar datastores vVols NVMe como armazenamento
suplementar em um dominio de carga de trabalho VI

Comece adicionando datastores NVMe/TCP vVols como armazenamento suplementar
para um dominio de carga de trabalho de infraestrutura virtual (V1) do VMware Cloud
Foundation (VCF). Vocé revisara os requisitos de implantacéo, configurara SVMs e LIFs
habilitados para NVMe/TCP, configurara a rede do host ESXi e implantara o

armazenamento de dados NVMe/TCP.

o "Revise os requisitos de implantagcao”

Revise os requisitos para implantar o armazenamento de dados NVMe/TCP em um dominio de carga de
trabalho do VMware Cloud Foundation VI.
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e "Crie o SVM e os LIFs e o namespace NVMe"

Crie uma maquina virtual de armazenamento com interfaces légicas e o namespace NVMe para trafego
NVMe/TCP.

e "Configurar rede"

Crie grupos de portas distribuidas e adaptadores vmkernel nos hosts ESXi para o dominio de carga de
trabalho do VI.

o "Configurar armazenamento”

Implante o armazenamento de dados NVMe/TCP.

Requisitos de implantagcdo para NVMe vVols em um dominio de carga de trabalho VI

Revise os requisitos de infraestrutura e design de rede recomendados para implantar
NVMe vVols em um dominio de carga de trabalho do VMware Cloud Foundation VI. Vocé
precisa de um sistema de armazenamento ONTAP AFF ou ASA totalmente configurado,
um dominio de gerenciamento VCF implantado e um dominio de carga de trabalho VI
existente.

Requisitos de infraestrutura

* Um sistema de armazenamento ONTAP AFF ou ASA com portas de dados fisicas em switches Ethernet
dedicados ao trafego de armazenamento.

* Alimplantagdo do dominio de gerenciamento do VCF foi concluida e o cliente vSphere esta acessivel.

» Um dominio de carga de trabalho VI foi implantado anteriormente.

Projeto de rede NVMe/TCP recomendado

A NetApp recomenda projetos de rede totalmente redundantes para NVMe/TCP. O diagrama a seguir ilustra
um exemplo de configuragéo redundante, fornecendo tolerancia a falhas para sistemas de armazenamento,
switches, adaptadores de rede e sistemas host.
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ESXi Host 1 ESXi Host 2 - ESXiHostN

nicl nic

e e e e o e 1 5 e

eda edh edc gad | : g4a edh gdo add
4'. ela alla +
atADD ellb alb at A D
NetApp ASA controller-1 NetApp ASA controller-2

Para multipathing e failover em varios caminhos, configure no minimo dois LIFs por né de armazenamento em
redes Ethernet separadas para todas as SVMs em configuragdes NVMe/TCP.

O que vem a seguir?

Ap0ds revisar os requisitos de implantacao,"criar o SVM e os LIFs".

Crie SVM e LIFs e o namespace NVMe para armazenamentos de dados NVMe/TCP vVols em um
dominio de carga de trabalho VCF VI

Crie uma Maquina Virtual de Armazenamento (SVM) com varias Interfaces Logicas
(LIFs) para fornecer conectividade NVMe para dominios de carga de trabalho do
VMware Cloud Foundation. Este procedimento resume a configuracdo de um SVM e
LIFs habilitados para NVMe/TCP e a criacdo de namespaces NVMe.

Etapa 1: criar os SVMs e LIFs
Conclua as etapas a seguir para criar um SVM com varios LIFs para trafego NVMe/TCP.
Para adicionar novos LIFs a um SVM existente, consulte a documentagdo do ONTAP :"Criar LIFs ONTAP" .

Passos

1. No ONTAP System Manager, navegue até VMs de armazenamento no menu a esquerda e clique em +
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Adicionar.

Mostrar exemplo

= | ONTAP System Manager

Storage VMs

DASHBOARD
INSIGHTS
STORAGE Name
LEELE EHC_iSCS|
Volumes

EHC
LUMs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_iSCS51_3510

Buckets

infra_svrm_a300

Qtrees

Quotas J5_EHC_iSCsl

Storage VMs

Tiers

2. No assistente Adicionar VM de armazenamento, insira um Nome para a SVM, selecione o Espaco IP e,
em Protocolo de acesso, clique na guia NVMe e marque a caixa para Ativar NVMe/TCP.

OTViest

141



Mostrar exemplo

Add Storage VM X

STORAGE VM NAME

VCF_NVMe

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,S3  iSCSI  FC | @ NVMe

Enable NVMe/FC

Enable NVMe/TCP

3. Na secgéo Interface de rede, insira o enderego IP, a mascara de sub-rede € o dominio e porta de
transmissao para o primeiro LIF. Para LIFs subsequentes, vocé pode usar configuragdes individuais ou
marcar a caixa de selegao para usar configuragcbes comuns em todos os LIFs restantes.

Para multipathing e failover em varios caminhos, crie no minimo dois LIFs por né de
@ armazenamento em redes Ethernet separadas para todas as SVMs em configuragdes
NVMe/TCP.

4. Escolha se deseja habilitar a conta de administragdo da VM de armazenamento (para ambientes
multilocacéo) e clique em Salvar para criar a SVM.

Mostrar exemplo

Storage VM Administration

Manage administrator account
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Etapa 2: Crie o namespace NVMe

Os namespaces NVMe sdo analogos aos LUNs para iSCSi ou FC. Vocé deve criar o Namespace NVMe antes
que um armazenamento de dados VMFS possa ser implantado a partir do vSphere Client.

Para criar o namespace NVMe, obtenha o Nome Qualificado NVMe (NQN) de cada host ESXi no cluster. O
ONTAP usa o NQN para fornecer controle de acesso ao namespace.

Passos

1. Abra uma sessao SSH com um host ESXi no cluster para obter seu NQN. Use o seguinte comando da
CLI:

esxcli nvme info get

Uma saida semelhante ao exemplo a seguir deve ser exibida:

Host NQN: ngn.2014-08.com.netapp.sddc:nvme:vcf-wkld-esx01

2. Registre o NQN para cada host ESXi no cluster.

3. No ONTAP System Manager, navegue até NVMe Namespaces no menu a esquerda e clique em +
Adicionar para iniciar.

Mostrar exemplo

= [ ONTAP System Manager

NVMe Namespaces
DASHBOARD

INSIGHTS

STORAGE

Namespace Path
Overview

Volumes

LUNs

Consistency Groups

NVMe Namespaces

Shares

4. Na pagina Adicionar namespace NVMe, preencha um prefixo de nome, o nimero de namespaces a
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serem criados, o tamanho do namespace e o sistema operacional do host que acessara o namespace.

5. Na segédo Host NQN, crie uma lista separada por virgulas dos NQNs coletados anteriormente dos hosts
ESXi que acessarao os namespaces.

6. Clique em Mais opgoes para configurar itens adicionais, como a politica de protegédo de instantaneos.

7. Por fim, clique em Salvar para criar o Namespace NVMe.

Mostrar exemplo

= [ ONTAP System Manager

NVMe Namespaces
DASHBOARD

INSIGHTS

STORAGE Namespace Path

Overview

Volumes

LUNs

Consistency Groups

NVMe Namespaces

O que vem a seguir?

Apos criar o SVM e os LIFs,"configurar rede para NVMe/TCP (NVMe/TCP) vVols" .

Configurar rede para NVMe/TCP em hosts ESXi em um dominio de carga de trabalho VCF VI

Configure a rede para armazenamento NVMe sobre TCP (NVMe/TCP) em hosts ESXi
em um dominio de carga de trabalho VI. Vocé criara grupos de portas distribuidas para
trafego NVMe, configurara adaptadores VMkernel em cada host ESXi e adicionara um
adaptador NVMe/TCP para habilitar conectividade confiavel e multipathing.

Execute as seguintes etapas no cluster de dominio de carga de trabalho do VI usando o cliente vSphere.
Neste caso, o vCenter Single Sign-On esta sendo usado para que o cliente vSphere seja comum aos
dominios de gerenciamento e de carga de trabalho.

Etapa 1: criar grupos de portas distribuidas para trafego NVME/TCP

Conclua as etapas a seguir para criar um novo grupo de portas distribuidas para cada rede NVMe/TCP.
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Passos

1. No cliente vSphere, navegue até Inventario > Rede para o dominio de carga de trabalho. Navegue até o
Distributed Switch existente e escolha a acéo para criar Novo Grupo de Portas Distribuidas....

Mostrar exemplo

vSphere Client O,

¢ @ vef-wKId-O1HT-INF-WKLD-01-vds-01 | :acrions
[]:l] @ @ Summary Monitor Configure Permissions Ports Hosts

v [} vef-m01-vcOol.sddc.netapp.com

> [ vef-m01-dcOt Switch Details
~ [ vef-wkid-veOl.sdde.netapp.com

v R vcf-wkid-01-DC

Manufacturer VMware, Inc.

B o =

12 vefawkld-D1-IT-1-D\, = Actions - vel-wkid-O1-IT-INF- Version 800
= WKLD-01-vds-01 ; \
B vef-wkid-O1-IT-INF- Networks 3

i Distributed Port Group

[ vef-whkid-01-1T-INF- &5 New Distributed Port Group... °
5 B vef-wkid-Ol-T-INF-wy (T2 Add and Manage Hosts... {F !
o Import Di d Port Group..
Edit Notes... i 21
#2 Manage DistMButed Port Groups...
Upgrade e
Settings b

2. No assistente Novo grupo de portas distribuidas, preencha um nome para o novo grupo de portas e
cligue em Avangar para continuar.

3. Na pagina Configurar configuragdes, preencha todas as configuracdes. Se VLANSs estiverem sendo
usadas, certifique-se de fornecer o ID de VLAN correto. Clique em Avangar para continuar.
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Mostrar exemplo

New Distributed Port Configure settings X
GTOU D Set general properties of the new port group.
Port binding Static binding

| 1 Name and location

; N Port allocation Elasti @
2 Configure settings Elastic

Number of ports 3 <
MNetwork resource pool {default)
VLAN
VLAN type WVLAN
VLAN ID 3374 =
Advanced

|:\ Customize default policies configuration

CANCEL BACK

4. Na pagina Pronto para concluir, revise as alteragdes e clique em Concluir para criar o novo grupo de
portas distribuidas.

5. Repita esse processo para criar um grupo de portas distribuidas para a segunda rede NVMe/TCP que
esta sendo usada e certifique-se de ter inserido o ID de VLAN correto.

6. Quando ambos os grupos de portas tiverem sido criados, navegue até o primeiro grupo de portas e
selecione a acao Editar configuragoes....
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Mostrar exemplo

vSphere Client

m B B @

» [ll";;' vef-mOl-vcOl.sddc.netapp.com

v @ vef-wkld-veOlsdde.netapp.com

“H wcf-wkld-01-DC
v (= vef-wkld-01-IT-INF-WKLD-01-vds-01
(% vef-wkld-Ol-iscsi-a
i vef-wkld-0l-iscsi-b
= vef-wkid-01-IT-1-DVUplinks-10
(& vef-wkld-01-IT-INF-WKLD-01-vds-01-pg-mgmt
vef-wkld-01-IT-INF-WHKLD-01-vds-01-pg-vmaotion

vcf-wkld-01-nvme-a

e wef-wklid-01-my
v = vef-wkld-01-1T-IN

i) Actions - vef-wkid-01-nvme-a

[®) EdnySettings...

&2 vef-wkld-01-nvme-a

Summary Monitor Configure

: ACTIONS

Permissions

Distributed Port Group Details

£ vef-wkid-01-IT
® vef-wkid-01-IT

EM-Configu ration...

Restore Configuration...

Port binding
Port allocation
VLAN ID

Distributed switch

Network protocol
profile

MNetwork resource
pool

Hosts

Virtual machines

7. Na pagina Grupo de portas distribuidas - Editar configuragdes, navegue até Agrupamento e failover
no menu a esquerda e clique em uplink2 para mové-lo para Uplinks nédo utilizados.
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Mostrar exemplo

Distributed Port Group - Edit Settings | vcf-wkid-01-nvme-a

General Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring i
Failover order @

Miscellaneous
MOVE UP

Active uplinks
3 uplinki
Standby uplinks
Unused uplinks

1 uplink2

8. Repita esta etapa para o segundo grupo de portas NVMe/TCP. Desta vez, mova uplink1 para Uplinks
nao utilizados.
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Mostrar exemplo

Distributed Port Group - Edit Settings | vcf-wkid-O1-nvme-b

el Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN -
Security Notify switches Yag

Traffic shaping
Failback

Teaming and failover

Monitoring

Failover order @

Miscellaneous
MOVE UP

Active uplinks
] uplink2
Standby uplinks

Unused uplinks

3 uplink?

Etapa 2: Crie os adaptadores VMkernel em cada host ESXi
Crie os adaptadores VMkernel em cada host ESXi no dominio de carga de trabalho.

Passos

1. No cliente vSphere, navegue até um dos hosts ESXi no inventario do dominio de carga de trabalho. Na
aba Configurar selecione Adaptadores VMkernel e clique em Adicionar Rede... para comegar.

Mostrar exemplo

vSphere Client O,

< .
[ vcf-wkid-esx0l.sddc.netapp.com : ACTIONS
[Eﬂ E @ Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [} vef-mOl-vcOl.sddc.netapp.com ~
® i Storage ~v ~ VMkernel adapters
v [ vef-m01-deO
. Storage Adapters
> [ vef-mOl-ciO ADD NETWRRKING.  REFRESH
— Storage Devices
v [ vef-wkld-veOlsdde.netapp.com .
. ’_ﬂ veb-wkid-01-DC Host Cache Configuration . Network Label ¥
v [ ITNE-WKLE-01 iz 2 RIS P B s 1) Ver-WKId-OT-T-INF-WKLD-01-vd
18 = vl e
/O Filters 5-O1-pg-mamt
[l vef-wkid-esx01.sddc.netapp.com LRganam
[ vef-wkid-esx02.sddc.netapp.com Networking v - » & venkcl %.\(Cf-\'\li((d;\:ﬂ-|T-‘NF-\.‘VKLD-C1-‘JDI
i : s-071-pg-vmotion
[Z vef-wkld-esx03.sddc.netapp.com Virtual switches = .
= H » 1 i A vC d-01-IT-INF-WKLD-01-vd
|5 wvef-wkld-esx04.sddc.netapp.com VMkernel adapters e s-01-pg-nfs
& vef-w0l-otvg Physical adapters .

% | .
% vmk10 [® -
TCR/IP configuration Liis0.2 o)

2. Na janela Selecionar tipo de conexao, escolha Adaptador de rede VMkernel e clique em Avancar para
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continuar.

Mostrar exemplo

Add Networking Select connection type %

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

E:- Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Na pagina Selecionar dispositivo de destino, escolha um dos grupos de portas distribuidas para iSCSI
que foi criado anteriormente.

Mostrar exemplo

Add Networking Select target device X
Select a target device for the new connection.
| 1 Select connection type © Select an existing network
() Select an existing standard switch
r.j:) New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch
O ) vef-whkid-Oliscsi-a it vef-wkid-O-T-INF-WKLD-01-vds-01
O B vef-wkid-Ot-iscsi-b = vef-wkid=01-IT-INF-WKLD-01-vds-01
':_) £ vef-wikid-01-T-INF-WKLD-01-vds-01-pg-mamt = vef-wkid-01-IT-INF-WKLD-01-vds-01
O @ vef-wkld-01-IT-INF-WKLD-01-vds-01-pg-nfs - vef-wkld-01-IT-INF-WEKLD-01-vds-02

vef-wikid-01-T-INF-WKLD-01-vds-01-pg-vmotion = vef-wkld-01-IT

F-WKLD-01-vds-01

vef-wkid-0l-nvme-a

@ &

vef-wkid-01-nvme-b - vef-wkld-01-IT-INF-WKLD-01-vds-01

Manage Columns 7 items

CANCEL

4. Na pagina Propriedades da porta, clique na caixa NVMe/TCP e clique em Avangar para continuar.
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Mostrar exemplo

Add Networking

1 Select connection type

2 Select target device

3 Port properties

Port properties

Specify VMkernel port settings.

Network label
MTU

TCP/IP stack

Available services

Enabled services

Get MTU from switch

Default

vMotian
[ Provisioning
[ Fault Tolerance logaing
[] Management
[] vSphere Replication

["] vSphere Replication NFC [] NVMe over RDMA
[ vsan

[ vsaM witness

[T} vSphere Backup NFC

NWMe over TCP

CANCEL BACK

5. Na pagina Configuragdes IPv4, preencha o Enderego IP € a Mascara de sub-rede e fornega um novo
endereco IP de gateway (somente se necessario). Cligue em Avangar para continuar.

Mostrar exemplo

Add Networking

1 Select connection type
2 Select target device

3 Port properties

4 IPv4 settings

6. Revise suas sele¢des na pagina Pronto para concluir e clique em Concluir para criar o adaptador

VMkernel.

IPv4 settings

Specify VMkernel IPv4 settings.

(") Obtain IPv4 settings automatically

@ Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

17221.118.191

255.2556.265.0

|:\ Override default gateway for this adapter

10.61.185.231
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Mostrar exemplo

Add Networking Ready to complete «
Review your selections before finishing the wizard

1 Select connection type 3
il v Select target device

) ) Distributed port vef-wkld-01-nvme-a
2 Select target device group
Distributed switch vef-wkld-01-IT-INF-WKLD-01-vds-01

3 Port properties
w Port properties

4 IPv4 settings New port group vef-wkld-01-nvme-a (vef-wkid-01-IT-INF-WKLD-01-vds-01)
MTU 9000

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
vSAN Witness Disabled

vSphere Backup NFC Disabled
NVMe over TCP Enabled
NVMe over RDMA Disabled

v IPv4 settings
IPv4 address 172.21.118.191 (static)
Subnet mask 255.255.255.0

CANCEL BACK

7. Repita esse processo para criar um adaptador VMkernel para a segunda rede iSCSI.

Etapa 3: adicionar adaptador NVMe/TCP

Cada host ESXi no cluster de dominio de carga de trabalho deve ter um adaptador de software NVMe/TCP
instalado para cada rede NVMe/TCP estabelecida dedicada ao trafego de armazenamento.

Para instalar adaptadores NVMe/TCP e descobrir os controladores NVMe, conclua as seguintes etapas.

1. No cliente vSphere, navegue até um dos hosts ESXi no cluster de dominio de carga de trabalho. Na guia
Configurar, clique em Adaptadores de armazenamento no menu.

2. No menu suspenso Adicionar adaptador de software, selecione Adicionar adaptador NVMe sobre
TCP.
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Mostrar exemplo

vSphere Client O,

) [ vcf-wkld-esxOl.sddc.netapp.com | : actions

[D] @ @ Summary Monitor Configure Permissions VMs Datastores

> [ vef-m01-vc0lsddc.netapp.com

£

Storage

Storage Adapters

v [[# vef-wkid-veOlsdde.netapp.com
v R vcf-wkid-01-DC
v ([ IT-INF-WKLD-01

Storage Adapters

ADD SOFTWARE ADAPTER ~ REFRESH
Storage Devices

Host Cache Configuration

vcf-wkld-esx01.sddc.netapp.com

= Protocol Endpoints ware
[[] vcf-wkld-esx02.sddc.netapp.com

I/O Filters

[}l vef-wkid-esx03.sddc.netapp.com Add NVMe over ‘I'Tﬁidaptm =
= i T el B
[ vef-wkid-esx04.sddc.netapp.com Networking = -

O | & vmhbaba PIIX4 for 430T,
il OracleSrv_01 Virtual switches =

| <& vmhbao PVSCSI SCSI T
G0 OracleSrv_02 VMkernel adapters
& OracleSrv_03 Physical adapters
& OracleSrv_04 TCP/IP configuration

3. Na janela Adicionar adaptador de software NVMe sobre TCP, acesse o menu suspenso Adaptador de
rede fisica e selecione o adaptador de rede fisica correto no qual deseja habilitar o adaptador NVMe.

Mostrar exemplo

vcf-wkld-esx0O X
| 1.sddc.netapp.c
om

Add Software NVMe over
TCP adapter

Enable software NVMe adapter on the selected physical network adapter.

Physical Network Adapter vmnict/nvmxnet3

vmnic1/nvmxnet3
ymmc2nvmxnet3 TANCEL ‘ “
ymnic3/nvmxnet3 I—

4. Repita esse processo para a segunda rede atribuida ao trafego NVMe/TCP, atribuindo o adaptador fisico
correto.

5. Selecione um dos adaptadores NVMe/TCP recém-instalados. Na aba Controladores, selecione
Adicionar Controlador.
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Mostrar exemplo

vSphere Client

(I

B @

> [ vef-mO1-veOl.sdde netapp.com

-E? vif-whid-vcOl.sddc.netapp.com
[ vef-wkid-01-DC
v [ IT-INF-WKLD-01

A vel-whid-esx0.sddc.n etapp.com

&

BB S S

%
]

G
=)

@

vef-wkid-esx02.sddc netapp.com
wif-whid-esx03.sddc netapp.com
vif-whkld-esx04.sddc.netapp.com
OracleSrv_01

CracleSrv_02

CracleSrv_03

OracleSrv_04

SQLSRV-01

SQLSRV-02

SQLSRV-03

SQLSRV-04

Win2022-B

Summary

[ vef-wkld-esx0l.sddc.netapp.com

Monitor

Storage

Host Cache Configuration
Protocol Endpoints
/O Fllters
Networking
Virtual switches
VMEkernel adapters
Physical adapters
TCPAP configuration
Virtual Machines
VM Startup/Shutdown
Agent VM Settings
Default WM Compatibility
Swap File Location
System
Licensing
Host Profile

Time Configuration

Albhantieatlan Camisne

Configure

~
W

! ACTIONS

Permissions VMs Datastores Metworks Updates

Storage Adapters

ADD SOFTWARE ADAFTER v REFRESH  RESCAN STORAGE  RESCAN ADAPTER  REMOVE
Adagter v | Modsl T Type T
O & wmnhbaes i5CSI Software Adapte i5CS

NVME over TCP

Manage Columns | | Export -

Properties Devices Paths Mamespaces Cantrollers

ADD CONTROLLER
Ll mame v

SUBSYSEEM NON

6. Na janela Adicionar controlador, selecione a aba Automaticamente e conclua as seguintes etapas.

a.

Insira um endereco IP para uma das interfaces légicas SVM na mesma rede que o adaptador fisico
atribuido a este adaptador NVMe/TCP.

Clique no botao Descobrir controladores.

Na lista de controladores descobertos, clique na caixa de seleg¢édo dos dois controladores com
enderecgos de rede alinhados com este adaptador NVMe/TCP.

7. Cliqgue em OK para adicionar os controladores selecionados.
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Mostrar exemplo

Add controller | vmhba68 %
Automatically Manually
Host NGN ngn.2014-08.com.netapp.sddcnvme:vef-whkid- 0O copy
[1=] 172.21.118.189 |:| Central discovery controller
Enter IPv4 / IPvE-address
Port Number
Range more from 0
Digest parameter [ ] Header digest [ ] Data digest

DISCOVER CONTROLLERS |

@

Select which controller to connect

|j Iel T Subsystem NGN T Transport Type T P T Port Number T i

ngn. 1992-08.com.netapp:sn. nvm 172.21.118.189
64df3069fb6411eeas5100a

098b46aZl:subsystem . VCF

_WEKLD_ 04 NVMe VCF_W

KLD_04_NvVMe

ngn.1992-08.com.netapp:sn. nvm 172.21118.190
64df3069fb6411eea55100a

Yy CT Oy b

*| Manage Columns items

8. Apds alguns segundos, vocé devera ver o namespace NVMe aparecer na guia Dispositivos.
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Mostrar exemplo

Storage Adapters
ADD SOFTWARE ADAPTER v REFRESH RESCAN STORAGE RESCAN ADAPTER REMOCVE

Adapter L3 Model T Type T Status T Identifier T Targets T Devices T Paths T
& vmhbass ISCSI Software Adapter isSCsI Cnline iscsi_vmk(ign.1998-01.com.vm 4 2 8
ware:vef-wkid-esx01 sdde net
app.com:794177624:65)

¢ vmhbal PliX4 for 430TX/440BX/MX IDE Controller Block SCSI Unknown

¢ 1 1 1
(:‘ & vmhbat4 PliX4 for 430TX/440BX/MX IDE Controller Block SCSI Unknown 0 o o]
(:‘ & vmhba0 PVSCSI SCSI Controller Scsl Unknown - 3 a 3
& vmhbabs8 VMware NVMe over TCP Storage Adapter NVME over TCP 1 1 1
'::‘) & vmhbasgg VMware NVMe over TCP Storage Adapter NWVME over TCP Online o] [e] [¢]
—
Properties Depyices Paths MNamespaces Controllers
REFRESH @
=5 0 i 1] Hard i
]| Mame + | LUN v | Type v | Capacity vy  Datastore v 55:;: 1ond r Azge:';f;fion v  DriveType v | Transport
[ | NvMe TCP Disk (uuid 929a6a3045764784 [} disk 3.00TB Not Consumed Attached Supported Flash TCPTRAN
9146209d6e55h07E) RT

9. Repita este procedimento para criar um adaptador NVMe/TCP para a segunda rede estabelecida para
trafego NVMe/TCP.

O que vem a seguir?

Apos configurar a rede,"configurar armazenamento para NVMe vVols" .

Configurar armazenamento NVMe/TCP vVols em um dominio de carga de trabalho VCF VI

Configure o armazenamento NVMe/TCP vVols em um dominio de carga de trabalho do
VMware Cloud Foundation VI. Vocé implantara ferramentas ONTAP , registrara um
sistema de armazenamento, criara um perfil de capacidade de armazenamento e
provisionara um armazenamento de dados vVols no cliente vSphere.

Passos

1. No cliente vSphere, navegue até um dos hosts ESXi no cluster de dominio de carga de trabalho. No menu
Acdes, selecione Armazenamento > Novo armazenamento de dados....
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Mostrar exemplo

vSphere Client

im

B €

> [ vef-m01-vcOlsddc netapp.com

v [ vcf-wkid-vcOl.sddc.netapp.com
v [l vef-wkid-01-DC
v ([ IT-INF-WKLD-01
8]

HFHHHGEES

vcf-wkld-esx0l.sddc.netapp.com

wvef-wkld-esx02 sddc.netapp.com
vcf-wkld-esx03.sddc.netapp.com
vecf-wkld-esx04 .sddc.netapp.com
QOracleSrv_01

OracleSrv_02

CracleSrv_03

OracleSrv_04

SQLSRV-01

SQLSRV-02

SQLSRV-03

SQLSRV-04

<
Summary Monitor Configure
Host Details
Hypervisor:
Model:

L -

Processor Type:

Logical Processors:

NICs:
Virtual Machines:
State:

Uptime:

E vcf-wkid-esx0l.sddc.netapp.com

Permissions v [7] Actions - vef-wkid- )dates
esx0l.sddc.netapp.com

&% New Virtual Machine..

id Usage
& Deploy OVF Template. g
2:04 PM
VMware ES:
9
VMware7 1 o
M @@ Import VMs
Intel(R) Xeot
U@ ch
482306 Maintenance Mode
- Connection
4
Power b
Connected Certificates ?
19 days
Ef New Datastore...
& Add Networking... [ Rescan Storage

e

2. No assistente Novo armazenamento de dados, selecione VMFS como o tipo. Clique em Avancar para

continuar.

3. Na pagina Seleg¢ao de nome e dispositivo, fornega um nome para o armazenamento de dados e
selecione o namespace NVMe na lista de dispositivos disponiveis.
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Mostrar exemplo

New Datastore Name and device selection

Specify datastore name and a disk/LUN for provisioning the datastore.
| 1 Type

Name VCF_WEKLD_04._NVMe

2 Name and device selection

Hardware Drive Sector <
Mae; T LUN v Capacily. -y Acceleration T Type T Format \5"‘
NVMe TCP Disk .929a6 3.00TE Supported
a90457647849146e09d6e5
5bO76)
'~:} Local VYMware Disk {naa.60 o 4.00 GB Mot supported Flash 512n N
00c29f83dciled2d230340d
eb66036)
f::_i Local VMware Disk (naa.60 (6] 75.00 GB MNot supported Flash 512n N
00c291464644a835bc23d3
84813ac0)
< >
Manage Columns | [ Export v Jitems

CANCEL BACK

4. Na pagina Versao do VMFS, selecione a versao do VMFS para o armazenamento de dados.

5. Na pagina Configuracao da particao, faca as alteragdes desejadas no esquema de partigdo padrao.
Clique em Avancgar para continuar.
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Mostrar exemplo

New Datastore Partition configuration %
Review the disk layout and specify partition configuration details.
1 Type
Partition Configuration Use all available partitions
2 Name and device selection
Datastore Size @ 3072 2GR
3 WMFS version
Block size IMB
4 Partition configuration
Space Reclamation Granularity 1MB
Space Reclamation Priority Low

Free Space: 3TB

Usage on selected partition: 3TB

6. Na pagina Pronto para concluir, revise o resumo e clique em Concluir para criar o armazenamento de
dados.

7. Navegue até o novo armazenamento de dados no inventario e clique na guia Hosts. Se configurado

corretamente, todos os hosts ESXi no cluster deveréo ser listados e ter acesso ao novo armazenamento
de dados.

Mostrar exemplo

— vSphere Client

B VCF_WKLD_04_NVMe | :actions

It B8 @ Summary  Monitor  Configure  Permissions  Files  Ho: VMs
~ [@ vcf-mOTl-veOlsddc.netapp.com
> B vef-mOt-dcol Quick Filter Enter value
Sl e O tem Stote Stous Consumed Memory % | HASlate Uptime
¥ vef-wkid-01-DC
B O [ vet-wkid-esxOlsddenetapp.co  Connected +/ Normal [ | 13%  / Connected (Se 19 .days
B vcf-wkid-esxOl-esx-install-datastore m condary)
B vef-wkid-esx02-esx-install-datastore O [l vcfwkid-esx02 sddcnetappco  Connected +/ Normal (@ rne-wkin-o I o M 15%  +/ Running (Prima 19 days
m 1 r
B vef-wkld-esx03-esx-install-datastore =, = ¥
# [ vef-wkid-esx03 sddenetapp.co Cor ted +/ Normal ] IT-INF-WKLD-O +/ Connected (Se 19 d
E vef-wkid-esx04-esx-install-datastore O mU G A L o M et s
B VCF_WKLD_o1 O B ver-wkid-esx04 sddcnetappco  Connected ' Normal @ T-INF-wkip-0 I s | 4% Connected (Se 19 days
£ VCF_WKLD_02_VVOLS m 1 condary)

£ VCF_WKLD_03_isCs|
E VCF_WKLD_04_NVMe
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Informagoes adicionais

» Para obter mais informagdes sobre como configurar o SAN para redundancia, consulte o"Referéncia de
configuragdo do NetApp SAN" .

+ Para obter informagdes adicionais sobre consideragdes de design NVMe para sistemas de
armazenamento ONTAP , consulte"Configuracao, suporte e limitagdes do NVMe" .

+ Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentagao do ONTAP 9" .

 Para obter informagdes sobre como configurar o VCF, consulte 0"Documentacao do VMware Cloud
Foundation" .

Adicionar um armazenamento de dados VMFS baseado em FC como
armazenamento suplementar a dominios de carga de trabalho de VI

Neste caso de uso, descrevemos o procedimento para configurar um armazenamento de
dados VMFS usando Fiber Channel (FC) como armazenamento suplementar para um
dominio de carga de trabalho de infraestrutura virtual (V1) do VMware Cloud Foundation
(VCF). Este procedimento resume a implantacdo do ONTAP Tools para VMware
vSphere, o registro do servidor vCenter da carga de trabalho do VI, a definicdo do
backend de armazenamento e o provisionamento do armazenamento de dados do FC.

Antes de comecgar
Certifique-se de que os seguintes componentes e configuragdes estejam instalados.

* Um sistema de armazenamento ONTAP AFF ou ASA com portas FC conectadas a switches FC.
* SVM criado com FC LIFs.

» vSphere com HBAs FC conectados a switches FC.

» O zoneamento de iniciador-alvo Unico é configurado em switches FC.

» Use a interface logica SVM FC na configuragcao de zona em vez de portas FC fisicas em
@ sistemas ONTAP .

» Use multipath para FC LUNs.

Passos

1. Registre a carga de trabalho do VI vCenter seguindo as instrugbes na documentagdo das ONTAP tools for
VMware vSphere :"Registrar carga de trabalho VI vCenter" .

O registro da carga de trabalho do VI vCenter habilita o plugin vCenter.

2. Adicione um backend de armazenamento usando a interface do cliente vSphere seguindo as instrugcbes
na documentacao das ONTAP tools for VMware vSphere :"Definir backend de armazenamento usando a
interface do cliente vSphere" .

Adicionar um backend de armazenamento permite que vocé integre um cluster ONTAP .

3. Provisione o VMFS no Fibre Channel (FC) seguindo as instrugdes na documentagao das ONTAP tools for
VMware vSphere :"Provisionar VMFS no FC" .
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Informacgoes adicionais

 Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentagao do ONTAP 9" .

+ Para obter informagdes sobre como configurar o VCF, consulte 0"Documentacao do VMware Cloud
Foundation" .

» Para obter informagdes sobre como configurar o Fibre Channel em sistemas de armazenamento ONTAP ,
consulte o "Gerenciamento de armazenamento SAN" na documentagédo do ONTAP 9.

» Para obter informagdes sobre o uso do VMFS com sistemas de armazenamento ONTAP , consulte 0"Guia
de implantacao para VMFS" .

» Para demonstracdes em video desta solucao, consulte"Provisionamento de armazenamento de dados
VMware" .

Proteja o VCF com o SnapCenter

Aprenda a proteger dominios de carga de trabalho VCF com o plug-in SnapCenter
para VMware vSphere

Saiba mais sobre as solugdes NetApp que vocé pode usar para proteger cargas de
trabalho do VMware Cloud Foundation (VCF) com o SnapCenter Plug-in for VMware
vSphere. Este plug-in simplifica o backup e a recuperagao, garantindo backups
consistentes com os aplicativos e otimizando o armazenamento com as tecnologias de
eficiéncia da NetApp.

Ele oferece suporte a fluxos de trabalho automatizados e operagdes escalaveis, além de fornecer integragao
perfeita com o cliente vSphere. Com a replicagdo do SnapMirror fornecendo backup secundario no local ou na
nuvem, ele oferece protegédo de dados robusta e eficiéncia operacional em ambientes virtualizados.

Consulte as solugdes a seguir para obter mais detalhes.

* "Proteger o dominio de carga de trabalho do VCF"
* "Proteja multiplos dominios de carga de trabalho do VCF"

* "Proteja o dominio de carga de trabalho VCF com NVMe"

Proteja um dominio de carga de trabalho VCF com o plug-in SnapCenter para
VMware vSphere

Neste caso de uso, descrevemos o procedimento para usar o plug-in SnapCenter para
VMware vSphere para fazer backup e restaurar VMs e armazenamentos de dados em
um dominio de carga de trabalho do VMware Cloud Foundation (VCF). Este
procedimento resume a implantacéo do plug-in SnapCenter para VMware vSphere, a
adicao de sistemas de armazenamento, a criacao de politicas de backup e a execucgao
de restauragdes de VMs e arquivos.

iSCSI é usado como protocolo de armazenamento para o armazenamento de dados VMFS nesta solugao.
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Visao geral do cenario

Este cenario abrange as seguintes etapas de alto nivel:

* Implante o SnapCenter Plug-in for VMware vSphere (SCV) no dominio de carga de trabalho do VI.
+ Adicione sistemas de armazenamento ao SCV.

* Crie politicas de backup no SCV.

+ Crie grupos de recursos no SCV.

* Use o0 SCV para fazer backup de armazenamentos de dados ou VMs especificas.

* Use o SCV para restaurar VMs em um local alternativo no cluster.

* Use 0 SCV para restaurar arquivos para um sistema de arquivos do Windows.

Pré-requisitos
Este cenario requer os seguintes componentes e configuragoes:
* Um sistema de armazenamento ONTAP ASA com armazenamentos de dados iISCSI VMFS alocados ao
cluster de dominio de carga de trabalho.

* Um sistema de armazenamento ONTAP secundario configurado para receber backups secundarios
usando SnapMirror.

» Aimplantagdo do dominio de gerenciamento do VCF foi concluida e o cliente vSphere esta acessivel.
* Um dominio de carga de trabalho VI foi implantado anteriormente.

* As maquinas virtuais estédo presentes no cluster que o SCV foi designado para proteger.

Para obter informagdes sobre como configurar armazenamentos de dados iSCSI VMFS como
armazenamento suplementar, consulte"iSCSI como armazenamento suplementar para dominios de
gerenciamento usando ferramentas ONTAP para VMware" nesta documentacao. O processo para usar o
OTV para implantar armazenamentos de dados € idéntico para dominios de gerenciamento e carga de
trabalho.

Além de replicar backups feitos com o SCV para armazenamento secundario, copias externas
de dados podem ser feitas para armazenamento de objetos em um dos trés (3) principais

provedores de nuvem usando o NetApp Backup and Recovery para VMs. Para obter mais

informacgdes, consulte esta oferta."Documentacéao de NetApp Backup and Recovery" .
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2 Media
- Types

o Primary data
3Data
e Secondary copy |l  Copies

.1_ Cnpf'.
e Cloud copy Q Offsite

Etapas de implantacao

Para implantar o plug-in SnapCenter e usa-lo para criar backups e restaurar VMs e armazenamentos de
dados, conclua as seguintes etapas:

Implantar e usar o SCV para proteger dados em um dominio de carga de trabalho do VI

Conclua as seguintes etapas para implantar, configurar e usar o SCV para proteger dados em um dominio de
carga de trabalho do VI:
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Implantar o SnapCenter Plug-in for VMware vSphere

O plug-in SnapCenter é hospedado no dominio de gerenciamento do VCF, mas registrado no vCenter
para o dominio de carga de trabalho do VI. Uma instancia do SCV é necessaria para cada instancia do
vCenter e lembre-se de que um dominio de carga de trabalho pode incluir varios clusters gerenciados
por uma unica instancia do vCenter.

Conclua as seguintes etapas no cliente vCenter para implantar o SCV no dominio de carga de trabalho
do VI:

1. Baixe o arquivo OVA para a implantagdo do SCV na area de download do site de suporte da NetApp
IIAQUIII i

2. No dominio de gerenciamento vCenter Client, selecione Implantar modelo OVF....

vSphere Client O,

<

[ vef-mO1-clO1
[]:[] @ @ Summary Monitor

v [ vef-mO1-vcOD1.sddc.netapp.com
W I—ﬂ vef-mOl-deOl

0 vermotcion [k

il vef-mC  ([]; Actions - vcf-m01-clO1

Services s

= : uration »
] vef-mC [ Add Hosts... '
o - . . . ‘kstart
Ll vef-mc Gt New Virtual Machine... :
[}] vef-mC g eral
2 (7 New Resource Pool...
t wef-mC Provider
e
wl vef-mC & Deploy ONF Template... vare EVC
& vef-mC Host Groups
GE vef-mC 65 New vA Host Rules
@5 vef-we Overrides
55 | t WVMs
e [ Impor i
i vef-wC Silters

3. No assistente Implantar modelo OVF, clique no botao de opc¢ao Arquivo local e selecione para
carregar o modelo OVF baixado anteriormente. Clique em Avancar para continuar.
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Deploy OVF Template Select an OVF template x

Select an OVF template from remote URL or local file system
1 Select an OVF template Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DVD drive.

Q URL

@ Local file

UPLOAD FILES scv-5.0P2-240310_1514.ova

4. Na pagina Selecionar nome e pasta, fornega um nome para a VM do SCV data broker e uma pasta
no dominio de gerenciamento. Clique em Avangar para continuar.

5. Na pagina Selecionar um recurso de computagao, selecione o cluster de dominio de
gerenciamento ou o host ESXi especifico dentro do cluster para instalar a VM.

6. Revise as informagdes referentes ao modelo OVF na pagina Revisar detalhes e concorde com os
termos de licenciamento na pagina Contratos de licenciamento.

7. Na pagina Selecionar armazenamento, escolha o armazenamento de dados no qual a VM sera
instalada e selecione o formato do disco virtual e a Politica de armazenamento da VM. Nesta
solucao, a VM sera instalada em um armazenamento de dados iISCSI| VMFS localizado em um
sistema de armazenamento ONTAP , conforme implantado anteriormente em uma sec¢ao separada
desta documentagao. Clique em Avangar para continuar.

Deploy OVF Template Select storage %

Select the storage for the configuration and disk files
1 Select an OVF template [_] Encrypt this virtual machine (3)
Select virtual disk format Thin Provision

2 Select a name and folder VM Storage Policy | Datastore Default ~

[] Disable Sterage DRS for this virtual machine

3 Select a compute resource

Storage

Name Compatibility T

Capacity 4 Provisioned v | Free T T

4 Review details

B mgmt_o1_iscsi

'lu:-' B ver-moi-clol-ds-vsan0 - 999.97 GB 4916 GB 957.54 GB v
5 License agreements =

— =

L B vef-mot-esx01-esx-install-datastore = 2575 GB 456 GB 2119 GB v
Giiscec slorage O | B vermot-esx0z-esx-install-datastore  — 2575 GB 456 GB 2119 GB v

l(.:" L_a wef-m0l-esx03-esx-install-datastore = 2575 GB 4.56 GB 2119 GB v

l(.:] L_a vef-m0l-esx04-esx-install-datastore = 2575 GB 4.56 GB 2119 GB W

v
< >

Manage Columns tems per page 10 & items

Compatibility

.~ Comnpatibility checks succeeded.

CANCEL BACK
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8. Na pagina Selecionar rede, selecione a rede de gerenciamento que pode se comunicar com 0
dispositivo vCenter do dominio de carga de trabalho e os sistemas de armazenamento ONTAP
primario e secundario.

Select Network

Quick Filter Enter value

~

NSX Port Group Distributed Swit

D
DRC-DPortGroup-YM-Mgm
O ® vcf-mOl-cl0l-vdsO1-pg-iscsi-a = vef-mO1-clO1-v
1

O B vef-mO-cl0t-vdsOl-pg-iscsi- wef-mOt-clot-v
b 1

O & vef-m0i-cl0l-vdsOl-pg-mgmt - vef-m0i-clOt-v
< : 5

Manage Columns

CANCEL

9. Na pagina Personalizar modelo preencha todas as informagdes necessarias para a implantagéao:

o

FQDN ou IP e credenciais para o dominio de carga de trabalho do dispositivo vCenter.

o Credenciais para a conta administrativa do SCV.

o

Credenciais para a conta de manutengéo do SCV.

o

Detalhes das propriedades da rede IPv4 (o IPv6 também pode ser usado).

o

Configurag¢des de data e hora.

Clique em Avancar para continuar.
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Deploy OVF Template Customize template %

Customize the deployment properties of this software solution.

1 Select an OVF template

2 Select a name and folder v 1. Register to existing vCenter 4 settings

1.1 vCenter Name(FQDN) or IP Address cf-wikid-vcO1.sddc.netapp.com

3 Select a compute resource

1.2 vCenter username cf loca

4 Review details
1.3 vCenter password

5 License agreements Password @
6 Select storage
Confirm Password @
7 Select networks
7 1.4 vCenter port 443 ;
8 Customize template P S ]
v 2. Create SCV Credentials 2 settings
2.1 Usermame admin
2.2 Password
Password ssssessen @
Confirm Password | - | @

~ 3. System Configuration 1 settings -]

ne

Deploy OVF Template Customize template

“ 4.2 Setup IPv4 Network Properties 6 settings
1 Select an OVF template

4.211Pv4 Address IP address for the appliance, (Leave blank if O
2 Select a name and folder 172.21.166.148
4.2.2 IPv4 Netmask Subnet to use on the deployed network. (Leave blank if DHCP is
3 Select a compute resource
desired)

4 Review det

42 3 IPv4 Gateway Gateway on the depioye oric (Leave blank if DHCP is desired)
5 ense agreements _ .
5 License agreement 172 21166 1
6 Select storage 4.2 4 IPv4 Primary DNS Primary DNS se ve blank if DHCP is desired)

1061185231

7 Select networks

4.2.5 IPv4 Secondary DNS Secondary DNS server's IP address. (optional - Leave blank if DHCP
8 Customize template i desined)
10.61.186.23
4.2.6 IPv4 Search Domains (optional) Comma separated list of search domain names to use when

resclving host names. (Leave blank if DHCP is desired)

netapp.com,sddc.netapp.com

“ 3.3 Setup IPv6 Network Properties settings

4.311Pv6 Address IP address for the appliance. (Leave blank if DHCP is desired)
4.3.2 IPv6 PrefixLen Prefix length to use on the deployed network. (Leave blank if DHCP
is desired)
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“ 5. Setup Date and Time 2 settings

5.1 NTP servers (optional) A comma-separated list of hostnames or IP addre:

Servers. If left blank, VMware toals based time synchronization will
be used.

172.21166.1

5.2 Time Zone setting Sets the selected timezone setting for the VM

America/New_York v

CANCEL BACK NEXT

10. Por fim, na pagina Pronto para concluir, revise todas as configuragdes e clique em Concluir para
iniciar a implantagao.
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Adicionar sistemas de armazenamento ao SCV

Depois que o plug-in SnapCenter estiver instalado, conclua as seguintes etapas para adicionar sistemas

de armazenamento ao SCV:

1. O SCV pode ser acessado no menu principal do vSphere Client.

vSphere Client O,

|'|'-ﬁ Home
&b Shortcuts

0
Sa Inventory

[—'I Content Libraries
db Workload Management

EE': Global Inventory Lists

Lﬁ Folicies and Profiles
A Auto Deploy
& Hybrid Cloud Services

<» Developer Center

& Administration

=| Tasks

g Events

L> Tags & Custom Attributes

F‘f}ﬂ Lifecycle Manager

MNsoa enter Plug-in for VYMware vSphere

“ M NTAP tools

2. Na parte superior da interface do SCV Ul, selecione a instancia correta do SCV que corresponde ao

cluster vSphere a ser protegido.
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170

— vSphere Client

SnapCenter Plug-in for VMware vSphere

INSTANCE 172.21.166.148:8080 ~

#; Dashboard Dashboard

Ei Settings

3. Navegue até Sistemas de armazenamento no menu a esquerda e clique em Adicionar para
comegar.

— vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Storage Systems
E& Settings

#AH | sEdn Koo b
Resource Groups Mam Display Mame
% Policies

Storage Systems

Eﬁ Guest File Restore

4. No formulario Adicionar Sistema de Armazenamento, preencha o enderego IP e as credenciais do
sistema de armazenamento ONTAP a ser adicionado e clique em Adicionar para concluir a acao.



Add Storage System X

Storage System ['1 72.16.9.25 I
Authentication Method @ Credentials (O Certificate
Username [a dmin I
Password |IIIIII|II

Protocol HTTPS |

Port 443 |

Timeout [EU Seconds
] Preferred IP [F'referred [=

Event Management System{EMS) & AutoSupport Setting

D Log Snapcenter senver events to syslog
|:| Send AutoSupport Motification for failed operation to storage system

CAMCEL

5. Repita esse procedimento para quaisquer sistemas de armazenamento adicionais a serem
gerenciados, incluindo quaisquer sistemas a serem usados como destinos de backup secundarios.

171



Configurar politicas de backup no SCV

Para obter mais informagbes sobre a criagao de politicas de backup do SCV, consulte"Crie politicas de

backup para VMs e armazenamentos de dados" .
Conclua as seguintes etapas para criar uma nova politica de backup:

1. No menu a esquerda, selecione Politicas e clique em Criar para comecar.

vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Policies

E& Settings

(% Resource Groups a N VWM Conslstency
i, Policies

Storage Systems

E, Guest File Restore

2. No formulario Nova Politica de Backup, forneca um Nome e uma Descrigao para a politica, a
Frequéncia em que os backups ocorrerdo e o periodo de Retengao que especifica por quanto
tempo o backup sera retido.

Periodo de bloqueio permite que o recurso ONTAP SnapLock crie instantaneos a prova de violagao

e permite a configuragao do periodo de bloqueio.

Para Replicagao Selecione para atualizar os relacionamentos SnapMirror ou SnapVault subjacentes

para o volume de armazenamento ONTAP .

A replicacao do SnapMirror e do SnapVault sdo semelhantes, pois ambas utilizam a
tecnologia ONTAP SnapMirror para replicar de forma assincrona volumes de

armazenamento para um sistema de armazenamento secundario para maior protecéo

e segurancga. Para relacionamentos SnapMirror , o cronograma de retengao

especificado na politica de backup do SCV regera a retengéo para o volume primario e

secundario. Com os relacionamentos do SnapVault , um cronograma de retengao
separado pode ser estabelecido no sistema de armazenamento secundario para
cronogramas de retencao de longo prazo ou diferentes. Nesse caso, o rétulo do
instantaneo é especificado na politica de backup do SCV e na politica associada ao

volume secundario, para identificar a quais volumes aplicar o cronograma de retengao

independente.

Escolha quaisquer op¢des avangadas adicionais e clique em Adicionar para criar a politica.
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New Backup Policy

Hame

Description

Frequency

Locking Period

Retention

Replication

Advanced -

[Daily_Snapmirrnr

[descriptinn
Daily =
Enable Snapshot Locking €
Days to keep - I‘IE |“ o

B Update SnapMirror after backup @
Update SnapVault after backup &

Snapshotlabel |

VI consistency @
Include datastores with independent disks

Scripts @
Enter script path

CANCEL
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Criar grupos de recursos no SCV

Para obter mais informagbes sobre a criagao de Grupos de Recursos SCV, consulte"Criar grupos de

recursos” .
Conclua as seguintes etapas para criar um novo grupo de recursos:

1. No menu a esquerda, selecione Grupos de recursos e clique em Criar para comecar.

— vSphere Client O

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Resource Groups

& Setti
Eﬁ ettings 4 Crogte Y ¢ Dalete @ Run N @

1 Resource Groups
Ma Drescriptic

i Policies
Storage Systems

E; iGuest File Restore

2. Na pagina Informacgdes gerais e notificagdo, fornega um nome para o grupo de recursos,

configuragdes de notificagdo e quaisquer opgdes adicionais para a nomenclatura dos instantaneos.

3. Na pagina Recurso, selecione os armazenamentos de dados e as VMs a serem protegidas no grupo

de recursos. Clique em Avancar para continuar.

Mesmo quando apenas VMs especificas sao selecionadas, todo o armazenamento de

dados sempre é feito backup. Isso ocorre porque o ONTAP tira instantaneos do

volume que hospeda o armazenamento de dados. No entanto, observe que selecionar
apenas VMs especificas para backup limita a capacidade de restauragéo apenas para

essas VMs.

174


https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_create_resource_groups_for_vms_and_datastores.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_create_resource_groups_for_vms_and_datastores.html

Create Resource Group

+ 1, General info & notification

2. Resource

3. Spanning disks

Scope: | wirtual Machines v
Parent entity: VCF_WKLD_03_iSCSsi

Q,  Enter available entity name

5. Schedules Available entities

&, Summarny 5 OracleSn_01
5 OracleSnv_02
5 OracleSnv_03

B OracleSn_04

B

Selected entities
51 80LSRY-01
(51 SOLSRV-02
(51 SOLSRW02

1 80LSRY-04

BACK

4. Na pagina Discos de abrangéncia, selecione a opgao de como lidar com VMs com VMDKs que

abrangem varios armazenamentos de dados. Clique em Avangar para continuar.
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Create Resource Group

TR It & anBiCa ol Always exclude all spanning datastores

- 2. Resource This means that only the datastores directly added to the resource group and the primary datastore of Vs

directly added to the resource group will be backed up
3. Spanning disks

4. Policies © Always include all spanning datastores

All datastores spanned by all included WMs are included in this backup

6. Summary

Manually select the spanning datastores to be included &

You will need to modify the list every time new VMs are added

There are no spanned entities in the selected virtual entities list.

BACK FINISH CANCEL

5. Na pagina Politicas, selecione uma politica criada anteriormente ou varias politicas que seréao
usadas com este grupo de recursos. Clique em Avangar para continuar.
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Create Resource Group

< 1. General info & notification

* Create
& RezouTee: [ Name + VM Consistent include independentdi_.  Schedule
-+ 3. Spanning disks I T
i Daily_Snapmirror No No Daily

6. Summary

CFIMISH | cancEL

6. Na pagina Agendamentos, estabelega quando o backup sera executado configurando a recorréncia
e a hora do dia. Clique em Avancar para continuar.
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Create Resource Group

1. General info & notification
2. Resource
3. Spanning disks

4, Policies

5. Schedules

6. Summary

Daily_Snapmi... «

Type

Every

Starting

At

Daily
1 | Day(s)
|04104/2024 |

04E 45E F‘MB

BACK

7. Por fim, revise o Resumo e clique em Concluir para criar o grupo de recursos.



Create Resource Group

- 1.General info & notification

HName

- 2.Resource
Description

- 3. Spanning disks b

. Send email
< 4, Policies
. 5. Schedules Latest Snapshot name
TR con

Entities
Spanning
Paolicies

S0L_Servers

MNever

Mone &

Mone @

SOLSRV-01, SCLSRV-02, SOLSRV-03, SQLSRV-04
False

Name Frequency Snapshot Locking Period
Daily_Snapmir...  Daily -

CANCEL

8. Com o grupo de recursos criado, clique no botdao Executar agora para executar o primeiro backup.

vSphere Client

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

& Dashboard Resource Groups
Eo Settings
o Create  # Edit 3 Delete (O Runigw ) Suspend | Resum E’ Export
Resource Groups
Name ription Polit
8 Policies _
. Datly

&= Storage Systems

E&. Guest File Restore

»

9. Navegue até o Painel e, em Atividades recentes do trabalho, clique no numero ao lado de ID do

trabalho para abrir o monitor de trabalhos e visualizar o andamento do trabalho em execucéo.
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= vsphereclient O i

SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 ~

% Dashboard Dashboard

Ei Settings
Status Job Manitor Reports Getting Started
Resource Groups

Palicies g -
S RECENT JOB ACTIVITIES @ AalDels -6 Y X hy
- Sloragesysie: © BackipRunning  Uob ID: 1 min age o
st 3 Backup of Resource Group 'SQL_Servers” with Policy Daily_Snapmirror
E Guest File Restore LF p 1 ) cy ‘Daily_Snap

3 (Job T)Primary Backup of Resource Group 'SQL_Servers’ with Policy ‘Daily_Snapmirror
»
& Retrieving Resource Group and Palicy information
& Discovering Resources

Walidate Retention Settings

@ CQuiescing Applications

Retrieving Metadat;
. & Retrieving Metadata Hup: 1
& Creating Snapshot copy
R & Unquiescing Applications
7 Registering Backup
1 = :
Virtual Machines Datastores [} Running, Start Time: 04/04/2024 04:38.01 PM.
14 SVMs CLOSE DOWNLOAD JOB LOGS
No data to dispiay.

Use o SCV para restaurar VMs, VMDKs e arquivos

O plug-in SnapCenter permite restauragoes de VMs, VMDKs, arquivos e pastas de backups primarios ou
secundarios.

As VMs podem ser restauradas para o host original, para um host alternativo no mesmo vCenter Server ou
para um host ESXi alternativo gerenciado pelo mesmo vCenter ou qualquer vCenter no modo vinculado.

VMs vVol podem ser restauradas para o host original.

VMDKs em VMs tradicionais podem ser restaurados no armazenamento de dados original ou em um
alternativo.

VMDKs em VMs vVol podem ser restaurados para o armazenamento de dados original.
Arquivos e pastas individuais em uma sessao de restauragao de arquivos de convidado podem ser
restaurados, o que anexa uma copia de backup de um disco virtual e restaura os arquivos ou pastas

selecionados.

Conclua as etapas a seguir para restaurar VMs, VMDKSs ou pastas individuais.
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Restaurar VMs usando o plug-in SnapCenter

Conclua as seguintes etapas para restaurar uma VM com SCV:

1. Navegue até a VM a ser restaurada no cliente vSphere, clique com o botdo direito e navegue até *
SnapCenter Plug-in for VMware vSphere*. Selecione Restaurar no submenu.
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vSphere Client

m B B8

O

|
\

@

v |]_J—_;:\:I vef-mO1-vcOl.sddc netapp.com

s [ vef-mO1-dcO1

v [ vef-wkld-veOl se
v [ vef-wkld-01-L

v [ IT-INF-WK

[ wvef-wki

Bl wef-wkl

o vef-wkl
Bl vef-wki
&l Oraclet
G5 Oraclet
G Oraclet
Gl Oracle$
G SQLSR
Gh SQLSR!
G SQLSR'
Bl SQLSR!
@ Win20:

bt Recent Tasks

Task Mame T

[ﬁ S e -i VMware e
Mok Collimia A SnapCenter Plug-in for VMware vSpher

5 Actions - OracleSrv_04

T

Power
Guest OS5
Snapshots

Open Remote Console

Migrate...

Clone

Fault Tolerance

VM Policies

Template

Compatibility

Export System Logs...

Edit Settings...

Move to folder...
Rename...
Edit Notes_.

Tags & Custom Attributes

Add Permission...

Alarms

vSAN

“ NetApp ONTAPR tools

& OracleSrv_04 2 g
Summary Monitor Configure Permissions |
Guest OS Virtual Mac

I_I

]

TE CONSOLE

CONSOLE
3

4 CPLI(s}), 22 MHz used
32 GB, 0GB memory active

100 GB | Thin Provision (3)
VCF_WHEKLD _03_isSCSl

wef-whkid-0-T-INF-WELD-01-ve

of 2
( ) {connected) | 00:50:56:83:02:f

e .
Disconnected =

ESXi 7.0 UZ and later (VM vers

(7] Create Resource Group
Ef Add to Resource Group
&= Attach Virtual Disk(s)
=+ Detach Virtual Disk(s)

G Rlﬁffe

e File Restore




Uma alternativa é navegar até o armazenamento de dados no inventario e, na guia
Configurar, ir para * SnapCenter Plug-in for VMware vSphere > Backups®. No backup
escolhido, selecione as VMs a serem restauradas.

vSphere Client

il < 3 :
B VCF_WKLD_03 Sl i AcTioNS
h B8 @ Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
~ [G vef-mOt-veOl.sddc.netapp.com e Back
ackups
> [ vef-motdeon Scheculed Tasks P
“ [ vef-wkid-veOt sddcnetapp.com General e XDekte & Uit [ expon I
v FR vef-wkld-01-DC Device Backing Name Status Locations. Snapshot Loc..|  Created Time Mounted Policy VMware Sn.
vef-wkid-esxOl-esx-install-datastore
8 Connectivity and Multipathing \ICF_WKLD_ISCl_Datastore_04-12-2024_1250010083  Completed Primary & Secondary - 411212024 2:5006PM  No Hourly_Snapmirror  No. ~
5 vef-widd-esx02-esx-install-datastore Hardware Acceleration Cl_Datestore_04-12-2024_11.50010083  Completed _Primary & Secondery - 411212024 15006 AM No Hourly_Snapmirror  No.
B wehwiadiosos asitalitalastons Capabilty sets 122024 1050010014 Completed Primary & Secondary - 41272024 105007AM  No Houry_Snapmirror  No

B vcf-wkid-esx04-esx-install-datastore
E VCF_WKLD_O1
[ VCF_WKLD_02 WVOLS

SnapCenter Plug-in for VMwa... v 24_0950010087  Completed Primary & Secondary - 41212024 95006 AM  No Hourly_Snapmirtor  No

AT TR 2024_0850010050 Completed  Primary & Secondary - 41212024 85006 AM  No Hourly_Snapmirror  No

Cl_Datastore_04-12.2024_0750010237  Completed Primary & Secondary - 4N121202475007AM  No Hourly_Snapmirror  No
VCF_WKLD_ISCI_Datastore_04-12-2024_06.50010068 ~ Completed Primary & Secondary - 4121202465006 AM  No Hourly_Snapmirror  No
VCF_WKLD_ISC_Datastore_04-12-2024_0550010025  Completed Primary & Secondary - 4121202455006 AM  No Hourly_Snapmiror  No

6 \CF_WKLD_ISC_Datastore_04-12-2024_0450010062  Completed Primary & Secondary - 41212024 45006 AM  No Hourly_Snapmiror  No
Cl_Datastore_04-12-2024_0350010035  Completed  Primary & Secondary - 4112120435006 A No Hourly_Snapmirtor  No

Cl_Datastore_04-2-2024_0250010122  Completed Primary & Secondary - 411212024 250:08AM  No Hourly_Snapmirror  No

CI_Datastore_0: 240150010136  Completed Primary & Secondary - 411212024 15007 AM No Hourly_Snapmiror  No

D_tSCI_Datastore. 2024_0050010067  Completed  Primary & Secondary - 41212024 05006 AM  No Hourly_Snapmirror  No

Cl_Datastore_04-112024 2350010062  Completed Primary & Secondary - 4M2024 115006PM  No Hourly_Snapmirror  No

\VCF_WKLD_ISCI_Datastore_04-11:2024 2250010000  Completed Primary & Secondary - 4/M2024 105006 PM  No Hourly_Snapmirror  No

2. No assistente Restaurar selecione o backup a ser usado. Clique em Avangar para continuar.

Restore X

Search a backup

Search for Backups b 4

Available backups

(This list shows primary backups. You can modify the fiter to display primary and secondary backups.)

Name Backup Time Mounted Policy VMware Snapshot
VCF_WKLD_iSCI__. 4/4/2024450:0.. No Hourly_Snapmirror Mo #
VCF_WKLD_iSCl_... 442024 4451... No Hourly_Snapmirror | Mo

CANCEL

3. Na pagina Selecionar escopo preencha todos os campos obrigatorios:
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o Restaurar escopo - Selecione para restaurar toda a maquina virtual.
> Reiniciar VM - Escolha se deseja iniciar a VM ap0s a restauragao.
o Restaurar local - Escolha restaurar para o local original ou para um local alternativo. Ao escolher
o local alternativo, selecione as op¢des de cada um dos campos:
= Servidor vCenter de destino - vCenter local ou vCenter alternativo no modo vinculado
Host ESXi de destino
* Rede

= Nome da VM apos restauragao

= Selecione o armazenamento de dados:

Restore p 0

« 1. Select backup

Restore scope Entire virtual machine i
Restart v 0
Select location Restore Location Original Location

(This will restore the entire VM to the original Hypernvisor with the original

settings, Existing VM will be unregistered and replaced with this Vi)
© Alternate Location

(This will create a new VM on selected vCenter and Hypenisor with the

customized settings.)

Destination vCenter Server 172.21.166.143 -
Destination ESXi host vef-wkld-esx04.sddonetapp.com -
Hetwork vefwkld-01-IT-INF-WKLD-01-vds-01-pa- -
VI name after restore OracleSrv_04_restored

Select Datastore: VCF_WKLD_03_isCsl -

BACK FINISH CANCEL

Clique em Avancar para continuar.

4. Na pagina Selecionar local, escolha restaurar a VM do sistema de armazenamento ONTAP primario
ou secundario. Clique em Avangar para continuar.
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Restore

« 1. Select backup
Destination datastore Locations

« 2. Select scope
VCF_WHKLD_03_iSCSI (Primary) VCF_iSCSIVCF_WKLD_03_iSCSI v

3. Select location

(Secondary) svm_iscsiVCF_WKLD_03_jSCSI|_dest

< >

5. Por fim, revise o Resumo e clique em Concluir para iniciar o trabalho de restauracgéo.

Restore

« 1. Select backup

Virtual machine to be restored OracleSmnv_04
- 2. Select scope :

Backup name YCF_WKLD_iSCI_Datastore_04-04-2024_16.50.00.0940
« 3. Select location

Restart virtual machine Ma

Restore Location Alternate Location

Destination vCenter Server 172.21.166.143

ESXi host to be used to mount the backup  vchwkld-esx04 sddc.netapp.com

VM Network vekwhkld-01-T-INF-WKLD-01-vds-01-pg-mamt
Destination datastore WCF_WKLD_03_isCsl
VM name after restore OracleSm_04_restored

'E Change IP address of the newly created VM after restore operation to avoid IP conflict

BACK CANCEL

6. O progresso do trabalho de restauragédo pode ser monitorado no painel Tarefas recentes no vSphere
Client e no monitor de tarefas no SCV.
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SnapCenter Plug-in for VMware vSphere INSTANCE 172.21.166 148:8080 v

% Dashboard Dashboard
E& Settings

Resource Groups
| NT \ Job Details 1 18
&3 Storage Systems

£5 Guest File Restore {3 Restoring backup with name: VCF_WKLD_iSCI_Datastore_04-04-2024_16.50.00.0940

»

@ Preparing for Restore: Retrieving Backup metadata fram Repositary.
& PreRestore

@ Restore

Q Running, Start Time: 04/04/2024 04:58:24 Pl

v Recent Tasks Alarms

Task Name v | Target T ‘ Status ¥ | Details v | Initiator v ?;e“e" Y | StartTime by |t

NetApp Mount Datastore @ vef-wkid-esx04.sdd [— 35% Mount operation completed successfull VCF.LOCAL\Administrator 6ms 04/04/2024, 45827 P
c.nefapp.com v M

NetApp Restore E wvef-wkid-esx04.sdd I 2% Restore operation started. VCF LOCAL\Administrator 10ms 04/04/2024, 458:27 P
c.netapp.com M

[Manage Columns Running ~  More Tasks
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Restaurar VMDKs usando o plug-in SnapCenter

O ONTAP Tools permite a restauracdo completa de VMDKSs para seu local original ou a capacidade de

anexar um VMDK como um novo disco a um sistema host. Neste cenario, um VMDK sera anexado a um

host Windows para acessar o sistema de arquivos.

Para anexar um VMDK de um backup, conclua as seguintes etapas:

1. No vSphere Client, navegue até uma VM e, no menu Agodes, selecione * SnapCenter Plug-in for
VMware vSphere > Anexar disco(s) virtual(is)*.

vSphere Client

% 5
i SQLSRV-01 e
( E @ Summary  Monktor  Configure
» @ vcf-mO1-veOl sddc netapp.com
v [[@ vef-wkid-veOl.sddc.netapp.com Guest 08

i vef-wkid-01-DC

» [ Discovered virtual machine

» 3 Oracle
v B3 SOL Server
& SGLSRV-01

& SGLSRV-02
&1 SOLSRV-03
& SOLSRV-04

Templates

> B vCLs

[ LAUNCH REMOTE consoLe | (D

LAUNCH WEB CONSOLE

VM Hardware

cPu
” 24GB, 22

Hard disk 1 {of 2)

Hetwork adapter 1 (of 3)
CD/DVD drive 1
Compatibility

EDIT

Notes

~ Recent Tasks Alarms

e @ i ACTIONS

Add Permission

Alarms

Permissions (1 Actions - SGLSRV-01 dates
Power
Gue:
Virtual | SHESLOS 1ONS Usage
Snapshots Last updated: 4/16/24, 2:06 PM
[ Open Remote Console <Py
= . er 2019 (64- ' 1.56 GHZ usea
(7 Migrate
Clone n © Memory
T i
Fault Tolerance £ 22.32 GB uses
Storage
VM Paolicies
= 62.38 GB ww
Template
Compatibifity
VIEW STATS
Export System Logs..
<2 Edit Settings.. Related Qbjects
MHz used Mauatb-foldar. Cluster
Rename... [ IT-INF-WKLD-01
GB me: 2
Edit Notes... Host
[} vct-wkid-esx04 sddc netap
Tags & Custom Attributes
p.com
tas Networks

Storage

vSAN

M NetApp ONTAP tools
Stor}

ar Plug-in for VMware vSphera

VM Sibrage Policies

2 Altach Virtual Disk(s)
2 Detach Virtual Disk(s)

I'% Create Resource Group

&f Add to Resource Group

& Restore

€4 Guest Flle Rectore

2. No assistente Anexar disco(s) virtual(is), selecione a instancia de backup a ser usada e o VMDK

especifico a ser anexado.
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Attach Virtual Disk(s) X

‘Click here to attach to alternate VM

Backup [ Search for Backups | Q l k 4
(This list shows primary backups, ify the fiter to display primary and secondary backups.)
Hame ' Backup Time Mounted ' Policy VMware Snapshot ‘

(LD_iSCI_Datastore_04-17

VCF_WKLD_iSCI_Datastors_04-17-2024 0750010204 411712024 75000AM  No ' Hourly_Snapmirrar No
WCF_WKLD_iSCI_Datastore_04-17-2024_06.50.01.0194 ”;11‘]7!2024 f:50:00 AM | Ma . Hourly_Snapmirrar | Mo
VCF_WKLD_iSC|_Datastore_04-17-2024_0550.01.0245 41712024 55001 AM No Haurly_Snapmirror No
WCF WKLD iSCl Datastore 04—1?—2024- 64.50,0‘] 531 | ET&DQA A£:50:07 AM i Mo . Hourly Snaomirror Mo R
Select disks
a - Virtual disk . Location

[J WCF_WKLD_D3 ISCSI| SALSRV-DUSQLSRV-01vmdK  ppos o ver 150S1VCF_ WKLD_03_iSCSIVCF_WKLD_ISCI_Datastore_04-17-2024_09.50.01.0v

~ Primar:VCF_iSCSIVCF_WKLD_03_iSCSIVCF_WKLD_iSCI_Datastore_04-17-2024_09.50.01.0 v

As opcoes de filtro podem ser usadas para localizar backups e exibir backups de
sistemas de armazenamento primario e secundario.

Attach Virtual Disk(s) >

From g8 04117/2024

[iijour o0 tjmnute MSMOHU M
om0

12 @Hour o0 [ﬁminute 00 @Second AR [’;}
Vlware snapshot Yes '
e CTR—
Location Primary/Secondary ’




3. Depois de selecionar todas as opgdes, clique no botdo Anexar para iniciar o processo de
restauracéo e anexar o VMDK ao host.

4. Apds a conclusdo do procedimento de anexacéao, o disco podera ser acessado a partir do sistema
operacional do host. Neste caso, o SCV anexou o disco com seu sistema de arquivos NTFS a
unidade E: do nosso Windows SQL Server e os arquivos de banco de dados SQL no sistema de
arquivos podem ser acessados pelo Explorador de Arquivos.

‘@i = [ = | pama = O kS
Home Share View @
« L » This PC + MSSOL_DATA (E:) » MSSQL2019 » MSSQLIS.MSSQLSERVER » MSSQL » DATA v O Search DATA yel
~ Name Date modified Type Size
7 Quick access -
I Deskop > |3’: SOLHCO1_01.mdf L 28 PM S0l Server Databa... 20,48
[ SQLHCO1_02.ndf SOL Server Databa...

¥ Downloads * [ SQLHCO1_03.ndf SOL Server Databa...

[ Documents * [ SOLHCD1_D4.ndf SQL Server Databa

=] Pictures ” | P SQLHCO1_05.ndf SGL Server Databa,..
H jpowell 4 | SQLHCO1_06.ndf 5QL Server Databa...
| s iso_share (\10.61.184.87) (Z) [ 50LHCO1_07.ndf S0l Server Databa...

SOL Server Testing L;-’ SQLHCO1_08.ndf /16/2024 1:27 PM SQL Server Databa,
I;‘ SOLHCO1_09.ndf B 27 PM SQL Server Databa...

b ThisPC [ SQLHCO1_10.ndf 4716/2024 1:27PM  SQL Server Databa.. 20,
f _J 3D Objects
| I Desktop
I: i_:il Documents
I -‘ Downloads

J\ Music
i =] Pictures
; n Videos
p ot Local Disk (C:

MSSQL 2019 e
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Restauragao do sistema de arquivos convidado usando o plug-in SnapCenter

O ONTAP Tools oferece restauragdes de sistemas de arquivos convidados a partir de um VMDK em
sistemas operacionais Windows Server. Isso é realizado centralmente a partir da interface do plug-in
SnapCenter .

Para obter informacdes detalhadas, consulte"Restaurar arquivos e pastas de convidados" no site de
documentacao do SCV.

Para executar uma restauragao do sistema de arquivos convidado para um sistema Windows, conclua as
seguintes etapas:

1. O primeiro passo é criar credenciais Executar Como para fornecer acesso ao sistema host Windows.
No vSphere Client, navegue até a interface do plug-in CSV e clique em Guest File Restore no menu
principal.

vSphere Client

SnapCenter Plug-in for VMware vSphere |NSTANCE 172.21.166.148:8080 ~

% Dashboard Guest File Restore

E& Settings

Resource Groups

& Policies

BB Storage Systems Guest Session Monitor
fé Guest Fimmhre

» Run As Credentials

Proxy Credentials

2. Em Executar como credenciais, clique no icone + para abrir a janela Executar como credenciais.

3. Preencha um nome para o registro de credenciais, um nome de usuario e uma senha de
administrador para o sistema Windows e, em seguida, clique no botao Selecionar VM para
selecionar uma VM proxy opcional a ser usada para a
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@ Run As Credentials

Run As Name
Username
Password

Authentication
Mode

Y Hame

restauracio.

4. Na pagina Proxy VM, fornega um nome para a VM e localize-a pesquisando por host ESXi ou por
nome. Depois de selecionado, clique em Salvar.

Administrator

administrator

Windows

CAMNCEL
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% Proxy VM X

VM Name  SOLSRV-01

(® Search by ESXi Host
ESXi Host vofwkld-esx04.sdde.netapp.com *

Virtual Machine SQLSRV-01 =
O Search by Virtual Machine name

| CAMCEL

5. Cligue em Salvar novamente na janela Executar como credenciais para concluir o salvamento do
registro.

6. Em seguida, navegue até uma VM no inventario. No menu Ag¢ées ou clicando com o botéo direito do
mouse na VM, selecione * SnapCenter Plug-in for VMware vSphere > Restauragao de arquivo
convidado®.

192



vSphere Client

h &8 B @

»  [i¥ vef-mO1-vc01 sddc.netapp.com

v [E vef-wkid-veDl sddc netapp.com

« R vef-widd-01-C
- ) IT-INF-WK
[3 wef-wkl

5 wef-wihkl
[l vef-wkh
wef-wkh
wl Oracles
W Oracles

5% Oracleg

G Oracles

Gl SOLSRY
i SQLSR
&7 SOLSRY
& Win20z

~ Recent Tasks

& Actions - SGLSRV-01

Fowaer
Guest O5

Snapshots

% Open Remote Consale

I Migrate...

Clone

Fault Tolerance

VM Policies

Template

Compatibifity

Export System Logs...

«0 Edit Settings...

Move to folder.
Rename..

Edit Notes...

Tags & Custom Attributes

Add Permission...

Alarms

wSAMN

@ SQLSRV-01

Summary Manitor

Guest OS5

ore console | @

B CONSOLE

1({of3)

Configure

Permissions Datastores (]

Virtual Machine Details

Power Status

I_t Guest OS5
E VMware Tools

DNS Name (1)

IP Addresses (2)

Encrypticn

P e ©

4 CPU(s), 367 MHz used
24 GB, 4 GB memaory active

100 GB | Thin Provision (3)
VCF._WHKLD_03_iScsl

See Afl Disks

vieF-wkld-C1-IT-INF-
{connectad) | DO:5C

1-wds-01-pg-mgmt
11

)

€ .
Discannected o

ESXi 7.0 U2 and iater (VM version 19)

[ Create Resource Group

&, Add to Resource Group

» Policies

= Attach Virtual Disk(s)

== Detach Virtual Disk(s)

SnapCenter Plug-in for VMwara vSphere

) Guest File Restore

ge Policies

7. Na pagina Escopo de restauragdo do assistente Restauragao de arquivo de convidado, selecione
o backup a ser restaurado, o VMDK especifico e o local (primario ou secundario) para restaurar o

VMDK. Clique em Avang¢ar para continuar.
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Guest File Restore W

1. Restore Scope

Backup Name Start Time End Time
E1H:
SOL_Servers_04-16-2024_1352.3... 4/16/2024 1:52:34 PI 4/16/2024 1:52:40 PN cal
A VCF_WKLD_ISCI_Datastare_04-1...  4/16/2024 1:50:01 PM 41162024 1:50:08 PI
W
VMDK
[VCF_WKLD_03_iSCSI SOLSRV-01/SQLSRV-01.ymdk A
[VCF_WKLD_03_iSCSI] SOLSRV-01/SOLSRY-01_1.vmdk
W
Locations
Primarny:VCF_iSCSIVCF_WKLD_03_iSCSESOL Servers_04-16-2024_13.52.34.0329 2
Secondary.svm_iscsiVCF_WKLD_03 i5CSl _destSQL Servers_04-16-2024_13.52.34.0329
v

FiMISH CANCEL

8. Na pagina Detalhes do convidado, selecione usar VM convidada ou Usar VM proxy de
restauracao de arquivo do convidado para a restauragdo. Além disso, preencha as configuragdes
de notificagédo por e-mail aqui, se desejar. Clique em Avangar para continuar.
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Guest File Restore X

~ 1. Restore Scope

- @Use Guest VM
2. Guest Details

Guest File Restore operation will attach disk to guest VM

Run As Hame Username Authentication Mode

Administrator administrator WINDOWS £

(OUse Guest File Restore proxy VM
[C] Send email notification

Email send from:

Email send to:

Email subject: Guest File Restore

FINISH CANCEL

9. Por fim, revise a pagina Resumo e clique em Concluir para iniciar a sessao de Restauragao do
Sistema de Arquivos Convidado.

10. De volta a interface do plug-in SnapCenter , navegue até Guest File Restore novamente e visualize

a sessao em execugado em Guest Session Monitor. Clique no icone em Navegar pelos arquivos
para continuar.

— vSphere Client

snapCenter Plug-in for VMware vSphere INSTANCE 172.21.166.148:8080 v

% Dashboard Guest File Restore

BB Settings ouest Configuration]

Resource Groups

@@ Policies
Storage Systems Guest Session Monitor @ A S E
& Guest File Restore Backup Name: Source VM Disk Path Guest Mount Path Time To Expire Browse Files
> SQOL_Servers_04-16-2024_13.52.34.0329 SOLSRV-01 [VCF_WKLD_03_iSCSl(sc-20240416 1419 E\ 23h:58m D o
Run As Credentials o ~
Proxy Credentials o N

11. No assistente Guest File Browse, selecione a pasta ou os arquivos a serem restaurados e o local do

sistema de arquivos para restaura-los. Por fim, clique em Restaurar para iniciar o processo de
Restauracgao.
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Guest File Browse

Select File(s)/Folder(s) to Restore AN
ﬂ EWMSSQL 2019 v | |Enter Pattern
Name Size
1 MSSQL15MSSQLSERVER n
L

Selected 0 Files [ 1 Directory

Name Path Size Delete
MSSQL 2019 EWMSSOL 2019 T A
L

Select Restore Location P

Select address family for UNC path;
O Pvd

1T

Either Files to Restore or Restore Location is not selected! CAMCEL RESTORE



Select Restore Location P

Select address family for UNC path:
O 1Pv4

IPvE

Restore to path WI72.21.166.16\ch

Provide LINC path to the guestwhere files will be restored. eg;
V10.60.136 65\cE

Fun As Credentials while triggering the Guest File Restare workflow
will be usedto connectto the UNC path

It original file{s) exist:
© Always overwrite

Always skip

Disconnect Guest Session after successful restore

CAMCEL

12. O trabalho de restauracéo pode ser monitorado no painel de tarefas do vSphere Client.

Informagoes adicionais

Para obter informagdes sobre como configurar o VCF, consulte "Documentacao do VMware Cloud Foundation'

Para obter informacdes sobre como configurar sistemas de armazenamento ONTAP , consulte o
"Documentacédo do ONTAP 9" centro.

Para obter informagdes sobre como usar o SnapCenter Plug-in for VMware vSphere, consulte o
"Documentagao do SnapCenter Plug-in for VMware vSphere" .

Proteja os dominios de gerenciamento e carga de trabalho do VCF usando o plug-
in SnapCenter para VMware vSphere

Use o SnapCenter Plug-in for VMware vSphere para proteger varios dominios VCF. Este
procedimento inclui a configuracao do plug-in para cada dominio, a configuracao de
politicas de backup e a execucgao de operacdes de restauracao.

Os dominios de carga de trabalho do VMware Cloud Foundation (VCF) permitem que as organizagdes

separem logicamente os recursos em diferentes dominios para agrupar diferentes cargas de trabalho,
aumentar a segurancga e a tolerancia a falhas.
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Introdugao

Os dominios podem ser dimensionados de forma independente, atender a conformidades especificas e
fornecer multilocagéo. A protegao de dados do VMware Cloud Foundation (VCF) € um aspecto critico para
garantir a disponibilidade, integridade e capacidade de recuperagéo de dados nos dominios de gerenciamento
e carga de trabalho. O NetApp SnapCenter Plug-in for VMware vSphere (SCV) é uma ferramenta poderosa
que integra os recursos de protegdo de dados da NetApp em ambientes VMware. Ele simplifica o backup, a
restauragao e a clonagem de maquinas virtuais (VMs) VMware vSphere hospedadas no armazenamento
NetApp .

Este documento fornece etapas de implantagdo sobre como proteger varios dominios VCF com SCV.

Publico

Arquitetos de solugdes ou administradores de armazenamento que garantem protecédo de dados e
recuperagao de desastres para dominios de carga de trabalho do VMware VCF.

Visao geral da arquitetura

O SCV é implantado como um dispositivo virtual Linux usando um arquivo OVA para fornecer operacgoes de
backup e restauragao rapidas, com economia de espago, consistentes em caso de falhas e consistentes com
VMs, armazenamentos de dados, arquivos e pastas. O SCV usa uma arquitetura de plug-in remoto. Havia
varios SCVs implantados e hospedados no dominio de gerenciamento do VCF vCenter. O dominio SCV e
VCF é um relacionamento um para um, portanto o dominio de gerenciamento VCF e cada dominio de carga
de trabalho requerem um SCV.

Dados que estdo em sistemas primarios ONTAP FAS, AFF ou All SAN Array (ASA) e replicados em sistemas
secundarios ONTAP FAS, AFF ou ASA . O SCV também funciona com o SnapCenter Server para dar suporte
a operagdes de backup e restauragao baseadas em aplicativos em ambientes VMware para plug-ins
especificos de aplicativos SnapCenter . Para mais informagdes, consulte,"Documentacédo do SnapCenter
Plug-in for VMware vSphere ."
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Aregra de backup 3-2-1 é uma estratégia de protegdo de dados que envolve fazer trés cépias dos dados,
armazena-las em dois tipos diferentes de midia e manter uma cépia fora do local. O NetApp Backup and
Recovery € uma ferramenta baseada na nuvem para gerenciamento de dados que fornece um plano de
controle unico para uma ampla gama de operagdes de backup e recuperagdo em ambientes locais e na
nuvem. Para obter mais detalhes, consulte"Documentacao de NetApp Backup and Recovery" .

Implantar um VCF com dominio de gerenciamento e varios dominios de carga de trabalho

Um dominio de carga de trabalho VCF € um grupo de hosts ESXi com um ou mais clusters vSphere,
provisionados pelo SDDC Manager e prontos para aplicativos. No exemplo de VCF abaixo, um dominio de

gerenciamento e dois dominios de carga de trabalho foram implantados. Para obter mais detalhes sobre como

implantar o VCF com armazenamento NetApp , verifique"Documentacao de implantacao do NetApp VCFE."
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Etapas de implantagcédo, configuracao e restauragao do SCV

Com base no niumero de dominios de carga de trabalho e no dominio de gerenciamento, varios SCVs
precisam ser implantados. Com dois dominios de carga de trabalho e um dominio de gerenciamento, o
exemplo abaixo mostra trés SCVs implantados no dominio de gerenciamento VCF

vCenter.

200



— v5phere Client

m B B8 @

v Iﬁg' vef-mO1-vc02 sddc.netapp.com
v FR DataCenter
v [ ClusterOi
B vef-mOl-esx01.sddc.netapp.com
B vcf-mOl-esx02 sddc.netapp.com
B vcf-m0D1-esx03.sddc.netapp.com
L—', vcf-mO1-esx04 sddc.netapp.com
v {7 Cluster0Ol-mgmt-001
vef-mOl-nsx0la
vcf-mO1-nsx0lb
vef-mOl-nsx01c
vef-mOl-sddcO

vef-mO1-vec02

BEE88

|
Cw

vef-mOTwk-vcO2

L;__

vef-wO1-nsx01
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vCt=wkld-vcl

|
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i,'_'l vef-wkld-sc02
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Implantar SCV para dominio de gerenciamento e cada dominio de carga de trabalho

1. "Baixe o Open Virtual Appliance (OVA)."

2. Efetue login com o vSphere Client no vCenter Server. Navegue até Administragao > Certificados >
Gerenciamento de certificados. Adicione certificados raiz confiaveis e instale cada certificado na
pasta certs. Depois que os certificados forem instalados, o OVA podera ser verificado e implantado.

3. Efetue login no dominio de carga de trabalho do VCF vCenter e implante o modelo OVF para iniciar o
assistente de implantacéo do

Doy OVF Tamjlate

&t Salet s 0T Tevaiia e Tuttamipe terplate
1 St & vaihe el o A e Ve el et oped s o' B adlbas s e
o 3 Sated) & cointule rubouets
s i el s N
L Megadir 1o seipteg yCopms 4 sevTeen
o 5 LiCaie Ayl
wF o Tl E ] g 4 Uissie S0 Credsiilian &l
o St el wsr
[ oo e o)
# i M [E—
"
3 Schupsctitrs Mropenics T 14
TRTTE T ITTIY, Evraver s P L
Pz b
10 Redip PV Nebpa i [T
Penpartzs
& fimlues Tale mie e N E

VMware.

4. Ligue o OVA para iniciar o SCV e clique em Instalar ferramentas VMware.

5. Gere o token MFA no console OVA, menu de configuragcéo do
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System Configuration Menu:

1 ) Reboot virtual machine
Z ) Shut down virtual machine
)} Change ‘maint’ user password
)} Change time ne
) Change NIP server
Y Enable -
) Increas
8 ) Upgrade
9 ) Install UHuare Tools
10 ) Generate HFA Token

b ) Back
® ) Exit

Enter your choice: 10

Generating MFA Token... Your HFA Token is : 435164

Press ENTER to continue._

sistema.

. Efetue login na GUI de gerenciamento do SCV com o nome de usuario € a senha do administrador
definidos no momento da implantacao e o token MFA gerado usando o console de manutengéo.
https://<appliance-IP-address>:8080 para acessar a GUI de gerenciamento.

FINetApp' SnapCenter Plug-in for VMware vSphere

Dashboard Configuration

Configuration
= vCenter # Edit
vehwkld-veo1.sddenetapp.com t 443

administrator@vsphere.local

xxxxxxxxxxx

Plug-in Details
@ Enzbled
@ cnabled

@ Connected
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Configurar SCV

Para fazer backup ou restaurar VMs, primeiro adicione os clusters de armazenamento ou VMs que
hospedam os repositérios de dados, depois crie politicas de backup para retengao e frequéncia e
configure um grupo de recursos para proteger os

recursos.

Getting Started with SnapCenter Plug-in for VMware vSphere

ot @

Add storage system Create backup policy Create resource group
Add one or more storage systems that confain resources Create one or more backup policles that manage the Create a container to add one or more resources that
you want to protect retention, frequency and other settings for resource you want 1o protect with backup polickes
group backups.
Click here o configure Click here 10 configure
Click hers o configure

1. Efetue login no cliente web do vCenter, clique em Menu na barra de ferramentas e selecione
SnapCenter Plug-in for VMware vSphere e Adicionar um armazenamento. No painel de navegagao
esquerdo do plug-in SCV, clique em Sistemas de armazenamento e selecione Adicionar opgao. Na
caixa de dialogo Adicionar sistema de armazenamento, insira as informagdes basicas do SVM ou
cluster e selecione Adicionar. Digite o endereco IP de armazenamento da NetApp e faga login.

2. Para criar uma nova politica de backup, no painel de navegagao esquerdo do plug-in SCV, clique em
Politicas e selecione Nova politica. Na pagina Nova Politica de Backup, insira as informagdes de
configuragéo da politica e clique em Adicionar.
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New Backup Policy X

Mame wiid0 1
Description description
Frequency Daity »
Locking Perlod B Enable Spapshol Locking i
1 Days -
Retention Days to keep ' T— =
Replication Update Sxapblirror after backup §

Update SnapVault after backup @

Snapshol lakel

Advanced

3. No painel de navegagao esquerdo do plug-in SCV, clique em Grupos de recursos e selecione Criar.
Insira as informacgdes necessarias em cada pagina do assistente Criar Grupo de Recursos, selecione
as VMs e os armazenamentos de dados a serem incluidos no grupo de recursos e, em seguida,
selecione as politicas de backup a serem aplicadas ao grupo de recursos e especifique o

agendamento de backup.
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Create Resource Group

« 1. General info & nofification
< 2. Resource

< 3. Spanning disks

- 4, Policies

- 5. Schedules

206

Name

Description

Send email

Latest Snapshot name

Custom snapshot format

Entities

Spanning

Palicies

wkid01RG

Mever
None @
None @
wkid01
True

Name
whkid01

Frequency Snapshot Locking Period

Daily

1 Day

=3 cancet
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Restaurar backup de VM e arquivos ou pastas

VMs, VMDKs, arquivos e pastas de backups podem ser restaurados. A VM pode ser restaurada no host
original ou em um host alternativo no mesmo vCenter Server, ou em um host ESXi alternativo gerenciado
pelo mesmo vCenter. Vocé pode montar um armazenamento de dados tradicional a partir de um backup
se quiser acessar arquivos no backup. Vocé pode montar o backup no mesmo host ESXi onde o backup
foi criado ou em um host ESXi alternativo que tenha o mesmo tipo de VM e configura¢des de host. Vocé
pode montar um armazenamento de dados varias vezes em um host. Arquivos e pastas individuais
também podem ser restaurados em uma sesséo de restauracéo de arquivos de convidado, que anexa
uma copia de backup de um disco virtual e restaura os arquivos ou pastas selecionados. Arquivos e
pastas também podem ser restaurados.

Etapas de restauracdo da VM

1. Na GUI do cliente VMware vSphere, clique em Menu na barra de ferramentas e selecione VMs e
modelos na lista suspensa, clique com o botao direito do mouse em uma VM e selecione SnapCenter
Plug-in for VMware vSphere na lista suspensa e, em seguida, selecione Restaurar na lista suspensa
secundaria para iniciar o assistente.

2. No assistente de restauracao, selecione o instantdneo de backup que vocé deseja restaurar e
selecione Maquina virtual inteira no campo Escopo da restauragao, selecione o local de restauragao
e insira as informagdes de destino onde o backup deve ser montado. Na pagina Selecionar local,
selecione o local para o armazenamento de dados restaurado. Revise a pagina Resumo e clique em
Concluir.

Restore x

< 1. Select backup

Virtual machine to be restored win2022
+ 2. Select scope
Backup name widd02_recent
- 3. Select location
Restart virtual machine No
Restore Location Alternate Location
Destination vCenter Server 172:21.166.202
ESXi host to be used to mount the vei-wikld-esx07 sddc.netapp. com
backup
VM Network veli-m0wik-vc02-vel-widd02-vds-01-pg-mgmt
Destination datastore wkid02
VM name after restore win2022.1

1 : Change IP address of the newly created VM after restore operation to aveid IF conflict
.

| BACK ] [ NEXT CANCEL

3. Monitore o progresso da operagao clicando em Tarefas recentes na parte inferior da tela.

Etapas de restauragciao do armazenamento de dados
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1. Cliqgue com o botao direito do mouse em um armazenamento de dados e selecione SnapCenter Plug-
in for VMware vSphere > Montar backup.

2. Na pagina Montar Datastore, selecione um backup e um local de backup (primario ou secundario) e
clique em Montar.

Mount Datastore X
ESXi host name vcf-wkld-esx05.sddc.netapp.com |
Backup Search for Backups I Q ‘ \ Y ‘

(This list shows primary backups. You can modify the filter to display primary and secondary backups.)

Name Backup Time Mounted Policy VMware Snapshot
wkid02_recent 2/9/2025 8:00:01 PM No wkld02 Yes =
RG-Datastore_02-09-202... = 2/9/2025 6:56:01 PM No wkld02 Yes
wkld02_02-08-2025_20.0... = 2/8/2025 8:00:01 PM No wkid02 Yes
RG-Datastore_02-08-202... 2/8/2025 6:56:01 PM No wkid02 Yes
wkld02_02-07-2025_20.0... = 2/7/2025 8:00:01 PM No wkid02 Yes

RG-Datastore_02-07-202... = 2/7/2025 6:56:01 PFM No wkld02 Yes
wkld02_02-06-2025_20.0... 2/6/2025 8:00:01 PM No wkld02 Yes

Backup location

Backup type Location

Primary 172.21.118.118:vcf_md_wkld02:wkid02_recent

CANCEL MOUNT

Etapas para restauragao de arquivos e pastas

1. Ao anexar um disco virtual para operagdes de restauragdo de arquivos ou pastas de convidados, a
VM de destino para a anexacgao deve ter credenciais configuradas antes da restauragéo. No
SnapCenter Plug-in for VMware vSphere , em plug-ins, selecione a segao Restauragéo de arquivo de

convidado e Credenciais de execugdo como, insira as credenciais do usuario. Para Nome de usuario,
vocé deve digitar "Administrador".
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— vSphere Client

SnapCenter Plug-n for WMware VSphers  (NSTANCE 172 21166.71:8144
5 Dashboard Guest File Restore
B Settings

Guest Configuration

(5% Resource Groups

) Policies
2 Storage Systems Guest Session Monitor o A L]
] Guest File Restore Backup Name Soarce VM Dask Path Guest Mount Path Time To Expire Buowse Files
b3 WHISDZ _racent win2iz2 [Wah2(35-202501 272151327 ELFAGY 23 aTm

Run As Credentials o A o

Ruin As Name Username Auhentscaton Mode

administrator @dminkstrator WINDOWS

o

Proxy Credentials ®

2. Clique com o botao direito do mouse na VM do cliente vSphere e selecione SnapCenter Plug-in for
VMware vSphere > Restauragéo de arquivo convidado. Na pagina Escopo de restauracéo,
especifique o Nome do backup, o disco virtual VMDK e o Local — primario ou secundario. Clique em
Sumario para confirmar.

Guest File Restore X

+ 1. Restore Scope

- 2.Guest Details Backup Name widd02_recent

m VMDK [widd02) New Virtual Machine/New Virtual Machine-000001 vmdk

Location Primary: 172.21.118.118:vcl_md_widd02:wkid02_recent

1 Attach operation will start when you click the Finish button. You can monitor the progress in the Recent Tasks tab
= and perform a restore operation from the Guest File Restore page listed under SnapCenter Plug-in for VMware
vSphere.

| BACK ] | NEXT CANCEL

O NetApp SnapCenter para VCP multidominio centraliza a protegdo de dados, reduz eficientemente o tempo e
0 espacgo de armazenamento necessarios para backups usando snapshots do NetApp , oferece suporte a
ambientes VMware de larga escala com recursos robustos de backup e replicagdo e permite recuperacao
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granular de VMs inteiras, VMDKs especificos ou arquivos individuais.

Demonstragao em video para proteger multiplos dominios VCF com SCV

Proteja varios dominios VMware VCF com NetApp SCV

Proteja dominios de carga de trabalho VCF com armazenamento NVMe sobre TCP
e plug-in SnapCenter para VMware vSphere

Use o SnapCenter Plug-in for VMware vSphere para proteger dominios de carga de
trabalho VCF com NVMe. Este procedimento inclui a configuragc&o do plug-in, a
configuragdo do NVMe sobre TCP para desempenho ideal e a execugao de operagoes
de backup, restauragao ou clonagem.

NVMe (Non-Volatile Memory Express) sobre TCP é um protocolo de rede de ponta que facilita a transferéncia
de dados em alta velocidade entre servidores VMware Cloud Foundation ESXi e armazenamento NetApp ,
incluindo All Flash FAS (AFF) e All SAN Array (ASA).

Introducao

Aproveitar NVMe sobre TCP proporciona baixa laténcia e alto rendimento para cargas de trabalho exigentes.
A integracado do NVMe sobre TCP com o NetApp SnapCenter Plug-in for VMware vSphere (SCV) oferece uma
combinagao poderosa para gerenciamento eficiente de dados, aprimorando operagdes de backup,
restauracao e clonagem em ambientes VMware.

Beneficios do NVMe sobre TCP

 Alto desempenho: oferece desempenho excepcional com baixa laténcia e altas taxas de transferéncia de
dados. Isso é crucial para aplicativos exigentes e operagdes de dados em larga escala.

» Escalabilidade: oferece suporte a configuragbes escalaveis, permitindo que os administradores de Tl
expandam sua infraestrutura perfeitamente conforme os requisitos de dados aumentam.

« Eficiéncia: permite operagdes de backup e restauragdo mais rapidas, reduzindo o tempo de inatividade e
melhorando a disponibilidade geral do sistema.

Este documento fornece etapas sobre como implantar e gerenciar o SCV em ambientes VMware Cloud
Foundation (VCF), com foco no aproveitamento do NVMe sobre TCP para desempenho ideal.

Publico

Arquitetos de solugdes ou administradores de armazenamento que garantem protegcédo de dados e
recuperagao de desastres para dominios de carga de trabalho do VMware VCF.

Visao geral da arquitetura

O SCV é uma ferramenta poderosa projetada para facilitar operacoes de backup e restauragao rapidas, com
economia de espago, consistentes em caso de falhas e consistentes com VMs, armazenamentos de dados,
arquivos e pastas em ambientes VMware. O SCV ¢é implantado como um dispositivo virtual Linux usando um
arquivo OVA e aproveita uma arquitetura de plug-in remoto.

Arquitetura de implantagdo do SCV

* Implantacado de dispositivo virtual: o0 SCV é implantado como um dispositivo virtual Linux usando um
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arquivo OVA. Este método de implantagdo garante um processo de configuragéo simplificado e eficiente.

 Arquitetura de plug-in remoto: o SCV usa uma arquitetura de plug-in remoto, permitindo escalabilidade e
flexibilidade no gerenciamento de multiplas instancias.

» Relacionamento um-para-um: cada dominio VCF requer uma instancia SCV dedicada, garantindo
operagoes de backup e restauracdo isoladas e eficientes.

Com o ONTAP 9.10.1 e versoes posteriores, o NetApp AFF e o ASA oferecem suporte a NVMe sobre TCP.
Dados que estdo em sistemas primarios AFF ou ASA e podem ser replicados para sistemas secundarios
ONTAP AFF ou ASA . O SCV também funciona com o SnapCenter Server para dar suporte a operagdes de
backup e restauragao baseadas em aplicativos em ambientes VMware para plug-ins especificos de aplicativos
SnapCenter . Para mais informagdes, consulte,"Documentagao do SnapCenter Plug-in for VMware vSphere"
e"Proteja cargas de trabalho com o SnapCenter"
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Aregra de backup 3-2-1 é uma estratégia de protegdo de dados que envolve fazer trés copias dos dados,
armazena-las em dois tipos diferentes de midia e manter uma copia fora do local. O NetApp Backup and
Recovery é uma ferramenta baseada na nuvem para gerenciamento de dados que fornece um plano de
controle unico para uma ampla gama de operacgdes de backup e recuperagdo em ambientes locais e na
nuvem. Para obter mais detalhes, consulte"Documentacao de NetApp Backup and Recovery" .

SCV para VCF em etapas de implantagao de NVMe

O"ONTAP tools for VMware vSphere" (OTV) fornece uma solugéo poderosa e eficiente para gerenciar o
armazenamento NetApp em ambientes VMware. Ao integrar-se diretamente ao vCenter Server, o OTV
simplifica o gerenciamento de armazenamento, melhora a protegdo de dados e otimiza o desempenho.
Embora opcional, a implantagdo do OTV pode melhorar significativamente os recursos de gerenciamento e a
eficiéncia geral dos ambientes VMware.

* "Crie um armazenamento NVMe/TCP para dominios de carga de trabalho VCF"

 "Configurar o NetApp SnapCenter para VMware vSphere (SCV)"
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Restaurar VM, armazenamento de dados, disco virtual e arquivos ou pastas

O SCV fornece recursos abrangentes de backup e restauracdo para ambientes VMware. Para ambientes
VMFS, o SCV usa operagoes de clonagem e montagem em conjunto com o Storage VMotion para
executar operagdes de restauragéo. Isso garante uma restauragdo de dados eficiente e continua. Para
mais detalhes, verifique"como as operacoes de restauracao sdo executadas."

* Restauracédo de VM Vocé pode restaurar a VM para seu host original no mesmo vCenter Server ou
para um host ESXi alternativo gerenciado pelo mesmo vCenter Server.

a. Cliqgue com o botao direito do mouse em uma VM e selecione SnapCenter Plug-in for VMware
vSphere na lista suspensa e, em seguida, selecione Restaurar na lista suspensa secundaria para
iniciar o assistente.

b. No assistente de restauragéo, selecione o instantaneo de backup que vocé deseja restaurar e
selecione Maquina virtual inteira no campo Escopo da restauracgdo, selecione o local de
restauragao e insira as informacdes de destino onde o backup deve ser montado. Na pagina
Selecionar local, selecione o local para o armazenamento de dados restaurado. Revise a pagina
Resumo e clique em
Concluir.

Restore x

« 1. Select backup

Virtual machine to be restored Win2022NVMe
2. Select scope
Backup name VCF-NVMe_02-12-2025_19.13.55.0912
3. Select location
Restart virtual machine No
m Restore Location Original Location
ESXi host to be used to mount the vci-widd-esx04 sddc.netapp.com
backup

|: This virtual machine will be powered down during the process

| BACK | [ NEXT | CANCEL

* Montar um armazenamento de dados Vocé pode montar um armazenamento de dados tradicional a
partir de um backup se quiser acessar arquivos no backup. Vocé pode montar o backup no mesmo
host ESXi onde o backup foi criado ou em um host ESXi alternativo que tenha o mesmo tipo de VM e
configuragdes de host. Vocé pode montar um armazenamento de dados varias vezes em um host.

a. Cliqgue com o botao direito do mouse em um armazenamento de dados e selecione SnapCenter
Plug-in for VMware vSphere > Montar backup.

b. Na pagina Montar Datastore, selecione um backup e um local de backup (primario ou secundario)
e clique em Montar.
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Mount Datastore

X
ESXi host nama vef-wikld-esx03.sddc.netapp.com s
Backup Search for Backups ‘ Q | s
(This list shows primary backups. You can modify the filter to display primary and secondary backups.)
Name Backup Time Mounted Policy VMware Snapshot
VCF-NVMe_02-19-2025__.. 2/18/2025 6:57:01 PM No whid01 No =
VCF-NVMe_02-18-2025_... 21182025 6:57.:01 PM No whid01 No
VCF-NVMe_02-17-2025_... 217/2025 6:57:01 PM Yes widd01 No
VCF-NVMe_02-16-2025_. 2/16/2025 6:57:01 PM No whid01 No
VCF-NVMe_02-15-2025_... 2/15/2025 6:57:01 PM No widd01 Mo
VCF-NVMe_02-14-2025_. 21472025 6:57:01 PM No whid01 No
VCF-NVMe_02-13-2025_... 2/13/2025 6:57:01 PM No widd01 No -
Backup location
Backup type Location
Primary VCF_NVMe:VCF_WKLD_DS:VCF-NVMe_02-19-2025_18.57.02.0052

CANCEL ‘ MOUNT
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* Anexar um disco virtual Vocé pode anexar um ou mais VMDKs de um backup a VM pai, ou a uma
VM alternativa no mesmo host ESXi, ou a uma VM alternativa em um host ESXi alternativo
gerenciado pelo mesmo vCenter ou por um vCenter diferente no modo vinculado.

a. Cliqgue com o botao direito do mouse em uma VM, selecione SnapCenter Plug-in for VMware
vSphere > Anexar disco(s) virtual(is).

b. Na janela Anexar disco virtual, selecione um backup e selecione um ou mais discos que deseja
anexar e o local de onde deseja anexar (primario ou secundario). Por padréo, os discos virtuais
selecionados sdo anexados a VM pai. Para anexar os discos virtuais selecionados a uma VM
alternativa no mesmo host ESXi, selecione Clique aqui para anexar a VM alternativa e
especifique a VM alternativa. Clique em Anexar.




Attach Virtual Disk(s)

Backup

Click here to attach to alternate VM

Search for Backups

{This fist shows primary backups. You can modify the filter 1o display primary and secondary backups. )

VCF-NVMe_02-17-2025_18 ..

VCF-NVMe_02-16-2025_18.
VCF-NVMe_02-15-2025_18

VCF-NVMe_02-14-2025 18...

VCF-NVMe_02-13-2025_18.
VCF-NVMe 02-12-2025 19

Select disks

) Virtual disk

[VCF_NVMe_DS] Win2022NVMe/Win2022NVMe vmdk

Backup Time

211712025 6:57:01 PM
2/16/2025 6:57:01 PM
2/15/2025 5:57:01 PM
2142025 6:57:01 PM
2132025 65701 PM
211272025 7:13:55 PM

Mounted Palicy
No whid01
No whkidD1
No whkid01
No whid01
No widd01
No whid01
Location

Primary VCF_NVMe: VCF_WKLD_DS VCF-NVMe_02-17-2025_18 57,02.0697

CANCEL | ATTACH

» Etapas de restauragao de arquivos e pastas Arquivos e pastas individuais podem ser restaurados em
uma sessao de restauragao de arquivos de convidado, que anexa uma copia de backup de um disco
virtual e restaura os arquivos ou pastas selecionados. Arquivos e pastas também podem ser
restaurados. Mais detalhes confira"Restauracao de arquivos e pastas do SnapCenter ."

a. Ao anexar um disco virtual para operacdes de restauracédo de arquivos ou pastas de convidados,
a VM de destino para a anexagéao deve ter credenciais configuradas antes da restauragéo. No
SnapCenter Plug-in for VMware vSphere , em plug-ins, selecione a se¢gao Restauragao de
arquivo de convidado e Credenciais de execugao como, insira as credenciais do usuario. Para
Nome de usuario, vocé deve digitar
"Administrador”.
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= vSphere Client

SnapCenter Plug-in for ViMware vSphere INSTANCE 172.21166,71-8144

% Dashboard ‘Guest File Restore

Selt
& Settings Guest Configuration

1 Resource Groups

@ Folicies
& storage Systems Guest Session Monitor o AG W
[is Guest File Restore Backup Mame Soarce VM Disk Path Guest Mount Path Time To Expire Buowse Files
b4 whia0Z_racent winZoz2 wia2(5c-2025012T2151327.  ELFAGN 23 ATm

P s B

Run As Credentials o

Fuun As Mame Username Aumenticaton Mods

adminkstrator sdminfstratee WINDOWS

Proxy Credentials o

b. Clique com o botéo direito do mouse na VM do cliente vSphere e selecione SnapCenter Plug-in
for VMware vSphere > Restauragéo de arquivo convidado. Na pagina Escopo de restauragao,
especifique o Nome do backup, o disco virtual VMDK e o Local — primario ou secundario. Clique
em Sumario para
confirmar.

Guest File Restore

~ 1. Restore Scope

~ 2. Guest Details Backup Name VCF-NVMe_03-02-2025_18.57.01.0662

VMDK [VCF_NVMe_DS] Win2022NVMe/Win2022NVMe.vmdk

Location Primary:VCF_NVMe:VCF_WKLD_DS:VCF-NVMe_03-02-2025_18.57.01.0662

1 Attach operation will start when you click the Finish button. You can monitor the progress in the Recent Tasks tab
&2 and perform a restore operation from the Guest File Restore page listed under SnapCenter Plug-in for VMware
vSphere.

| BACK ] NEXT FINISH CANCEL

Monitorar e relatar

O SCV fornece recursos robustos de monitoramento e geragéo de relatérios para ajudar os administradores a
gerenciar operagdes de backup e restauragdo com eficiéncia. Vocé pode visualizar informagdes de status,
monitorar trabalhos, baixar logs de trabalhos, acessar relatorios, para mais detalhes, verifique"Plug-in

SnapCenter para VMware vSphere Monitor e Report."
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istrator@VSPHERE.LOCAL v

= vSphereClient O

SnapCenter Plug-in for VMware vSphere iNSTANCE 172.21.166.70:8144

Dashboard

(73

Staws ~ JopMomtor  Repofts  Gelting Started

[«

RECENT JOB ACTIVITIES @ Joss

@ Backup Successful
@ Backup Successul
@ Backup Successtul
© Backup Successiul

© Backup Successiul

CONFIGURATION

&

Job ID:448]

[Job1D:441)

1Job 1D:437)

[dob 1D:430]

[Job 1D:427]

See All

Virtual Machines Datastores

& 19 SVMs

primary

e Failed 0
® Successtul 2

Warning: NJA
® Running: 0

STORAGE @

17.77 GB
9 Snapshots

0B 0B
0 Snapvaults

LATESTPROTECTION SUMMARY @ VMs -

®Failed 0
® Succassful 0

9.13«
Storage Savings

» 144.43 GB

Snapshot Savings.

© 17.77 GB

Storage Consumed

&2 2
L= ——— & Bac

A | RecentTasks  Alarms

Ao aproveitar o poder do NVMe sobre TCP e do NetApp SnapCenter Plug-in for VMware vSphere, as
organizagdes podem obter protecao de dados de alto desempenho e recuperacéo de desastres para dominios
de carga de trabalho do VMware Cloud Foundation. Essa abordagem garante operagdes de backup e
restauragao rapidas e confiaveis, minimizando o tempo de inatividade e protegendo dados criticos.

Proteja as cargas de trabalho com o vSphere Metro Storage
Cluster

Saiba mais sobre a integragao de alta disponibilidade do ONTAP com o VMware
vSphere Metro Storage Cluster (vVMSC)

Saiba mais sobre as solugdes NetApp que vocé pode usar para integrar a alta
disponibilidade do NetApp ONTAP com o VMware vSphere Metro Storage Cluster
(vMSC). Isso fornece solugdes robustas para o gerenciamento do VMware Cloud
Foundation (VCF) e dominios de carga de trabalho do VI.

Essa combinacao garante disponibilidade continua de dados, failover perfeito e recuperagéo de desastres em
locais geograficamente dispersos, aumentando a resiliéncia e a continuidade operacional para cargas de
trabalho criticas. O SnapMirror Active Sync permite que os servigos empresariais continuem operando mesmo
durante uma falha completa do site, permitindo que os aplicativos executem failover de forma transparente
usando uma coépia secundaria. Com a sincronizagao ativa do SnapMirror , ndo é necessaria intervencao
manual ou script personalizado para acionar um failover.

Consulte as solugdes a seguir para obter mais detalhes.

+ "Stretch Cluster para dominio de gerenciamento usando sincronizagao ativa do SnapMirror"
+ "Stretch Cluster para Dominio de Gerenciamento usando MetroCluster"
« "Stretch Cluster para VI Workload Domain usando sincronizagao ativa do SnapMirror"

 "Stretch Cluster para Dominio de Carga de Trabalho VI usando MetroCluster"

217



Configurar um cluster de extensao para um dominio de gerenciamento VCF
usando o MetroCluster

Neste caso de uso, descrevemos o procedimento para configurar um cluster estendido
para o dominio de gerenciamento do VMware Cloud Foundation (VCF) usando o ONTAP
MetroCluster com NFS como o armazenamento de dados primario. Este procedimento
inclui a implantagao de hosts vSphere e vCenter Server, o provisionamento de
datastores NFS, a validagao do cluster com a VCF Import Tool, a configuragao das
definicbes do NSX e a conversado do ambiente em um dominio de gerenciamento VCF.

/" FaultDomain1 ™\ // Fault Domain 2 b

VCF
Management
Domain

vSphere Metro
Storage Cluster

e e e e et e e f e e £

;’ MetroCluster IP

Introdugao

Nesta solucao, demonstraremos como implementar o Dominio de Gerenciamento VCF Esticado com NFS
como Datastore Principal usando o ONTAP MetroCluster.

Visao geral do cenario

Este cenario abrange as seguintes etapas de alto nivel:
* Implante hosts vSphere e o servidor vCenter.
* Provisione o armazenamento de dados NFS para hosts vSphere.

* Implante o SDDC Manager no cluster vSphere.

* Use a Ferramenta de Importagéo VCF para validar o cluster vSphere.

218



» Configure um arquivo JSON para criar um NSX durante a converséo de VCF.

* Use a Ferramenta de Importacéo VCF para converter o ambiente do vSphere 8 em dominio de
gerenciamento VCF.

Pré-requisitos
Este cenario requer os seguintes componentes e configuragoes:

» Configuragado ONTAP MetroCluster suportada

* Maquina virtual de armazenamento (SVM) configurada para permitir trafego NFS.

* Alinterface logica (LIF) foi criada na rede IP que transportara o trafego NFS e esta associada ao SVM.
* Um cluster vSphere 8 com 4 hosts ESXi conectados ao switch de rede.

» Baixe o software necessario para a conversao de VCF.

Aqui esta a captura de tela de exemplo do System Manager mostrando a configuragado do MetroCluster

MetroCluster @

LR N

@ MetroCluster systems are healthy

Il tme-mcc-sitelab : Pl tme-mcc-site2ab
2 Nodes 2 Nodes

©

@ 10.192.168.102
Mediator

e aqui estao as interfaces de rede SVM de ambos os dominios de
falha.
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Network interfaces

+ Add

Name

Q

lif_ch-svm-mcc02_8775

Iif_ch-svm-mecc01_3118

lif_ch-svm-mcc02_ 9778

lif_ch-svm-mcc01_6783

Network interfaces

Name

Q

lif_ch-svm-mccD1_3118

lif_ch-svm-mcc02_8775

Iif_ch-svm-mcc01_6783

lif_ch-svm-mcc02_9778

Subnets

Subnets

Status

©

®

Status

| storage vm
| Q  ch-svm
ch-svm-mcc02-mc
ch-svm-mecc1
ch-svm-mecl2-me

ch-sym-mcc01

| storage vm
| Q. ch-svm
ch-sym-mecc01-mc
ch-svm-mcc02
ch-svm-mec01-me

ch-svm-mcc02

| tpspace

| @
Default
Default
Default

Default

| IPspace

| a
Default
Default
Default

Default

| Address

| @
10.192.164.230
10.192.164.225
10.192.164.231

10.192.164.226

| Address

| a
10.192.164.225
10.192.164.230
10.192.164.226

10.192.164.231

[NOTA] O SVM estara ativo em um dos dominios de falha no MetroCluster.

= FINetApp ONTAP System Manager | tme-moc-stelsh

Conittene

Dashboard

Referir "vMSC com MetroCluster" .
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Para armazenamento suportado e outras consideracdes para conversao ou importacéo do vSphere para VCF
5.2, consulte "Consideracdes antes de converter ou importar ambientes vSphere existentes para o VMware
Cloud Foundation" .

Antes de criar o vSphere Cluster que sera convertido em VCF Management Domain, consulte "Consideracao
do NSX no vSphere Cluster"

Para o software necessario, consulte "Baixe o software para converter ou importar ambientes vSphere
existentes" .

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
0"Documentacado do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentagéo do VMware Cloud Foundation'

Etapas de implantagao

Para implantar o VCF Stretched Management Domain com NFS como armazenamento de dados principal,
Conclua as seguintes etapas:

* Implante hosts vSphere e vCenter.
 Crie um cluster do vSphere.
* Provisionar armazenamento de dados NFS.
» Copie a ferramenta de importagéo VCF para o dispositivo vCenter.
» Execute uma pré-verificagéo no dispositivo vCenter usando a Ferramenta de Importagéo VCF.
* Implante a VM do gerenciador do SDDC no cluster do vCenter.
* Crie um arquivo JSON para um cluster NSX a ser implantado durante o processo de conversao.
» Carregue o software necessario para o gerenciador do SDDC.
» Converta o cluster vSphere em VCF Management Domain.
Para uma visao geral do processo de conversao, consulte "Converter um ambiente vSphere em um dominio

de gerenciamento ou importar um ambiente vSphere como um dominio de carga de trabalho VI no VMware
Cloud Foundation" .

Implantar hosts vSphere e vCenter

Implante o vSphere em hosts usando o ISO baixado do portal de suporte da Broadcom ou use a opgao de
implantagéo existente para o host vSphere.
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Monte o NFS Datastore para hospedar VMs

Nesta etapa, criamos o volume NFS e o montamos como Datastore para hospedar VMs.

1. Usando o Gerenciador do Sistema, crie um volume e anexe-o a politica de exportagéo que inclui a
sub-rede IP do host
vSphere.

Add volume X

MName

NFS01

| Add as a cache for a remote volume (FlexCache)

Storage and optimization

ute volume data across the cluster (FlexGroup) (3)

| | Advanced capacity balancing

Access permissions

Export via NFS

| default b |

Createa new &

rt policy, or select an ewisting export policy

2. Conecte-se via SSH ao host vSphere e monte o NFS
Datastore.

3. Repita as etapas acima para necessidades adicionais de armazenamento de dados e certifique-se de
que a aceleragao de hardware seja
suportada

EL

Implante o vCenter no NFS Datastore. Certifique-se de que o SSH e o shell Bash estejam habilitados no
dispositivo vCenter.
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Criar cluster vSphere

1. Efetue login no cliente web do vSphere, crie o DataCenter e o Cluster do vSphere adicionando um dos
hosts onde o NFS VAAI esta implantado. Optamos por gerenciar todos os hosts no cluster com a opgao de
imagem unica. [DICA] Nao selecione Gerenciar configuragao no nivel do cluster. Para obter detalhes
adicionais, consulte "Consideracao do NSX no vSphere Cluster" . Para melhores praticas de vMSC com
ONTAP MetroCluster, verifique "Diretrizes de design e implementacao do vMSC"

2. Adicione outros hosts vSphere ao cluster.
3. Crie um Distributed Switch e adicione os grupos de portas.

4. "Migre a rede do vSwitch padrao para o switch distribuido."

Converter ambiente vSphere para dominio de gerenciamento VCF

A secdo a seguir aborda as etapas para implantar o gerenciador SDDC e converter o cluster vSphere 8 em
um dominio de gerenciamento VCF 5.2. Quando apropriado, a documentagao da VMware sera consultada
para obter detalhes adicionais.

A VCF Import Tool, da VMware by Broadcom, € um utilitario usado no dispositivo vCenter e no gerenciador
SDDC para validar configuragdes e fornecer servigos de conversao e importagdo para ambientes vSphere e
VCF.

Para obter mais informagodes, consulte "Opcoes e parametros da ferramenta de importacao VCF" .

Ferramenta de importagcdo de VCF para copiar e extrair

A Ferramenta de Importagao de VCF € usada no dispositivo vCenter para validar se o cluster vSphere
esta em um estado integro para o processo de conversao ou importagéo de VCF.

Conclua as seguintes etapas:

1. Siga os passos em "Copie a ferramenta de importagéo VCF para o dispositivo vCenter de destino" no
VMware Docs para copiar a Ferramenta de Importagdo VCF para o local correto.

2. Extraia o pacote usando o seguinte comando:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz
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Validar o dispositivo vCenter

Use a ferramenta de importagédo VCF para validar o dispositivo vCenter antes da conversao.

1. Siga os passos em "Execute uma pré-verificagdo no vCenter de destino antes da conversao" para
executar a validacéo.

2. A saida a seguir mostra que o dispositivo vCenter passou na pré-verificagao.

Implantar o Gerenciador do SDDC

O gerenciador do SDDC deve ser colocalizado no cluster vSphere que sera convertido em um dominio
de gerenciamento VCF.

Siga as instrugdes de implantagdo no VMware Docs para concluir a implantagao.

vSphere Client O,

EB_RTP Cluster Details . Re

o (1] vMsC

sddc netapp.com

Total Processors:

Total vMotion 4
Migrations:

& ]

v (@ vMSC-mgmt-001 g

Consulte "Implantar o SDDC Manager Appliance no vCenter de destino" .
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Crie um arquivo JSON para implantagcdo do NSX

Para implantar o NSX Manager ao importar ou converter um ambiente vSphere no VMware Cloud

Foundation, crie uma especificagdo de implantagdo do NSX. A implantacdo do NSX requer um minimo

de 3 hosts.

®

Ao implantar um cluster do NSX Manager em uma operagao de conversao ou importagao,
o segmento com suporte da VLAN do NSX é usado. Para obter detalhes sobre as
limitacbes do segmento com suporte NSX-VLAN, consulte a segao "Consideragdes antes
de converter ou importar ambientes vSphere existentes para o VMware Cloud
Foundation". Para obter informacdes sobre as limitacdes de rede NSX-VLAN, consulte
"Consideracdes antes de converter ou importar ambientes vSphere existentes para o
VMware Cloud Foundation" .

A seguir estda um exemplo de um arquivo JSON para implantagdo do NSX:

"deploy without license keys": true,
"form factor": "small",
"admin password": "******************"’
"install bundle path": "/nfs/vmware/vcf/nfs-mount/bundle/bundle-
133764.zip",
"cluster ip": "10.61.185.114",
"cluster fgdn": "mcc-nsx.sddc.netapp.com",
"manager specs": [{
"fgdn": "mcc-nsxa.sddc.netapp.com",
"name": "mcc-nsxa',

"ip address": "10.61.185.111",
"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"

"fgdn": "mcc-nsxb.sddc.netapp.com",
"name": "mcc-nsxb",
"ip address": "10.61.185.112",

"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"

"fgdn": "mcc-nsxc.sddc.netapp.com",
"name": "mcc-nsxc",
"ip address": "10.61.185.113",

"gateway": "10.61.185.1",
"subnet mask": "255.255.255.0"
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Copie o arquivo JSON para a pasta inicial do usuario vcf no SDDC Manager.

Carregar software para o SDDC Manager

Copie a Ferramenta de Importacao VCF para a pasta inicial do usuario vcf e o pacote de implantagao
NSX para a pasta /nfs/vmware/vcf/nfs-mount/bundle/ no Gerenciador SDDC.

Ver "Carregue o software necessario para o SDDC Manager Appliance" para obter instruges
detalhadas.

Verificagdo detalhada no vCenter antes da conversao

Antes de executar uma operacgéo de conversdo de dominio de gerenciamento ou uma operagao de
importacao de dominio de carga de trabalho do VI, vocé deve executar uma verificagdo detalhada para
garantir que a configuragdao do ambiente vSphere existente seja suportada para conversao ou
importagdo. . SSH para o dispositivo SDDC Manager como usuario vcf. . Navegue até o diretério onde
vocé copiou a Ferramenta de Importagéo VCF. . Execute o seguinte comando para verificar se o
ambiente vSphere pode ser convertido

python3 vcf brownfield.py check --vcenter '<vcenter-fgdn>' --sso-user
'<sso-user>' —--sso-password '****xxxxx! -—-Jocal-admin-password
T X,k kxkhkkhhkkhkhkhkhkkihkx.k%x? __accept_trust
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Converter cluster vSphere em dominio de gerenciamento VCF

A ferramenta de importagdo VCF é usada para conduzir o processo de conversao.

O comando a seguir é executado para converter o cluster vSphere em um dominio de gerenciamento
VCF e implantar o cluster NSX:

python3 vcf brownfield.py convert --vcenter '<vcenter-fqgdn>' --sso-user
'<sso-user>' --sso-password '******x! ——ycenter-root-password '***xxxxkxkx!
-—-local-admin-password '**xxAkkxxkAkkkxxAk! —_hbackup-password

THRXRX A A I K RA A K FXxAAT ——domain-name '<Mgmt-domain-name>' --accept-trust

--nsx—-deployment-spec-path /home/vcf/nsx.json

Quando varios Datastores estao disponiveis no host vSphere, ele solicita qual Datastore precisa ser
considerado como Datastore primario em quais VMs NSX seréo implantadas por
padrao.

Para obter instru¢ées completas, consulte "Procedimento de conversao VCF" .

As VMs do NSX serdo implantadas no
vCenter.

vSphere Client O,

[ vMSC ! ACTIONS

@ @ Summary Monitor Configure Permissions Hosts VMs Dati

m B

v | mcc-vcOl.sddc.netapp.com
> |' RTP

o v

Cluster Details

(%]

Total Processors:

Total vMotion
Migrations:

2w

O SDDC Manager mostra o dominio de gerenciamento criado com o nome fornecido e o NFS como
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Adicionar licenciamento ao VCF

Apds concluir a converséo, o licenciamento deve ser adicionado ao ambiente.

1. Efetue login na interface de usuario do SDDC Manager.

Navegue até Administragado > Licenciamento no painel de navegacgao.
Clique em + Chave de licenca.

Escolha um produto no menu suspenso.

Digite a chave de licenga.

Fornega uma descri¢ao para a licenga.

Clique em Adicionar.

© N o g bk~ 0D

Repita essas etapas para cada licenca.

Configurar um cluster de extensao para um dominio de carga de trabalho VI
usando o MetroCluster

Neste caso de uso, descrevemos o procedimento para configurar o dominio de carga de
trabalho VCF VI estendido com NFS como armazenamento de dados principal usando o
ONTAP MetroCluster. Este procedimento inclui a implantacdo de hosts vSphere e
vCenter Server, o provisionamento de datastores NFS, a validacio do cluster vSphere, a
configuragdo do NSX durante a conversédo do VCF e a importacdo do ambiente vSphere
para um Dominio de Gerenciamento VCF existente.

As cargas de trabalho no VCF séao protegidas pelo vSphere Metro Storage Cluster (vMSC). O ONTAP

MetroCluster com implantagao FC ou IP € normalmente utilizado para fornecer tolerancia a falhas de
datastores VMFS e NFS.
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Introdugao

Nesta solugdo, demonstraremos como implementar o Stetched VCF VI Workload Domain com NFS como
Principal Datastore usando o ONTAP MetroCluster. O VI Workload Domain pode ser implantado usando o
SDDC Manager ou importar um ambiente vSphere existente como VI Workload Domain.

Visao geral do cenério

Este cenario abrange as seguintes etapas de alto nivel:

* Implante hosts vSphere e o servidor vCenter.

* Provisione o armazenamento de dados NFS para hosts vSphere.

» Use a Ferramenta de Importacéo VCF para validar o cluster vSphere.

» Configure um arquivo JSON para criar um NSX durante a conversao de VCF.

» Use a Ferramenta de Importagéo VCF para importar o ambiente vSphere 8 como dominio de carga de
trabalho VCF VI para um Dominio de Gerenciamento VCF existente.

Pré-requisitos
Este cenario requer os seguintes componentes e configuragoes:

» Configuragdo ONTAP MetroCluster suportada

* Maquina virtual de armazenamento (SVM) configurada para permitir trafego NFS.
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* Alinterface légica (LIF) foi criada na rede IP que transportara o trafego NFS e esta associada ao SVM.

* Um cluster vSphere 8 com 4 hosts ESXi conectados ao switch de rede.

 Baixe o software necessario para a conversao de VCF.

Aqui esta a captura de tela de exemplo do System Manager mostrando a configuragcao do MetroCluster

MetroCluster @

LR N ]

() MetroCluster systems are healthy

I tme-mcc-sitelab : I tme-mcc-site2ab
2 Nodes 2 Nodes

©

@ 10.192.168.102
Mediator

e aqui estéo as interfaces de rede SVM de ambos os dominios de
falha.

231



Network interfaces

+ Add

Name

Q

lif_ch-svm-mcc02_8775

Iif_ch-svm-mecc01_3118

lif_ch-svm-mcc02_ 9778

lif_ch-svm-mcc01_6783

Network interfaces

Name

Q

lif_ch-svm-mccD1_3118

lif_ch-svm-mcc02_8775

Iif_ch-svm-mcc01_6783

lif_ch-svm-mcc02_9778

Subnets

Subnets

Status

©

®

Status

| storage vm
| Q  ch-svm
ch-svm-mcc02-mc
ch-svm-mecc1
ch-svm-mecl2-me

ch-sym-mcc01

| storage vm
| Q. ch-svm
ch-sym-mecc01-mc
ch-svm-mcc02
ch-svm-mec01-me

ch-svm-mcc02

| tpspace

| @
Default
Default
Default

Default

| IPspace

| a
Default
Default
Default

Default

| Address

| @
10.192.164.230
10.192.164.225
10.192.164.231

10.192.164.226

| Address

| a
10.192.164.225
10.192.164.230
10.192.164.226

10.192.164.231

[NOTA] O SVM estara ativo em um dos dominios de falha no MetroCluster.

= FINetApp ONTAP System Manager | tme-moc-stelsh

Conittene

Dashboard

Referir "vMSC com MetroCluster" .
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https://knowledge.broadcom.com/external/article/312183/vmware-vsphere-support-with-netapp-metro.html

Para armazenamento suportado e outras consideracdes para conversao ou importacéo do vSphere para VCF
5.2, consulte "Consideracdes antes de converter ou importar ambientes vSphere existentes para o VMware
Cloud Foundation" .

Antes de criar o vSphere Cluster que sera convertido em VCF Management Domain, consulte "Consideracao
do NSX no vSphere Cluster"

Para o software necessario, consulte "Baixe o software para converter ou importar ambientes vSphere
existentes" .

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
0"Documentacado do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentagéo do VMware Cloud Foundation'

Etapas de implantagao

Para implantar o VCF Stretched Management Domain com NFS como armazenamento de dados principal,
Conclua as seguintes etapas:

* Implante hosts vSphere e vCenter.
 Crie um cluster do vSphere.
* Provisionar armazenamento de dados NFS.
» Copie a ferramenta de importagéo VCF para o dispositivo vCenter.
» Execute uma pré-verificagéo no dispositivo vCenter usando a Ferramenta de Importagéo VCF.
* Crie um arquivo JSON para um cluster NSX a ser implantado durante o processo de importagao.
» Carregue o software necessario para o gerenciador do SDDC.
» Converta o cluster vSphere em VCF VI Workload Domain.
Para uma visao geral do processo de conversao, consulte "Converter um ambiente vSphere em um dominio

de gerenciamento ou importar um ambiente vSphere como um dominio de carga de trabalho VI no VMware
Cloud Foundation" .

Implantar hosts vSphere e vCenter

Implante o vSphere em hosts usando o ISO baixado do portal de suporte da Broadcom ou use a opgao de
implantacéo existente para o host vSphere.
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Monte o NFS Datastore para hospedar VMs

Nesta etapa, criamos o volume NFS e o montamos como Datastore para hospedar VMs.

1. Usando o Gerenciador do Sistema, crie um volume e anexe-o a politica de exportagéo que inclui a
sub-rede IP do host
vSphere.

Add volume x
Name
WLDO1_DS01

|:| Add as a cache for a remote volume (FlexCache)

Simphfies file distnbution, reduces WAN latency, and fowers WAN bandwidth costs.

Storage and optimization
Capacity
500 GiB W
Performance service level
Extreme e

Mot sure?  Get help selecting type

Optimization options

[:| Distribute volume data across the cluster (FlexGroup) ()

Access permissions
Export via NFS
GRANT ACCESS TO HOST
default e

Create 3 new axport policy, or select an axsting export palicy.
Rule index Clients Access protocols Read-only rule| Rea

9 0.0.0.0/0 NFSv3, NFSv4, SMB/CIFS, NFS Any Anvy

2. Conecte-se via SSH ao host vSphere e monte o NFS Datastore.

esxcli storage nfs add -c 4 -H 10.192.164.225 -s /WLDO1l DSO01 -v DSO1
esxcli storage nfs add -c 4 -H 10.192.164.230 -s /WLDO1l DS02 -v DS02
esxcli storage nfs list

Implante o vCenter no NFS Datastore. Certifique-se de que o SSH e o shell Bash estejam habilitados no
dispositivo
vCenter.
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— vSphere Client

Pl

[ siteb-vsO2.sddc.netapp.com @ i actions
[Ij] @ @ Summary Monitor Configure Permissions VMs Datastores
v [}' mecce-ve02.sdde netapp.com
& ) ! Host Details
v [[] Stretch Cluster
[[] sitea-vsO1sddc.netapp.com
[ sitea-vs02.sddc.netapp.com — Hypervisor: VMware ESXi, 8.0.3, 242807
67
.| siteb-vsOl.sddc.netapp.com
L) = = o Model:
siteb-vs02.sddc.netapp.com
op Processor Type: Intel(R) Xeon(R) Gold 5120 C
PU @ 2.20GHz
Logical Processors: 12
NICs: 2
Virtual Machines: 1
State: Connected

Uptime: 19 hours

Criar cluster vSphere

1. Efetue login no vSphere webclient, crie o DataCenter e o vSphere Cluster adicionando um dos hosts onde
o NFS VAAI esta implantado. Optamos por gerenciar todos os hosts no cluster com a opg¢ao de imagem
unica. [DICA] Nao selecione Gerenciar configuragdo no nivel do cluster. Para obter detalhes adicionais,
consulte "Consideracao do NSX no vSphere Cluster" . Para melhores praticas de vMSC com ONTAP
MetroCluster, verifique "Diretrizes de design e implementagao do vMSC"

2. Adicione outros hosts vSphere ao cluster.
3. Crie um Distributed Switch e adicione os grupos de portas.

4. "Migre a rede do vSwitch padrao para o switch distribuido."

Converter ambiente vSphere para dominio de carga de trabalho VCF VI

A sec¢ao a seguir aborda as etapas para implantar o gerenciador SDDC e converter o cluster vSphere 8 em
um dominio de gerenciamento VCF 5.2. Quando apropriado, a documentagcao da VMware sera consultada
para obter detalhes adicionais.

A VCF Import Tool, da VMware by Broadcom, &€ um utilitario usado no dispositivo vCenter e no gerenciador
SDDC para validar configuragdes e fornecer servigos de conversao e importagdo para ambientes vSphere e
VCF.

Para obter mais informacdes, consulte "Opcoes e parametros da ferramenta de importacao VCF" .
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Ferramenta de importagdao de VCF para copiar e extrair

A Ferramenta de Importagao de VCF é usada no dispositivo vCenter para validar se o cluster vSphere
esta em um estado integro para o processo de conversao ou importagéo de VCF.

Conclua as seguintes etapas:

1. Siga os passos em "Copie a ferramenta de importagdo VCF para o dispositivo vCenter de destino" no
VMware Docs para copiar a Ferramenta de Importagao VCF para o local correto.

2. Extraia o pacote usando o seguinte comando:

tar -xvf vcf-brownfield-import-<buildnumber>.tar.gz

Validar o dispositivo vCenter

Use a ferramenta de importagéo VCF para validar o dispositivo vCenter antes da importagédo como
dominio de carga de trabalho VI.

1. Siga os passos em "Execute uma pré-verificagdo no vCenter de destino antes da conversao" para
executar a validagéo.
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Crie um arquivo JSON para implantagcdo do NSX

Para implantar o NSX Manager ao importar ou converter um ambiente vSphere no VMware Cloud
Foundation, crie uma especificagdo de implantagdo do NSX. A implantacdo do NSX requer um minimo

de 3 hosts.

®

A seguir estda um exemplo de um arquivo JSON para implantagdo do NSX:

Ao implantar um cluster do NSX Manager em uma operagao de conversao ou importagao,
o segmento com suporte da VLAN do NSX é usado. Para obter detalhes sobre as
limitacbes do segmento com suporte NSX-VLAN, consulte a segao "Consideragdes antes
de converter ou importar ambientes vSphere existentes para o VMware Cloud
Foundation". Para obter informacdes sobre as limitacdes de rede NSX-VLAN, consulte
"Consideracdes antes de converter ou importar ambientes vSphere existentes para o

VMware Cloud Foundation" .

"deploy without license keys": true,
"form factor": "small",
"admin_password": "****************"’

"install bundle path":
133764.zip",
"cluster ip":

"10.61.185.105",

"cluster fgdn": "mcc-wldOl-nsx.sddc.netapp.com",
"manager specs": [{
"fgdn": "mcc-wldOl-nsxa.sddc.netapp.com",

"name" :

"mcc-wldOl-nsxa",

"ip address": "10.61.185.106",

"gateway":

"10.61.185.1",

"subnet mask": "255.255.255.0"

"fgdn":

"name" :

"mcc-wldO0l-nsxb.sddc.netapp.com",
"mcc-wld01l-nsxb",

"ip address": "10.61.185.107",

"gateway":

"10.61.185.1",

"subnet mask": "255.255.255.0"

"fgdn":

"name" :

"mcc-wld0Ol-nsxc.sddc.netapp.com",

"mcc-wld01l-nsxc",

"ip address": "10.61.185.108",

"gateway":

"10.61.185.1",

"subnet mask": "255.255.255.0"

"/nfs/vmware/vcf/nfs-mount/bundle/bundle-
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Copie o arquivo JSON para a pasta inicial do usuario vcf no SDDC Manager.

Carregar software para o SDDC Manager

Copie a Ferramenta de Importacao VCF para a pasta inicial do usuario vcf e o pacote de implantagao
NSX para a pasta /nfs/vmware/vcf/nfs-mount/bundle/ no Gerenciador SDDC.

Ver "Carregue o software necessario para o SDDC Manager Appliance" para obter instrugoes
detalhadas.

Verificagdo detalhada no vCenter antes da conversao

Antes de executar uma operacgéo de conversdo de dominio de gerenciamento ou uma operagao de
importacao de dominio de carga de trabalho do VI, vocé deve executar uma verificagdo detalhada para
garantir que a configuragéo do ambiente vSphere existente seja suportada para conversao ou
importagdo. . SSH para o dispositivo SDDC Manager como usuario vcf. . Navegue até o diretério onde
vocé copiou a Ferramenta de Importagéo VCF. . Execute o seguinte comando para verificar se o
ambiente vSphere pode ser convertido

python3 vcf brownfield.py check --vcenter '<vcenter-fgdn>' --sso-user
'<sso-user>' —--sso-password '**x*xxxxx! —-local-admin-password
Vhk k k k k k k k), ,,*,%%"? __accept_trust
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Converter cluster vSphere em dominio de carga de trabalho VCF VI

A ferramenta de importagdo VCF é usada para conduzir o processo de conversao.

O comando a seguir é executado para converter o cluster vSphere em um dominio de gerenciamento
VCF e implantar o cluster NSX:

python3 vcf brownfield.py import --vcenter '<vcenter-fgdn>' --sso-user
'<sso-user>' --sso-password '******x! ——ycenter-root-password '***xxxxkxkx!
-—-local-admin-password '**xxAkkxxkAkkkxxAk! —_hbackup-password

THRXRX A A I K RA A K FXxAAT ——domain-name '<Mgmt-domain-name>' --accept-trust

--nsx—-deployment-spec-path /home/vcf/nsx.json

Mesmo que varios Datastores estejam disponiveis no host vSphere, nao ha necessidade de solicitar qual
Datastore precisa ser considerado como Datastore Primario.

Para obter instrucées completas, consulte "Procedimento de conversao VCF" .

As VMs do NSX serao implantadas no

vCenter.
— vSphere Client
< : il
[ siteb-vsO2.sddc.netapp.com @ : acrions
[EI] @ @ Summary Monitor Configure Permissions VMs Datastores
v [ mecec-ve02.sddc.netapp.com
v B RTP Host Details
v [} Stretch Cluster
[.] sitea-vsO1.sddc netapp.com
[f] sitea-vs02.sddc.netapp.com = Hypervisor: VMware ESXi, 8.0.3, 242807
) 67
Model:
O \ ~ - -~
Processor Type: WR) Gold 5120 C

&Y me c02

v

mcc-wild01-nsxa Logical Processors: 12

T

&% mcc-wid01-nsxb NICs: 2
% micc-widOl-nsxc Virtual Machines: 2
State: Connected

Uptime: 20 hours

O SDDC Manager mostra o dominio de carga de trabalho do VI criado com o nome fornecido e o NFS
como
Datastore.

239


https://techdocs.broadcom.com/us/en/vmware-cis/vcf/vcf-5-2-and-earlier/5-2/map-for-administering-vcf-5-2/importing-existing-vsphere-environments-admin/convert-or-import-a-vsphere-environment-into-vmware-cloud-foundation-admin.html

wmw  Cioud Found

Workload Domains

% bwetitary v, Capacity Utilization across Domains

[ Lilecycle Management

0 Administration -

Damain e e AN Storag: =
" g e T
- L] date
L >-clat

Show Or M Cohunne

Ao inspecionar o cluster, ele fornece as informagdes dos NFS
Datastores.

[[Q] Stretch Cluster .crow « (mmsmime

Lilecycle Managament 3 [/ Resource Usage Tags
-.T) VO ngorted Chattes
13.16 o
" 4.4 Griz
Storage
w NFS t e .02 TH » Fram

240



Adicionar licenciamento ao VCF

Apds concluir a converséo, o licenciamento deve ser adicionado ao ambiente.

1. Efetue login na interface de usuario do SDDC Manager.

Navegue até Administragado > Licenciamento no painel de navegacgao.
Clique em + Chave de licenca.

Escolha um produto no menu suspenso.

Digite a chave de licenga.

Fornega uma descri¢ao para a licenga.

Clique em Adicionar.

© N o g bk~ 0D

Repita essas etapas para cada licenca.

Configurar um cluster de extensao para um dominio de gerenciamento VCF
usando o SnapMirror Active Sync

Neste caso de uso, descrevemos o procedimento para usar ONTAP tools for VMware
vSphere para configurar um cluster estendido para um dominio de gerenciamento VCF.
Este procedimento inclui a implantacao de hosts vSphere e vCenter Server, a instalacio
de ferramentas ONTAP , a protecao de datastores com o SnapMirror Active Sync, a
migracao de VMs para datastores protegidos e a configuragdo de armazenamento
suplementar.

Region (VCF Instance)

Availability Zone A Availability Zone B Availability Zone C
"""""""""" Management Domain Stretched Cluster 1 ( MDCusterz
' |- e I EaE—
E E 1 EET e
] [}

e e e e e e e e " WD 1 Cluster 2
i Workload Domain 1 Cluster 1 ¢
. . Y C— § [ —
SnapMirror active sync : | !
1
1

I E— EaE— | !
- - - 08

7T WD{ Cluster3 % ' WD 2 Remote Cluster 1 |
1 ]

Hi Cr— | —" | =3

| '

Visao geral do cenario

A solucao de cluster extensivel pode ser implementada no cluster padrdo ou em um cluster adicional em
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dominios de gerenciamento ou carga de trabalho do VCF. O VMFS no FC é suportado tanto no
armazenamento de dados principal quanto no armazenamento de dados suplementar. O VMFS no iSCSI s6 é
suportado com armazenamentos de dados suplementares. Consulte o IMT para obter suporte de VMFS em
NVMe-oF com sincronizagéo ativa do SnapMirror .

VMFS with FC

)

VCF Management

ONTAP
tools

omain

ONTAP
Mediator

SR SRR

e e e

Armazenamento principal no dominio de gerenciamento

A partir do VCF 5.2, o dominio de gerenciamento pode ser implantado sem VSAN usando a ferramenta
de importacao do VCF. A opcao de conversao da ferramenta de importagao VCF permite"uma
implantacéo existente do vCenter em um dominio de gerenciamento” . Todos os clusters no vCenter se
tornaréo parte do dominio de gerenciamento.

1. Implantar hosts vSphere

2. Implantar o servidor vCenter no armazenamento de dados local (o vCenter precisa coexistir em hosts
vSphere que seréo convertidos em dominio de gerenciamento)

. Implantar ONTAP tools for VMware vSphere
. Implantar o plugin SnapCenter para VMware vSphere (opcional)
. Criar armazenamento de dados (a configuragao da zona FC deve estar em vigor)

. Proteja o cluster vSphere

N o o b~ W

. Migrar VMs para um armazenamento de dados recém-criado

Sempre que o cluster for expandido ou reduzido, sera necessario atualizar o
relacionamento do cluster do host nas ferramentas ONTAP para que o cluster indique as
alteragdes feitas na origem ou no destino.
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Armazenamento suplementar no dominio de gerenciamento

Depois que o dominio de gerenciamento estiver instalado e funcionando, armazenamentos de dados
adicionais poderao ser criados usando ferramentas ONTAP , o que acionara a expansao do grupo de
consisténcia.

Se um cluster vSphere estiver protegido, todos os armazenamentos de dados no cluster
estardo protegidos.

Se o0 ambiente VCF for implantado com a ferramenta Cloud Builder, para criar o armazenamento
suplementar com iSCSI, implante ferramentas ONTAP para criar o armazenamento de dados iSCSl e
proteger o cluster vSphere.

Sempre que o cluster for expandido ou reduzido, sera necessario atualizar o
relacionamento do cluster do host nas ferramentas ONTAP para que o cluster indique as
alteragdes feitas na origem ou no destino.

Informago6es adicionais

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentacédo do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacéo do VMware Cloud Foundation
5.2".

Demonstracao em video desta solugao

Cluster de alongamento para VCF com ferramentas ONTAP

Configurar um cluster de extensao para um dominio de carga de trabalho de VI
usando o SnapMirror Active Sync

Neste caso de uso, descrevemos o procedimento para configurar um cluster estendido
para um dominio de carga de trabalho de infraestrutura virtual (V1) usando o SnapMirror
Active Sync com ONTAP tools for VMware vSphere. Este procedimento inclui a criagao
de um dominio de carga de trabalho VCF com VMFS no Fibre Channel, o registro do
vCenter com ferramentas ONTAP , o registro de sistemas de armazenamento e a
protecao do cluster vSphere.
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Region (VCF Instance)

Availability Zone A Availability Zone B Availability Zone C
T Management Domain Stretched Cluster 1 * PO MD Cluster2
S e | = EE3 T e | e [
! EaE—3 EPETS P e
i [} ] 1]

1} ] ]
[} [} ]

i Waorkload Domain 1 Gluster 1

E—E— SnapMirror active sync | C— | T — : .
H C——  C— . “ a | C— | - ! m
: Prin ¢ : e

¢ WD 1 Cluster3 WD 2 Remote Cluster 1 |
o | o R e
=

Visao geral do cenario

Os datastores no dominio de carga de trabalho do VCF podem ser protegidos com sincronizagao ativa do
SnapMirror para fornecer uma solugéo de cluster expansivel. A protecido é habilitada no nivel do cluster do
vSphere e todos os armazenamentos de dados do bloco ONTAP no cluster serdo protegidos.

Armazenamento principal no dominio de carga de trabalho

O dominio de carga de trabalho pode ser criado importando usando a ferramenta de importagdo VCF ou
implantando usando o gerenciador SDDC. A implantagdo com o gerenciador do SDDC fornecera mais
opcdes de rede do que importar um ambiente existente.

1. Criar dominio de carga de trabalho com VMFS no FC

2. "Registre o dominio de carga de trabalho vCenter no gerenciador de ferramentas ONTAP para
implantar o plugin vCenter"

3. "Registre sistemas de armazenamento em ferramentas ONTAP"

4. "Proteja o cluster vSphere"

Sempre que o cluster for expandido ou reduzido, sera necessario atualizar o
relacionamento do cluster do host nas ferramentas ONTAP para que o cluster indique as
alteracdes feitas na origem ou no destino.

244


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-storage-backend.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/protect-cluster.html

Armazenamento suplementar no dominio de carga de trabalho

Depois que o dominio da carga de trabalho estiver ativo e em execug¢ao, armazenamentos de dados
adicionais poderao ser criados usando ferramentas ONTAP , o que acionara a expansao do grupo de
consisténcia.

Se um cluster vSphere estiver protegido, todos os armazenamentos de dados no cluster
estardo protegidos.

Informago6es adicionais

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
0"Documentacado do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacgéo do VMware Cloud Foundation"

Demonstracao em video desta solugao

Cluster de alongamento para VCF com ferramentas ONTAP

Migrar VMs do VMware vSphere para datastores ONTAP

Os ambientes VMware vSphere podem se beneficiar significativamente da migracéo de
maquinas virtuais para armazenamentos de dados suportados NetApp ONTAP. Nao
importa se vocé esta migrando do vSAN, de sistemas de armazenamento de terceiros ou
atualizando sua infraestrutura existente, explore varios cenarios e estratégias de
migracao do vMotion para fazer a transi¢cao perfeita de suas VMs para datastores
ONTAP . Isso garante a continuidade dos negdcios ao mesmo tempo em que aproveita
0s recursos de armazenamento de nivel empresarial do ONTAP.

O VMware vSphere da Broadcom oferece suporte a datastores VMFS, NFS e vVol para hospedar maquinas
virtuais. Os clientes tém a opcao de criar esses armazenamentos de dados com infraestruturas
hiperconvergentes ou com sistemas de armazenamento compartilhado centralizados.

Os clientes geralmente veem valor na hospedagem em sistemas de armazenamento baseados em ONTAP
para fornecer snapshots e clones de maquinas virtuais com eficiéncia de espaco, flexibilidade para escolher
varios modelos de implantacdo em data centers e nuvens, eficiéncia operacional com ferramentas de
monitoramento e alerta, segurancga, governancga e ferramentas de conformidade opcionais para inspecionar
dados de VM e assim por diante.

VMs hospedadas em datastores ONTAP podem ser protegidas usando o SnapCenter Plugin para VMware
vSphere (SCV). O SCV cria instantédneos baseados em armazenamento e também replica para o sistema de
armazenamento ONTAP remoto. As restauragdes podem ser executadas em sistemas de armazenamento
primario ou secundario.

Os clientes tém flexibilidade para escolher o Cloud Insights ou o Aria Operations ou uma combinagao de
ambos ou outras ferramentas de terceiros que usam a APl ONTAP para solucionar problemas, monitorar
desempenho, gerar relatorios e recursos de notificagéo de alertas.

Os clientes podem facilmente provisionar o armazenamento de dados usando o plug-in vCenter do ONTAP
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Tools ou sua API, e as VMs podem ser migradas para os armazenamentos de dados do ONTAP mesmo
enquanto ele estiver ligado.

®

Algumas maquinas virtuais (VMs) implantadas com ferramentas de gerenciamento externas,
como VCF Automation, vSphere Supervisor (ou outras variantes do Kubernetes), geralmente
dependem da politica de armazenamento da VM. Se a migragao ocorrer entre datastores
dentro da mesma politica de armazenamento de VM, o impacto nos aplicativos devera ser
minimo. Consulte os proprietarios dos aplicativos para migrar corretamente essas VMs para o
novo armazenamento de dados. O vSphere 8 introduziu essa funcionalidade. "Notificacoes
vSphere vMotion para aplicativos sensiveis a laténcia" Preparar aplicagbes para vMotion.

Requisitos de rede
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Migracao de VM com vMotion

Presume-se que a rede de armazenamento dupla ja esteja instalada para que o armazenamento de
dados ONTAP fornega conectividade, tolerancia a falhas e aumento de desempenho.

A migracéo de VMs entre hosts vSphere também € gerenciada pela interface VMKernel do host vSphere.
Para migragéo a quente (ligadas em VMs), a interface VMKernel com o servigo vMotion habilitado é
usada e para migracgéo a frio (desligadas em VMs), a interface VMKernel com o servigo de
provisionamento habilitado € consumida para mover os dados. Se nenhuma interface valida for
encontrada, ele usara a interface de gerenciamento para mover os dados, o que pode nao ser desejavel
para certos casos de uso.

Summary  Monitor  Configure  Permissions  VMs  Datastores  Networks  Updates

Storage v VMkernel adapters

Storage Adapters

ADD NETWORKING... REFRESH

T | Network Label v | switeh v | 1P Address v | TCP/P stack v | Enabled services v

Protocol Endpoints £ 2 Mamt 181 & Dswitch Management

/O Filters =
) VSAN 3376 VSAN

0]
g
@

Networking v

]

Virtual switches

VMkernel adapters : >

Physical adapters : »

B

o

TCP/IP configuration

& Dswitch 172.21162.103 Default Provisioning

Virtual Machines v

Ao editar a interface VMKernel, aqui esta a opg¢ao para habilitar os servigos necessarios.

vmk2 - Edit Settings | esxi-hc-03.sddc.netapp.com %

: : L3
Part properties TCP/IP stack Default

IEvA:SeLINGS MTU (Bytes) 9000

IPvE settings
Available services

Enabled services || vSphere Replication NFC ) NVMe over RDMA

|_] vSphere Replication

| (-Aht-Fl “

Certifique-se de que pelo menos duas placas de rede de uplink ativas de alta velocidade
estejam disponiveis para o grupo de portas usado pelas interfaces vMotion e Provisioning
VMkernel.



Cenarios de migragcao de VM

O vMotion é frequentemente usado para migrar VMs independentemente do seu estado de energia.
Consideracdes adicionais e procedimentos de migracao para cenarios especificos estao disponiveis abaixo.

@ Entender "Condicoes e limitagdes da VM do vSphere vMotion" antes de prosseguir com
qualquer opgao de migracao de VM.
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Migracado de VMs de um vSphere Datastore especifico

Siga o procedimento abaixo para migrar VMs para o novo Datastore usando a interface do usuario.

1. Com o vSphere Web Client, selecione o Datastore no inventario de armazenamento e clique na guia
VMs.

¢ g vsanDatastore | :acrions

[D} E @ Summary Monitor Configure Permissions Files Hosts VMs

« [B vcsa-hc.sddc.netapp.com - 1
- . ’ - Virtual Machines VM Templates
~ [l Datacenter CYMAempiates: |

2. Selecione as VMs que precisam ser migradas e clique com o bot&o direito para selecionar a opgao

Migrar.
= ER ala admin 2 | » PR - = A— -
L G gke-admin-ws-1-28-repeat Actions - 4 Objects 32 78 GE
= = Power :
(] # P gke-admin-ws-asy 46.51 GB
Guest OS
Snapshots
(31_1 Migrate... )
VM Policies
Template

3. Escolha a opcéo para alterar apenas o armazenamento, clique em Avancar
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4 Virtual Machines -
Migrate

1 Select a migration type

Select a migration type

Change the virtual machines' compute resource, storage, or both

Change compute resource only
Migrate the virtual machines to another host or cluster

Change storage enly

M

e rtual machines’ storage tc

| Change both compute resource and storage

rtual ma

heir storage to a specific datastore or datastore cluster

ter and

Migrate thy

hines to a specific h

() Cross vCenter Server export

Migrate t rtual machines to a not finked to t

S

4. Selecione a Politica de Armazenamento de VM desejada e escolha o armazenamento de dados

compativel. Clique em Avancar.

4 Virtual Machines -
Migrate

Select storage

VM Storage Policy

2 Select storage [ pisable S

Select the destination storage for the virtual machine migration

BATCH CONFIGURE “ONFIGURE PER DISK

type Select virtual disk format

Storage
Compatibility T

Name Capacity T Provisioned

3438 GB

Compatible

>l

Compatibility

Compatibility checks succeeded

BACK | NEXT

CANCEL

5. Revise e cligue em Concluir.
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4 Virtual Machines - Ready to complete X

M[grate Verify that the information is correct and click Finish to start the migration

Migration Type ¥l on the orginal compute resoyrce
1 Select a migration type
Virtual Machine

Storage

storage

VM storage policy

3 Ready to complete Disk Format Thin Provision

eancer | eace | [N

Para migrar VMs usando o PowerCLlI, aqui esta o script de exemplo.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific datastore
Svm = Get-DataStore 'vSanDatastore' | Get-VM Har*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to Datastore specified by Policy
Svm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy

Sstoragepolicy)

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration
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Migragado de VMs no mesmo cluster vSphere

Siga o procedimento abaixo para migrar VMs para o novo Datastore usando a interface do usuario.

1. Com o vSphere Web Client, selecione o Cluster no inventario de Host e Cluster e clique na guia VMs.

— vsSphereClient O

¢ @ vef-mOT-clol | ;acrions

18]} 8 @ Summary  Monitor  Configure  Permissions  Hosts ~ VMs  Datastores

@ vcf-mOl1-vcOlsddc.netapp.com
v [ vef-mOi-dcOtl

Bl ([} vct-moi-ciot e

Updates

Virtual Machines emplates vApps

2. Selecione as VMs que precisam ser migradas e clique com o bot&o direito para selecionar a opgao
Migrar.

o o S Rt e L T - - WS : < 7 70
L | G gke-admin-ws-1-28-repeat Actions - 4 Objects 32.78 GE
= = Power . -
| | # (@ gke-admin-ws-asv 46.51 GB
Guest OS
hammerdb-01
—— Snapshots

(3:_1 Migrate... )

VM Policies

hammerdb-03

Template

3. Escolha a opcéo para alterar apenas o armazenamento, clique em Avancar

4 Virtual Machines - Select a migration type %

Mlgfate Change the virtual machines’ compute resource, storage, or both

1 Select amigration type (_} Change compute resource only
Migrate the virtual machines to another host of cluste

© Change storage only
Migrate the virtual machines’ storage to a compatible datastore or datastore cluster

{ Change both compute resource and storage

Migrate the virtual machines to a specific host or cluster and their storage t

Cross vCenter Server export

e yirtual machines to a vCenter

Migrate
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4. Selecione a Politica de Armazenamento de VM desejada e escolha o armazenamento de dados
compativel. Clique em Avangar.

4 Virtual Machines - Select storage X
Mig!’ate Select the destination storage for the virtual machine migratian,

“ONFIGURE PER DISK
| 1 Selact a migration type Select virtual disk forma.t - ovision

VM Storage Policy
2 Select storage ] pisable Storage DR
Storage

amy ~ap ) oV “res
Name T Compatibility T Capacity T Provisioned ¥ Free T T

3438 GB

B e13a400_isCS Incompatible 278 858.66 GB

Manage Columns

Compatibility

Compatibility checks succeeded

CANCEL BACK | m

5. Revise e cligue em Concluir.

4 Virtual Machines - Ready to complete v

M'Qrate Verify that the information is correct and click Finish to start the migration

Migration Type

Virtual Machine
Storage

VM storage policy

3 Ready to complete Disk Format Thin Provision

eancer | eace | [

Para migrar VMs usando o PowerCLlI, aqui esta o script de exemplo.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' | Get-VM Aria*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to Datastore specified by Policy
Svm | Move-VM -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy)

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration

Quando o Cluster de Datastore estiver em uso com DRS (Agendamento Dinamico de
Recursos) de armazenamento totalmente automatizado e ambos os datastores (origem e

destino) forem do mesmo tipo (VMFS/NFS/vVol), mantenha ambos os datastores no
mesmo cluster de armazenamento e migre as VMs do datastore de origem habilitando o
modo de manutengéo na origem. A experiéncia sera semelhante a forma como os hosts
de computagéo sdo gerenciados para manutencao.
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Migragao de VMs entre varios clusters vSphere

@ Referir "Compatibilidade de CPU e compatibilidade aprimorada com vSphere vMotion"
quando os hosts de origem e de destino sdo de familias ou modelos de CPU diferentes.

Siga o procedimento abaixo para migrar VMs para o novo Datastore usando a interface do usuario.

1. Com o vSphere Web Client, selecione o Cluster no inventario de Host e Cluster e clique na guia VMs.

— vSphereClient O

¢ m vef-mOt-clO | ;acrions

[D] g @ Summary Monitor Configure Permissions Hosts ; Datastores Networks Updates
f“—? VEEAOEIealtic Nictappcom Virtual Machines emplates | vApps
v [ vef-m0i-deOi
2. Selecione as VMs que precisam ser migradas e clique com o bot&o direito para selecionar a opgao
Migrar.
l | ;4: gke-admin-ws-1-28-repeat Actions - 4 Objects 32 78 GE
= Power
(] @ gke-admin-ws-asy 46.51 GB
Guest OS
Snapshots
(j:_)‘ Migrate... )
VM Policies
Template

3. Escolha a opgéo para alterar o recurso de computagdo e armazenamento, clique em Avancar
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4 Virtual Machines -
Migrate

1 Select a migration type

Select a migration type

Change the virtual machines’ compute resource, storage, or both

(") Change compute resource only

Migrate the virtual machines to another ho: Jste
{ '_ Change storage only

Migrate the virtual machines' storage to a compatible datastore or datastore cluster
© change both compute resource and storage

Migrate the virtual machines to a specific host or cluster and thelr storage to a specific dat
") Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked 1o the current 550 domain.

CANCEL

4. Navegue e escolha o cluster certo para migrar.

4 Virtual Machines -
Migrate

2 Select a compute resource

Select a compute resource

Select a cluster, host, vApp or resource pool to run the virtual machines,

v [E vef-mOl-veOlsddenetapp.com

M vef-mOl-deOl

vcf-whid-vcOl.sdde.netapp.com
vf-wkid-01-DC
IT-INF-WKLD-01

Compatibility

Compatibility checks succeeded

CANCEL | BACK

NEXT

5. Selecione a Politica de Armazenamento de VM desejada e escolha o armazenamento de dados
compativel. Clique em Avangar.
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4 Virtual Machines - Select storage

M]grate Select the destination storage for the virtual machine migration

BATCH CONFIGURE CONFIGURE PER DISK

type Select virtual disk format

258

VM Storage Policy |_ NFS
2 Select a compute resource
Storage - = £ T
Name T Compatibility T Capacity T Provisioned ¥ Free T 1
Compatible
= 1-25x% nstall-datas ! 575 GB 58 GB B
f 5x02 il 1 omj ] SGE 68 & 2 B
= sx-install-data COmE GE 368 GB B
Compatibility
Compatibility checks succeeded.
CANCEL BACK
Selecione a pasta VM para colocar as VMs de destino.
4 Virtual Machines - Select folder %
Mlgrate Select the destination virtual machine folder for the virtual machine migration

Select location for the virtual machine migration

v [ vef-wkid-01-DC

Discovered virtual machine

B vCLs

4 Select folder

< Compatibility checks succeeded.

7. Selecione o grupo de portas de destino.



4 Virtual Machines -
Migrate

t folder

5 Select networks

Select networks %

Select destination networks for the virtual machine migration.
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network

Source Network T Used By T Destination Metwork T

C-DPortGroup-YM-Mgmt 4 VMs /4N

D 1-AT-INF-WK

B | S

ADVANC

Compatibility

~" Compatibility checks succeeded.,

CANCEL BACK
8. Revise e clique em Concluir.
4 Virtual Machines - Ready to complete X
M[grate Verify that the information is correct and click Finish to start the migration
Migration Type Change storage. Leave VM on the orginal comi
Select a migration type

t storage

3 Ready to complete

Virtual Machine

Storage

VM storage policy

Thin Provision

Disk Format

Para migrar VMs usando o PowerCLI, aqui esta o script de exemplo.
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#Authenticate to vCenter
Connect-VIServer -server vcsa.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' | Get-VM Aria*

#Gather VM Disk info
Svmdisk = Svm | Get-HardDisk

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'NetApp Storage'

#set VM Storage Policy for VM config and its data disks.
Svm, Svmdisk | Get-SPBMEntityConfiguration | Set-
SPBMEntityConfiguration -StoragePolicy S$storagepolicy

#Migrate VMs to another cluster and Datastore specified by Policy
Svm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore
(Get-SPBMCompatibleStorage -StoragePolicy S$storagepolicy)

#When Portgroup is specific to each cluster, replace the above command
with

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster') -Datastore
(Get-SPBMCompatibleStorage -StoragePolicy S$storagepolicy) —-PortGroup
(Get-VirtualPortGroup 'VLAN 101"')

#Ensure VM Storage Policy remains compliant.
Svm, Svmdisk | Get-SPBMEntityConfiguration
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Migragao de VMs entre servidores vCenter no mesmo dominio SSO

Siga o procedimento abaixo para migrar VMs para o novo servidor vCenter listado na mesma interface
do usuario do vSphere Client.

Para requisitos adicionais, como versdes de origem e destino do vCenter, etc., verifique
"Documentacao do vSphere sobre requisitos para vMotion entre instancias do servidor

vCenter"

1. Com o vSphere Web Client, selecione o Cluster no inventario de Host e Cluster e clique na guia VMs.

— vSphereClient Q)

< @ vef-mO1-clOl | :acrions

[18)] B8 @ Summary  Monitor  Configure  Permissions  Hosts  VMs  Datastores  Networks  Updates

~ [@ vcf-mOl-vcOl.sddc.netapp.com

vApps

v [ vef-mOl-dcOl
2. Selecione as VMs que precisam ser migradas e clique com o bot&o direito para selecionar a opgao
Migrar.
i i ;'5 gke-admin-ws-1-28-repeat . Actions - 4 Objects =ETHOR
- Power

() # @@ gke-admin-ws-asv RoSsad
Guest OS
Snapshots

(j:_)‘ Migrate... )

VM Policies
Template

3. Escolha a opgéo para alterar o recurso de computagao e armazenamento, clique em Avangar
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4 Virtual Machines - Select a migration type %

M|grate Change the virtual machines’ compute resource, storage, or both

1 Select amigration type (") Change compute resource only
Migrate the virtual machines to another ho: cluster

{ '_ Change storage only

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster

© change both compute resource and storage

Migrate th

cluster and th = to a specific datas

hines to a specific host

") Cross vCenter Server export

r Server not inked to th

Migrate the virtual machines to a vC rrent S50 domain

CANCEL NEXT

4. Selecione o cluster de destino no servidor vCenter de destino.

4 Virtual Machines - Select a compute resource x
Migrate Select a cluster, host, vApp or resource pool to run the virtual machines,

v [ vef-mDl-veOlsdde.netapp.com
| ] vci-mOi-dcO1

vcf-whid-vcOl.sdde.netapp.com

] vei-wkid-01-DC

2 Select a compute resource

IT-INF-WKLD-01

Compatibility

Compatibility checks succeeded

CANCEL | BACK NEXT

5. Selecione a Politica de Armazenamento de VM desejada e escolha o armazenamento de dados
compativel. Clique em Avangar.
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4 Virtual Machines - Select storage

M]grate Select the destination storage for the virtual machine migration

BATCH CONFIGURE CONFIGURE PER DISK

type Select virtual disk format

VM Storage Policy | NFS
.:. :".‘ e o nmp e 2S0urce
Storage var iy Proaisio Ciea T
Name T Compatibility T Capacity T Provisioned ¥ me T T
3 Select storage
Compatible
= 1-25% nstali-datas i 5.75 GB 58 GB 2
f sx02 il 1 omj ] SGE 3 2 B
sx-instafl-data cor G 3.68 GB B

Compatibility

Compatibility checks succeeded.

CANCEL BACK NEXT

Selecione a pasta VM para colocar as VMs de destino.

4 Virtual Machines - Select folder
Mlgrate Select the destination virtual machine folder for the virtual machine migration
Select location for the virtual machine migration

v [ vef-wkid-01-DC

Discovered virtual machine

B vCLs

4 Select folder

< Compatibility checks succeeded.

7. Selecione o grupo de portas de destino.
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4 Virtual Machines -
Migrate

1 Select a migration type

a compule rescurce

3 Select storage

t folder

5 Select networks

Select networks

Select destination networks for the virtual machine migration.

Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network

Source Network T Used By

» SDDC-DPort

oup-YM-Mamt 4 WMs / 4 Network adapters

ADVANC

Compatibility

Destination Metwork T

INF-WHKLD-

~" Compatibility checks succeeded.,

CANCEL

8. Revise as opgdes de migracao e clique em Concluir.

4 Virtual Machines -
Migrate

ect a migration type

2 Ct storage

3 Ready to complete

Ready to complete

Verify that the information is correct and click Finish to start the migration

Migration Type eave VM on the onginal comp
Virtual Machine

Storage

VM storage policy

Disk Format

Thin Provision

Para migrar VMs usando o PowerCLI, aqui esta o script de exemplo.
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#Authenticate to Source vCenter
Ssourcevc = Connect-VIServer -server vcsall.sddc.netapp.local -force
Stargetvc = Connect-VIServer -server vcsal2.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'vcf-m0l-cl0l' -server S$sourcevc| Get-VM Win¥*

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'iSCSI' -server Stargetvc

#Migrate VMs to target vCenter

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server
Stargetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy -server Stargetvc) —-PortGroup (Get-VirtualPortGroup
'VLAN 101' -server Stargetvc)

Stargetvm = Get-Cluster 'Target Cluster' -server Stargetvc | Get-VM
Win*

#Gather VM Disk info
Stargetvmdisk = Stargetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy Sstoragepolicy

#Ensure VM Storage Policy remains compliant.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration
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Migracao de VMs entre servidores vCenter em diferentes dominios SSO

Este cenario pressupde que haja comunicagao entre os servidores vCenter. Caso
contrario, verifique o cenario de localizagao entre data centers listado abaixo. Para pré-
requisitos, verifique "Documentacao do vSphere sobre Advanced Cross vCenter viMotion"

Siga o procedimento abaixo para migrar VMs para diferentes servidores vCenter usando a interface do
usuario.

1. Com o vSphere Web Client, selecione o servidor vCenter de origem e clique na aba VMs.

— vSphere Client O,

G @ vecsa-hc.sddc.netapp.com i ACTIONS

Monitor  Configure  Permissions  Datacenters  Hosts&Clusters  VMs  Datastores  Networks  Linked vCenter Server Systems  Extensions  Updates

Virtual Machines

Il Datacenter

> [[) HMC Cluster

2. Selecione as VMs que precisam ser migradas e clique com o bot&o direito para selecionar a opgao

Migrar.
|‘ _| ;4: gke-admin-ws-1-28-repeat Actions - 4 Objects 32.78 GE
= Power
|j Go gke-admin-ws-asv 46.51GB
Guest OS
hamme
S Snapshots
(j:)‘ Migrate... )
) hammerdb-03
VM Policies
Template

3. Escolha a opgao Exportacao entre vCenter Servers, clique em Avancgar
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Select a migration type

Change the virtual machines’ compu

4 Virtual Machines -
Migrate

1 Select a migration type

() Change compute resource only

() Change storage only
Migrate tf

te resource, storage, or both

Migrate tha virtual machines to another host or cluster

e virtlal machines' storage to a compatible datastore or datastore cluster

() Change both compute resource and storage

Migrate the virtual machines to a specific host or cluster and thelr storage to a specific datastore or datastore cluster

@CIOSS vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSO domain

| Keep VMs on the source vCenter Server (performs a VM clone operation)

Cross vCenter vMotion"

TANZEL m

A VM também pode ser importada do servidor vCenter de destino. Para esse
procedimento, verifique "Importar ou clonar uma maquina virtual com o Advanced

4. Fornega detalhes de credenciais do vCenter e clique em Login.

Migrate | SQLSRV-05 Select a target vCenter

2 Select a target vCenter Server

; SAVED VCEN
lect a migration type | S

wvCenter Server address
Username

Password

Save vCenter Server address @

LOGIN

Server

Export Virtual Machines to the selected target vCenter Server

TER SERVERS NEW VCENTER SERVER

administratonavef.local

CANCEL

I BACK ‘ NEXT
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5. Confirme e aceite a impressao digital do certificado SSL do servidor vCenter

Security Alert X

Unable to verify the authenticity of the external vCenter Server.

The SHAT1 thumbprint of the vCenter Server certificate is:
& 17:42:0C.:EB:82:1E:A9:86:F1:E0:70:93:AD:EB:8C:0F:27:41:F1:30

Connect anyway?

Click Yes if you trust the vCenter Server.

Click No to cancel connecting to the vCenter Server.

6. Expanda o vCenter de destino e selecione o cluster de computacéo de destino.

Migrate | SQLSRV-05 Select a compute resource %

Select a cluster, host, vApp or resource pool to run the virtual machines.

VM CRIGIN (@)

1 Select a migration type
v B8 vcf-wkid-veD1.sddc.netapp.com

2 Select a target vCenter Server v [ vef-wkid-01-0C

B ([ IT-INF-WKLD-O01
3 Selecta COH‘IDUIE resource

Compatibility

< Compatibility checks succeeded
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7. Selecione o armazenamento de dados de destino com base na Politica de Armazenamento da VM.

Migrate | SQLSRV-05 Select storage »

Select the destination storage for the virtual machine migration,

ct a mic 1ty RIGIN (D
BATCH CONFIGURE COMFIGURE PER DISK
2 Select a target vCenter Server Select virtual disk format T lon

VM Storage Policy

Storage

Name T Compatibifity. T Capacity T Provisioned v | Free T L
4 Select storage
E Compatible 5.9:

Compatibility

Compatibility checks succeeded

(1]

CANCEL

ACK | NEXT

8. Selecione a pasta da VM de destino.

Migrate | SQLSRV-05 Select folder ¢
Salect the destination virtual machine folder for the virtual machine migration
M oriciN (D
Select location for the virtual machine migration,
[l vef-wkid-01-DC
1 Discovered virtual machine
source » (3 Oracle

SQL Server

Select storage > P31 vCLS

5 Select folder

Compatibility checks succeaded

9. Selecione o grupo de portas da VM para cada mapeamento de placa de interface de rede.
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Migrate | SQLSRV-05

3

6 Select networ

Select networks X
Select destination networks for the virtual machine migration

vM ORIGIN (D)
Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same

source network.

Source Nelwork T Used By T Destination Network T
» LVMs /1 Ne vet-wkid-01-IT-1
» Data A 1WMs /1 Ne adapters
B DataB-3 1WMs /1 Network adapters

Compatibility

Compatibility checks succeeded

CANCEL ‘ BACK | NEXT

10. Revise e clique em Concluir para iniciar o vMotion nos servidores vCenter.

Migrate | SQLSRV-05

ration type

t a target vCenter Sel

(5]
7]
i

pute resource

3 Selectacc

t folder

n

ct networks

7 Ready to complete

Ready to complete X

Verify that the information is correct and click Finish to start the migration.
VM ORIGIN (D

Migration Type Cha urce and storage

Virtual Machine SQLSRV-05

vCenter vel-wikid-vc0l.sddc netapp.cor

Folder SGL Server

Cluster

Networks ork adapters from 3 networks wi e reassigned to new
Storage

VM storage pelicy

Disk Format

CANCEL | BACK | FINISH

Para migrar VMs usando o PowerCLlI, aqui esta o script de exemplo.
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#Authenticate to Source vCenter
Ssourcevc = Connect-VIServer -server vcsall.sddc.netapp.local -force
Stargetvc = Connect-VIServer -server vcsal2.sddc.netapp.local -force

# Get all VMs with filter applied for a specific cluster
Svm = Get-Cluster 'Source Cluster' -server S$Ssourcevc| Get-VM Win*

#Gather the desired Storage Policy to set for the VMs. Policy should be
available with valid datastores.

Sstoragepolicy = Get-SPBMStoragePolicy 'iSCSI' -server Stargetvc

#Migrate VMs to target vCenter

Svm | Move-VM -Destination (Get-Cluster 'Target Cluster' -server
Stargetvc) -Datastore (Get-SPBMCompatibleStorage -StoragePolicy
Sstoragepolicy -server Stargetvc) —-PortGroup (Get-VirtualPortGroup
'VLAN 101' -server Stargetvc)

Stargetvm = Get-Cluster 'Target Cluster' -server Stargetvc | Get-VM
Win*

#Gather VM Disk info
Stargetvmdisk = Stargetvm | Get-HardDisk

#set VM Storage Policy for VM config and its data disks.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration | Set-

SPBMEntityConfiguration -StoragePolicy Sstoragepolicy

#Ensure VM Storage Policy remains compliant.
Stargetvm, S$targetvmdisk | Get-SPBMEntityConfiguration
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Migracao de VMs entre locais de datacenter

» Quando o trafego da Camada 2 é estendido entre datacenters usando o NSX Federation ou outras
opgoes, siga o procedimento para migrar VMs entre servidores vCenter.

+ A HCX oferece varios "tipos de migracao” incluindo Replication Assisted vMotion nos datacenters
para mover a VM sem qualquer tempo de inatividade.

« "Gerenciador de Recuperacao de Site (SRM)"é normalmente destinado a fins de recuperagao de
desastres e também frequentemente usado para migragéao planejada utilizando replicagao baseada
em matriz de armazenamento.

* Uso de produtos de Protecdo Continua de Dados (CDP) "API vSphere para E/S (VAIO)" para
interceptar os dados e enviar uma copia para um local remoto para uma solugdo de RPO préxima de
zero.

* Produtos de backup e recuperacao também podem ser utilizados. Mas muitas vezes resulta em um
RTO mais longo.

* "Recuperacao de desastres da NetApp" Utiliza replicagdo baseada em arrays de armazenamento e
automatiza determinadas tarefas para recuperar as VMs no site de destino.

Migracao de VMs em ambiente de nuvem hibrida

+ "Configurar o Modo Hibrido Vinculado"e siga o procedimento de"Migracéo de VMs entre servidores
vCenter no mesmo dominio SSO"

» A HCX oferece varios "tipos de migracéo" incluindo Replication Assisted vMotion nos datacenters
para mover a VM enquanto ela estiver ligada.

° "TR 4942: Migrar cargas de trabalho para o armazenamento de dados FSx ONTAP usando
VMware HCX"

o "TR-4940: Migrar cargas de trabalho para o repositério de dados do Azure NetApp Files usando o
VMware HCX - Guia de inicio rapido"

o "Migrar cargas de trabalho para o armazenamento de dados do Google Cloud NetApp Volumes
no Google Cloud VMware Engine usando o VMware HCX - Guia de inicio rapido"

* "NetApp Disaster Recovery" Utiliza replicagéo baseada em arrays de armazenamento e automatiza
determinadas tarefas para recuperar as VMs no site de destino.

* Com produtos de Protegédo Continua de Dados (CDP) suportados que usam "API| vSphere para E/S
(VAIO)" para interceptar os dados e enviar uma copia para um local remoto para uma solugéo de
RPO préxima de zero.

Quando a VM de origem reside no armazenamento de dados vVol do bloco, ela pode ser

replicada com o SnapMirror para o Amazon FSx ONTAP ou Cloud Volumes ONTAP (CVO)
em outros provedores de nuvem compativeis e consumida como volume iSCSI com VMs
nativas da nuvem.

Cenarios de migragao de modelo de VM

Os modelos de VM podem ser gerenciados pelo vCenter Server ou por uma biblioteca de conteudo.
Distribuicdo de modelos de VM, modelos OVF e OVA, outros tipos de arquivos sao gerenciados publicando-os
na biblioteca de conteudo local e bibliotecas de conteudo remotas podem assina-los.
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https://docs.vmware.com/en/Site-Recovery-Manager/index.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/7-0/vsphere-storage-7-0/filtering-virtual-machine-i-o-in-vsphere/about-i-o-filters/classes-of-vaio-filters.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-intro.html
https://techdocs.broadcom.com/us/en/vmware-cis/cloud/vmware-cloud/cloud/vmware-cloud-gateway-administration/about-hybrid-linked-mode.html
#vmotion-same-sso
#vmotion-same-sso
https://docs.vmware.com/en/VMware-HCX/4.8/hcx-user-guide/GUID-8A31731C-AA28-4714-9C23-D9E924DBB666.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-aws-vmc-migrate-hcx.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-aws-vmc-migrate-hcx.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-azure-avs-migrate-hcx.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-azure-avs-migrate-hcx.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-gcp-gcve-migrate-hcx.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-gcp-gcve-migrate-hcx.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-intro.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/7-0/vsphere-storage-7-0/filtering-virtual-machine-i-o-in-vsphere/about-i-o-filters/classes-of-vaio-filters.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/7-0/vsphere-storage-7-0/filtering-virtual-machine-i-o-in-vsphere/about-i-o-filters/classes-of-vaio-filters.html

* Os modelos de VM armazenados no inventario do vCenter podem ser convertidos em VM e usar as
opgdes de migracao de VM.

* Modelos OVF e OVA, outros tipos de arquivos armazenados na biblioteca de conteddo podem ser
clonados para outras bibliotecas de conteudo.

* Os modelos de VM da biblioteca de contetdo podem ser hospedados em qualquer armazenamento de
dados e precisam ser adicionados a nova biblioteca de conteudo.
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Migracdo de modelos de VM hospedados no armazenamento de dados

1. No vSphere Web Client, clique com o botao direito do mouse no modelo de VM na visualizagéo da
pasta VM e Modelos e selecione a opgao para converter para VM.

vSphere Client Q,

$ B win10-template | :AacTions

[D] E @ Summary Monitor Configure Permissions D

VM Template Details

Guest 0S .{'_:l Microsoft Window
VMware Tools Not running, version:123!
El \ DNS Name (1) DESKTOP-HGNBVPL
IP Addresses
Encryption Not encrypted
UL

> B RTP
> [ SAQL Server

[&) Actions - win10-template

g% New VM from This Template...

> [ Tanzu _ )
g® Convert to Virtual Machine... ,
v 3 Templates

g? Clone to Template...

@ ESXi-8.0-Ula
B vdbench template @ Clone to Library...

= otes
&) winl0-template Not

0 ‘ Move to folder...
@) win2019 template

B win2022-template Rename..

Tags & Custom Attributes

[

Add Permission...

No note
Alarms
Remove from Inventory
] Delete from Disk
N Recent Tasks Alarms
Task Name Y | Target VSAN -
Import OVF package [l HMC Clus n NetApp ONTAP tools

2. Apos a conversdo como VM, siga as opgdes de migragao de VM.
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Clone de itens da Biblioteca de Contetido

1. No vSphere Web Client, selecione Bibliotecas de conteudo
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vSphere Client

() Home

& Shortcuts

L=

= Inventor

[5] Content Libraries

e Workload Management

& Global Inventory Lists

[R Policies and Profiles
A Auto Deploy
¢» Hybrid Cloud Services

<> Developer Center

‘& Administration

[E] Tasks

(5] Events

© Tags & Custom Attributes

£ Lifecycle Manager

I SnapCenter Plug-in for VMware vSphere
“ NetApp ONTAP tools

@) Cloud Provider Services

) NSX

5 VMware Aria Operations Configuration

@ Skyline Health Diagnostics
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2. Selecione a biblioteca de conteudo na qual o item que vocé deseja clonar

3. Clique com o botao direito do mouse no item e clique em Clonar Item.

= vSphere Client

16.97 MB.

tApD ONTAP-9.12.1.5

14618

(D Se estiver usando o menu de agao, certifique-se de que o objeto de destino correto
esteja listado para executar a agao.

4. Selecione a biblioteca de conteudo de destino e clique em OK.

Clone Library Item | NetApp ONTAP-9.12.1.5 ®
MName NetApp ONTAP-9.12.15
Notes

Select a content library where to clone the library item.

Name Notes Creation Date

cLO 9/26/2023, 5:02:03 PM

| cLoz 4{1/2024, 12:37:51 PM

]

5. Valide se o item esta disponivel na biblioteca de conteudo de destino.
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1 cLoz

Aqui estéa o script de exemplo do PowerCLI para copiar os itens da biblioteca de conteudo CL01 para
CLO2.

#Authenticate to vCenter Server (s)
Ssourcevc = Connect-VIServer -server 'vcenter0Ol.domain' -force

Stargetvc = Connect-VIServer -server 'vcenter(02.domain' -force

#Copy content library items from source vCenter content library CLO1 to
target vCenter content library CLO2.

Get-ContentlibaryItem -ContentLibary (Get-ContentLibary 'CLOl' -Server
Ssourcevc) | Where-Object { $ .ItemType -ne 'vm-template' } | Copy-
ContentLibaryItem -ContentLibrary (Get-ContentlLibary 'CL02' -Server
Stargetvc)
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Adicionando VM como modelos na biblioteca de conteudo

1. No vSphere Web Client, selecione a VM e clique com o botao direito para escolher Clonar como
modelo na biblioteca

r'I

Quando o modelo de VM ¢ selecionado para clonar na biblioteca, ele s6 pode ser
armazenado como modelo OVF e OVA e ndo como modelo de VM.

2. Confirme se o tipo de modelo esta selecionado como Modelo de VM e siga as instrugdes do
assistente para concluir a operagéo.
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SQLSRV-01 - Clone Virtual Basic information ”
Machine To Template

‘ Template type VM Template )
1 Basic information

Name

MNotes

Select a folder for the template

v .:y vesa-hc.sdde.netapp.com

I ]| Datacenter

@ Para obter detalhes adicionais sobre modelos de VM na biblioteca de contetdo,
verifique "Guia de administragdo de VM do vSphere"

Casos de uso

Migracao de sistemas de armazenamento de terceiros (incluindo vSAN) para datastores ONTAP .

» Com base em onde o armazenamento de dados ONTAP é provisionado, escolha as opcoes de
migragao de VM acima.

Migragao da versao anterior para a versao mais recente do vSphere.

» Se a atualizacao local nao for possivel, vocé pode criar um novo ambiente e usar as opcgoes de
migragao acima.

Na opgéo de migragéo entre vCenter, importe do destino se a opgao de exportagao
nao estiver disponivel na origem. Para esse procedimento, verifique"lmportar ou clonar
uma magquina virtual com o Advanced Cross vCenter vMotion"

280


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-virtual-machine-administration-guide-8-0.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vcenter-and-host-management-8-0/migrating-virtual-machines-host-management/vmotion-across-vcenter-server-systems-host-management/migrate-a-virtual-machine-from-an-external-vcenter-server-instance-host-management.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vcenter-and-host-management-8-0/migrating-virtual-machines-host-management/vmotion-across-vcenter-server-systems-host-management/migrate-a-virtual-machine-from-an-external-vcenter-server-instance-host-management.html

Migragao para o dominio de carga de trabalho do VCF.
» Migre VMs de cada cluster do vSphere para o dominio de carga de trabalho de destino.

Para permitir a comunicagao de rede com VMs existentes em outros clusters no
vCenter de origem, estenda o segmento NSX adicionando os hosts vSphere do

@ vCenter de origem a zona de transporte ou use a ponte L2 na borda para permitir a
comunicagdo L2 na VLAN. Verifique a documentacao do NSX "Configurar uma VM de
borda para ponte"

Recursos adicionais

+ "Migracdo de Maquina Virtual vSphere"

« "Migrando maquinas virtuais com o vSphere vMotion"

+ "Configuracées de gateway de nivel 0 na NSX Federation"
* "Guia do usuario do HCX 4.8"

* "Documentacgédo do VMware Live Recovery"

* "NetApp Disaster Recovery para VMware"

Protecao autbnoma contra ransomware para
armazenamento NFS

Detectar ransomware o mais cedo possivel é crucial para impedir sua disseminacgao e
evitar tempos de inatividade dispendiosos. Uma estratégia eficaz de deteccao de
ransomware deve incorporar varias camadas de protecao nos niveis de host ESXi e VM
convidada. Embora diversas medidas de seguranca sejam implementadas para criar
uma defesa abrangente contra ataques de ransomware, o ONTAP permite adicionar
mais camadas de protegdo a abordagem geral de defesa. Para citar alguns recursos, ele
comecga com Snapshots, Protegao Autdbnoma contra Ransomware, snapshots a prova de
violagao e assim por diante.

Vamos ver como os recursos mencionados acima funcionam com o VMware para proteger e recuperar dados
contra ransomware. Para proteger o vSphere e as VMs convidadas contra ataques, é essencial tomar varias
medidas, incluindo segmentacgao, utilizagdo de EDR/XDR/SIEM para endpoints, instalagdo de atualizagdes de
seguranca e adeséo as diretrizes de protegao apropriadas. Cada maquina virtual que reside em um
armazenamento de dados também hospeda um sistema operacional padrdo. Garanta que os conjuntos de
produtos antimalware dos servidores corporativos estejam instalados e atualizados regularmente, o que € um
componente essencial da estratégia de protegcao contra ransomware em varias camadas. Junto com isso,
habilite a Protegdo Autbnoma contra Ransomware (ARP) no volume NFS que alimenta o armazenamento de
dados. O ARP utiliza o ML integrado que analisa a atividade da carga de trabalho em volume, além da
entropia de dados, para detectar ransomware automaticamente. O ARP pode ser configurado por meio da
interface de gerenciamento integrada do ONTAP ou do gerenciador do sistema e é ativado por volume.
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https://techdocs.broadcom.com/us/en/vmware-cis/nsx/vmware-nsx/4-2/administration-guide/segments/edge-bridging-extending-overlay-segments-to-vlan/configure-an-edge-vm-for-bridging.html
https://techdocs.broadcom.com/us/en/vmware-cis/nsx/vmware-nsx/4-2/administration-guide/segments/edge-bridging-extending-overlay-segments-to-vlan/configure-an-edge-vm-for-bridging.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vcenter-and-host-management-8-0/migrating-virtual-machines-host-management.html
https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vcenter-and-host-management-8-0/migrating-virtual-machines-host-management/migration-with-vmotion-host-management.html
https://techdocs.broadcom.com/us/en/vmware-cis/nsx/vmware-nsx/4-2/administration-guide/managing-nsx-t-in-multiple-locations/nsx-t-federation/networking-topologies-in-nsx-federation/tier-0-in-federation.html
https://techdocs.broadcom.com/us/en/vmware-cis/hcx/vmware-hcx/4-11/vmware-hcx-user-guide-4-11.html
https://techdocs.broadcom.com/us/en/vmware-cis/live-recovery.html
https://docs.netapp.com/us-en/data-services-disaster-recovery/get-started/dr-intro.html
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Com o novo NetApp ARP/Al, que esta atualmente em fase de pré-visualizagao tecnolégica, néo
ha necessidade de um modo de aprendizagem. Em vez disso, ele pode ir direto para o modo
ativo com sua capacidade de deteccao de ransomware alimentada por IA.

Com o ONTAP One, todos esses conjuntos de recursos sao totalmente gratuitos. Acesse o
@ robusto conjunto de prote¢do de dados, seguranga e todos os recursos que o ONTAP oferece
da NetApp sem se preocupar com barreiras de licenciamento.

Uma vez no modo ativo, ele comega a procurar por atividades de volume anormal que podem ser
potencialmente ransomware. Se atividade anormal for detectada, uma cépia automatica do Snapshot é feita
imediatamente, o que fornece um ponto de restauracdo o mais proximo possivel da infec¢cao do arquivo. O
ARP pode detectar alteragdes em extensdes de arquivo especificas da VM em um volume NFS localizado fora
da VM quando uma nova extenséo € adicionada ao volume criptografado ou a extensdo de um arquivo é
modificada.
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Se um ataque de ransomware tiver como alvo a maquina virtual (VM) e alterar arquivos dentro da VM sem
fazer alteragbes fora dela, a Advanced Ransomware Protection (ARP) ainda detectara a ameaca se a entropia
padrao da VM for baixa, por exemplo, para tipos de arquivo como .txt, .docx ou .mp4. Embora o ARP crie um
snapshot de protecéo neste cenario, ele ndo gera um alerta de ameaga porque as extensdes de arquivo fora
da VM néo foram adulteradas. Nesses cenarios, as camadas iniciais de defesa identificariam a anomalia,
porém o ARP ajuda a criar um instantaneo com base na entropia.

Para obter informacdes detalhadas, consulte a se¢cao "ARP e maquinas virtuais" em"Casos de uso e
consideracdes do ARP" .

Passando de arquivos para dados de backup, os ataques de ransomware agora estdo cada vez mais visando
backups e pontos de recuperacao de instantaneos, tentando exclui-los antes de comecar a criptografar os
arquivos. No entanto, com o ONTAP, isso pode ser evitado criando instantaneos a prova de violagdo em
sistemas primarios ou secundarios com"Bloqueio de copia do NetApp Snapshot" .
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https://docs.netapp.com/us-en/ontap/anti-ransomware/use-cases-restrictions-concept.html#supported-configurations
https://docs.netapp.com/us-en/ontap/anti-ransomware/use-cases-restrictions-concept.html#supported-configurations
https://docs.netapp.com/us-en/ontap/snaplock/snapshot-lock-concept.html

Essas copias do Snapshot ndo podem ser excluidas ou alteradas por invasores de ransomware ou
administradores desonestos, portanto, elas ficam disponiveis mesmo apds um ataque. Se o armazenamento
de dados ou maquinas virtuais especificas forem afetados, o SnapCenter podera recuperar dados da maquina
virtual em segundos, minimizando o tempo de inatividade da organizacgéo.
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O texto acima demonstra como o armazenamento ONTAP acrescenta uma camada adicional as técnicas
existentes, melhorando a protegao futura do ambiente.

Para obter informacdes adicionais, consulte as orientagdes para"Solucdes NetApp para ransomware" .

Agora, se todas essas necessidades forem orquestradas e integradas com ferramentas SIEM, um servigo off-
ftap como o NetApp Ransomware Resilience pode ser utilizado. E um servigo desenvolvido para proteger
dados contra ransomware. Este servigo oferece protegédo para cargas de trabalho baseadas em aplicativos,
como Oracle, MySQL, datastores de maquinas virtuais e compartilhamentos de arquivos em armazenamento
NFS local.

Neste exemplo, o armazenamento de dados NFS "Src_ NFS_DS04" esta protegido usando o NetApp
Ransomware Resilience.

@ Os passos descritos abaixo sdo para o BlueXP. O fluxo de trabalho é semelhante no NetApp
Console.
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Para obter informacgdes detalhadas sobre como configurar a NetApp Ransomware Resilience, consulte o
documento."Configurar a resiliéncia do NetAP contra ransomware" e"Configure as definicdes de resiliéncia
contra ransomware da NetAP." .

E hora de explicar isso com um exemplo. Neste passo a passo, o armazenamento de dados "Src_ NFS_DS04"
é afetado.
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Assim que a analise forense estiver concluida, as restauracdes podem ser feitas de forma rapida e integrada
usando o SnapCenter ou o NetApp Ransomware Resilience. Com o SnapCenter, acesse as maquinas virtuais
afetadas e selecione o snapshot apropriado para restaurar.
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Esta se¢ao analisa como o NetApp Ransomware Resilience orquestra a recuperagdo de um incidente de
ransomware em que 0s arquivos da maquina virtual sdo criptografados.
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Se a maquina virtual for gerenciada pelo SnapCenter, o NetApp Ransomware Resilience
restaura a maquina virtual ao seu estado anterior usando o processo consistente com a
maquina virtual.

1. Acesse o NetApp Ransomware Resilience e um alerta aparecera no painel do NetApp Ransomware
Resilience .

2. Clique no alerta para revisar os incidentes naquele volume especifico para o alerta gerado

Protection View specific to
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3. Marque o incidente de ransomware como pronto para recuperagao (apos os incidentes serem
neutralizados) selecionando "Marcar restauragao necessaria"
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2) Ransomware protection Dashboard Protectian Alorts Recervery "restore needed"

AT L orgl 1
o
nlert2198
= Wendoad: Sre WFE_DG04 Location: urmscv-RevilEResou. Type: VM datsatonas  Connector: CISAHKPConn Mark restore nesded
L
|\ 1 4 hours ago ET L 1o
L Polendial attary Frgt dedwcind Srpacied ol impactad T
-
fEciant [1) | AN Ebtactiad I:A i m
n Ineadenl 13 -] [ - L - Weikirg Bfrerorerail T Tvpe - (LT g Fisl detected = Lnigres - Mubsralpd FRERRASEY B
B [Tas F ] Gz _pEn S04 wr_NED NTAPRS_ St Porantial A i M 4 Mnd'l 20 1 Ribw SRLRAES (TECERD 2 SABDANOT il
“ "
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(D O alerta pode ser descartado se o incidente for um falso positivo.

4. Acesse a guia Recuperacao e revise as informagdes de carga de trabalho na pagina Recuperagao e
selecione o volume de armazenamento de dados que esta no estado "Restauracdo necessaria" e
selecione Restaurar.

0 SaaP Saaich

- “_'-.‘_ Ransomware protection Dashtzoud Prolectian AleT1a R rasry Ropons Fiig irial 155 days Iehi) - view details |

" 2 257 6@ B 0 0 4] owe
o progrees

Tiewtare reeded Rl wa

Bty Diata Durln
L
L1
o forkdaads (2] (] 4
worndssd [rerree - s v3 Commsetnr 3 SAAEEhGL BT Backl,. T 3 Tesgaviry K8l A Progress 5 egriEneE ¥ 3 Tols HaE At -
NrigsOdam D04 N0.0LMATHY VA Plpaha OMARNPCHR W ) et ressil L] Blaretant 220 Ga
Sre_nfy_tald werepeveserrmUi Besmrts o Wi drtmriom SRR SeupCerter foe Yidwarn o lerstern rasedod na Biseciard 2008 LL -5
w 4

5. Neste caso, o escopo de restauragao é "Por VM" (para SnapCenter para VMs, o escopo de restauragao é
"Por VM")

Select "Restore Point" and VM
needed to be restored

£1 P Samich

Restone “Smg_MFS_DS04" o Resiore (7)) Reviae
o
Restone
. Werkigad: Sro_NFS_DEGO& Location: urn; pov-acymilil Fesou winnter vweasl-D1 hmeds local Type: vid datastore Conrecion GEiABNPCorn
L
Hagtory peops Wi-Commiatant
& k1w Y BT 111 0N Wi BEEDE 30l LEBE PAPLETTonN v SeapCenter 1nd Vilware
<
Boures -~
festore points [0) 4]
Meridone poni 3 Ty B Dhurta .
B0 NESOSOA_DN-00-2024_S8.00. 50011 weaigrhod Aamrand B, 2034, 108
B0 _NEGDA0A_DN-0O-2604_07 5448 0004 seapghad Aurgid B, 2024, 12:84 W
R _NFSIFEcd_ON-09- 207400 37 W oD wEpEho Augena B, T024, T3 A &
Bl NF S0 ON- 04 300400 00 R O74Y wEpEhoy Aagian 9, 2024, 10-00 M
L -

6. Escolha o ponto de restauracao a ser usado para restaurar os dados, selecione Destino e clique em
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Restaurar.

O e Samich

- Restone “Snc_NFS_DS04° westom i Revew s
b .
Revviawi

L
- 5 Brc_dF5. D504 AL RS RO w T e weraab-U1 hmoae locs W dmtantors HEAEPCann

'E Werklagd Lecaton v Tred [T
[
=

nlurmn (1) a
Source VW H fostzre daie H Drestination wirking envirormant H Dwnination G4 H Destivation Vid H
MF 5. Dharr_ VM D August D, I024, TS pa NTAPSHE_Big s MR T
w b A

7. No menu superior, selecione Recuperagao para revisar a carga de trabalho na pagina Recuperagéo, onde
o status da operacéo passa pelos estados. Quando a restauragéo estiver concluida, os arquivos da VM
serao restaurados conforme mostrado abaixo.

Verify the restored VM files

b @00 e oLl Al

w0 s el st .

@ A recuperagao pode ser executada a partir do SnapCenter para VMware ou do plugin
SnapCenter , dependendo do aplicativo.

A solugao NetApp fornece varias ferramentas eficazes para visibilidade, detecgéo e correcdo, ajudando vocé a
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identificar ransomware precocemente, evitar sua disseminagao e se recuperar rapidamente, se necessario,
para evitar tempo de inatividade dispendioso. Solucdes tradicionais de defesa em camadas continuam
prevalecendo, assim como solucdes de terceiros e parceiros para visibilidade e deteccéo. A remediagao eficaz
continua sendo uma parte crucial da resposta a qualquer ameaca.

Monitore o armazenamento local com o Data Infrastructure
Insights

O NetApp Data Infrastructure Insights (anteriormente Cloud Insights) € uma plataforma
baseada em nuvem projetada para monitorar e analisar o desempenho, a integridade e
os custos de infraestruturas de TI, tanto no local quanto na nuvem. Aprenda a implantar
coletores de dados, analisar métricas de desempenho e usar painéis para identificar
problemas e otimizar recursos.

Monitoramento de armazenamento local com Data Infrastructure Insights

O Data Infrastructure Insights opera por meio do software Acquisition Unit, que é configurado com coletores
de dados para ativos como os sistemas de armazenamento VMware vSphere e NetApp ONTAP . Esses
coletores reinem dados e os transmitem ao Data Infrastructure Insights. A plataforma entéo utiliza uma
variedade de painéis, widgets e consultas métricas para organizar os dados em analises perspicazes para os
usuarios interpretarem.

Diagrama de arquitetura do Data Infrastructure Insights :

Acquisition
Unit

_@_

Data Collectors

-
Telegraf os
B

Data Center Environment

-
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Visao geral da implantagcao da solugao

Esta solucao fornece uma introdugdo ao monitoramento de sistemas de armazenamento VMware vSphere e

ONTAP locais usando o Data Infrastructure Insights.

Esta lista fornece as etapas de alto nivel abordadas nesta solugéo:

1.

N o gk~ 0 DN

Configurar o Data Collector para um cluster vSphere.

Configurar o Data Collector para um sistema de armazenamento ONTAP .
Use regras de anotacao para marcar ativos.

Explore e correlacione ativos.

Use um painel de laténcia de VM superior para isolar vizinhos barulhentos.
Identifique oportunidades para dimensionar corretamente as VMs.

Use consultas para isolar e classificar métricas.

Pré-requisitos

Esta solucéo utiliza os seguintes componentes:

1.

Matriz SAN All-Flash A400 da NetApp com ONTAP 9.13.

2. Cluster do VMware vSphere 8.0.
3. Conta do NetApp Console .

4. Software NetApp Data Infrastructure Insights Acquisition Unit instalado em uma VM local com

conectividade de rede aos ativos para coleta de dados.

Implantacao de solugao

Configurar coletores de dados

Para configurar os coletores de dados para sistemas de armazenamento VMware vSphere e ONTAP , conclua

as seguintes etapas:
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Adicionar um coletor de dados para sistemas de armazenamento ONTAP

1. Depois de fazer login no Data Infrastructure Insights, navegue até Observability > Collectors > Data
Collectors e pressione o botédo para instalar um novo Data Collector.

I NetApp cloud Insights Q & @ @
ol Observability > NetApp PCS Sandbox / Observability / Collectors
Data Collectors Acquisition Units Kubernetes Collectors
Explore -
Data Collectors (84) < Filter...
Alerts
—  Name T Status Type Acquisition Unit 1P

2. A partir daqui, procure por * ONTAP* e clique em * Software de gerenciamento de dados ONTAP *.

Choose a Data Collector to Monitor

[ = ontap ®
FS¥a i NetApp i NetApp 1 NetApp
FSx for NetApp ONTAP Cloud Volumes onTap | ONTAP Data Management ONTAP Select

3. Na pagina Configurar coletor, preencha um nome para o coletor, especifique a Unidade de
aquisicao correta e forneca as credenciais para o sistema de armazenamento ONTAP . Clique em
Salvar e continuar e depois em Concluir configuragdo na parte inferior da pagina para concluir a

configuragéao.
Select a Data Collector Configure Data Collector
P NGtADR Configure Collector

ONTAP Data Management Software

Add credentials and required settings Need Help?
Name @ Acquisition Unit

ntaphci-a300e9u25 bxp-audl v
NetApp Management IP Address User Name

10.61.185.145 admin
Password

d

Save and Continue Test Connection
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Adicionar um coletor de dados para um cluster VMware vSphere

1. Mais uma vez, navegue até Observabilidade > Coletores > Coletores de Dados e pressione o
botdo para instalar um novo Coletor de Dados.

I NetApp cloud Insights Q & @ @
ol Observability v NetApp PCS Sandbox / Observability / Collectors
Data Collectors Acquisition Units Kubernetes Collectors
Explore -
Data Collectors (84) i = Filter.
Alerts
—  Name T Status Type Acquisition Unit 1P

2. A partir daqui, procure por vSphere e clique em VMware vSphere.

M NetApp cloud insights

dbox / Observability / Collectors / Add Data Collector

ol  Observability - NetApp PCS Sar

Choose a Data Collector to Monitor
Explore [

= ysphere

Alerts

Collectors

Log Queries

3. Na pagina Configurar coletor, preencha um nome para o coletor, especifique a Unidade de
aquisicao correta e fornega as credenciais para o servidor vCenter. Clique em Salvar e continuar e
depois em Concluir configuragao na parte inferior da pagina para concluir a configuragao.
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ollectors | Add Data Collector

M

Select a Data Collector Configure Data Collector
vmware
Configure Collector
vSphere

Add credentials and required settings Need Help?
Name @ Acquisition Unit

VCSAT bxp-au0l v
Virtual Center IP Address User Name

10.61.181.210 administrator@vsphere.local

Complete Setup

Bl Advanced Configuration

Collecting:

v r

VM Performance

Inventory Poll Interval (min) Communication Port
20 443
Filter VMs by Choose 'Exclude’ or 'Include’ to Specify a List
ESX_HOST - Exclude -

Filter Device List (Comma Separated Values For Filtering By ESX_HOST,
CLUSTER, and DATACENTER Only) Performance Poll interval (sec)

300

Complete Setup

Adicionar anotagdes aos ativos

As anotagbes sao um método util de marcar ativos para que eles possam ser filtrados e identificados nas
varias visualizagbes e consultas de métricas disponiveis no Cloud Insights.

Nesta secéo, anotagbes serdo adicionadas aos ativos da maquina virtual para filtragem por Data Center.
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Use regras de anotacao para marcar ativos

1. No menu a esquerda, navegue até Observabilidade > Enriquecer > Regras de anotagao e clique
no botdo + Regra no canto superior direito para adicionar uma nova regra.

Ml NetApp cloud Insights

oil Observability - NetApp PCS Sandbox / Observability / B
Explore Dashboard Groups (108) 4
Q Search g
Alerts =
All Dashboards (3707
Collectors My Dashboards (&)
**Infrastructure Observability™ (2]
Log Queries
01_Manitoning_Cl_Course_Patrick
: Annotations
Enrich
Annotation Rules
Reporting A Applications
Device Resolution
@ Kubernetes ]

2. Na caixa de dialogo Adicionar regra, preencha um nome para a regra, localize uma consulta a qual
a regra sera aplicada, o campo de anotagao afetado e o valor a ser preenchido.
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Add Rule X

Hame

Add tags to Solutions Engineering VMs

Query

Solutions Engineering VMs -
Annotation

DataCenter -
Value

Solutions Engineering

Cancel

3. Por fim, no canto superior direito da pagina Regras de anotacgao, clique em Executar todas as
regras para executar a regra e aplicar a anotagao aos ativos.

Q # @ O rovelsosh v

NetApg dbservabilit Enrich / Annotation Rules

A Q Rules running... Run‘n;llﬁ‘ules
Annotation rules (217) s

em -

Name Resource Type Query Annotation Value

Annotate Tier 1 Storage Pools £ storagzpool Tier Tier1

Annotate Tier 2 Storage Pools

a

Storage Pool Tier Tier2

Explorar e correlacionar ativos

O Cloud Insights tira conclusdes logicas sobre os ativos que estdo sendo executados juntos em seus sistemas
de armazenamento e clusters do vSphere.

Esta sec¢ao ilustra como usar painéis para correlacionar ativos.
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Correlacionando ativos de um painel de desempenho de armazenamento

1. No menu a esquerda, navegue até Observabilidade > Explorar > Todos os painéis.

Pl NetApp cloud Insights

ofl Observability - NetApp PCS Sandbox |/ Observability / Collectors

Home Dashboard

Explore

All Dashbogqds
Alerts +New Das d

Metric Queries Stz
Collecior infrastructure Insights EID .

2. Clique no botao + Da Galeria para ver uma lista de painéis prontos que podem ser importados.

n NetApp Cloud Insights

il Observability v NetApp PCS Sandbox |/ Observability / Explore / Dashboards
Boplore Dashboard Groups (108) 4 All Dashboards (3,708) +romgalery
Q search groups O Name Owner
Alerts .
All Dashboards (3708) # Internal Volumes by I0PS Range {do not set as Home Page!) Workneh Hilina
Collect m My Dashboards (5 # Internal Volumes by IOPS Range Simon Wu
ollectors My Dashboards (5)

3. Escolha um painel para desempenho do FlexVol na lista e clique no botdo Adicionar painéis na
parte inferior da pagina.
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OMNTAP FAS/AFF - Cluster Capacity
OMTAP FAS/AFF - Efficiency

OMTAP FAS/AFF - FlexVol Performance
ONTAP FAS/AFF - Node Operational /Optimal Points
OMTAP FAS/AFF - PrePost Capacity Efficiencies
Storage Admin - Which nodes are in high demand?
Storage Admin - Which pools are in high demaned?
StorageGRID - Capacity Summary
StorageGRID - ILM Performance Monitoring
StorageRID - MetaData Usage
StorageGRID - 53 Perdformance Monitoring
Wiware Admin - E5X Hosts Overview
Viware Admin - Overview
Yidware Admin - VM Perdformance
Whware Admin - Where are opportunities to right size?
VMware Admin - Where can | potentially reclain waste?

YMware Admin - Where do | have VM Latency?

[ Additional Dashboards (13)
These dashboards require additional data collectors to be installed, Add Maor

Aded Dashboards Go Back

4. Apods a importacdo, abra o painel. A partir daqui, vocé pode ver varios widgets com dados detalhados
de desempenho. Adicione um filtro para visualizar um Unico sistema de armazenamento e selecione
um volume de armazenamento para detalhar seus detalhes.

I NetApp Cloud Insights Q & @ O rowelliosh v

ol Observabitity +  NetApp PCS Sandbox / Observability / Dashboards /| ONTAP FAS/AFF - FlexVol Performance (10) © tast24 Hours - @ 2t -
Explore eyl Al v | | Datacenter Al vl Storsge R . l
Alerts
Drill Down
Collectors Select astorage or flexVol from above to focus on particular performance assets and characteristcs.
LogQ
Eeyich FlexVol IOPS Max Trend - Top 10 Cosm i Avg FlexVol Latency Csm:
Reporting 2 A

) - 70 . . &
333 AM 209M 453 M a0 026 4000 s AM 533 AM 2200

© Kubernet »
1413 AM (14,
@ Workload Security » P : p Pt P 2 W ntap! W ntapt W ntapt W ntapt
HC NFSRAGHU DRO_  taphci-a300.01:vol0  MC_3510:Select N taphe-2300-02:vol0 MC_3510:TME NewVo  MC_3510:VMExploreV  MC_3510:Select N1 MC_3510:Select N2
DEST TEST 01 1178 ol
= , o : . € o i , i " € Wt € Mntap .
= OnTAPEssentials » MC3510Select N2 HC NFS:DRO_Mini HC_NFSINFSmountTe  HC NFAINFS VMMAR HC_NFS:DevTestod HC NFSNFSmountTe  HC NFSIDRO FSxN.n  HC NFSINFS VMMAR
st01 Ko st01 Volo1
ntaphci-a300e9u2S: - ntaphci-a300e9u25:H M ntaphci-3300e9u25:H [l ntaphci-a300e9u25:E
& s ,

5. Nessa visualizagao, vocé pode ver varias métricas relacionadas a esse volume de armazenamento e
as principais maquinas virtuais utilizadas e correlacionadas em execuc¢ao no volume.
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Display Metrics *

00 AM 10:00 AM 12:00 PM 2:00 PM

e

00 AM 10-00 AM 12.00 PM 200 PM

QO 7 can

@ Last 24 Hours b

= s

P Hide Resources

Resource

m ntaphci-a3..._VWMMARK_CI

Top Correlated

] WV AuctionNosQLD CF %

Workload Contention
il ntaphci-a3...ExploreVol 39%

Additional Resources

_L)\ Search Assets

6. Clicar na VM com maior utilizacao detalha as métricas daquela VM para visualizar quaisquer

problemas potenciais.

Display Metrics +

; i\

P Hide Resources

Resource

B ' psapso

200 PM |_

e

Top Correlated
il ntaphci-a2... VMMARK_C| 91%
_',' esxi7T-hc-0..netapp.com 69%

}

wWorkload Contention

|| S AuctionWebBD 87%

h { |E [ % AuctionNeSQLO T2%
Additional Resources

0AM 600 AM 8:00 AM 10:00 AM 12:00 PM
A1l Read  Write
0.AM 5:00 AM 8:00 AM 10:00 AM 12:00 PM

2:00 PM

C.“

Use o Cloud Insights para identificar vizinhos barulhentos

O Cloud Insights apresenta painéis que podem isolar facilmente VMs pares que estado impactando
negativamente outras VMs em execug¢ao no mesmo volume de armazenamento.
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Use um painel de laténcia de VM superior para isolar vizinhos barulhentos

1. Neste exemplo, acesse um painel disponivel na Galeria chamado VMware Admin - Onde tenho
laténcia de VM?
NetApp PCS Sandbox [/ Observability / Explore / Dashboards

Dashboard Groups (108) 4 My Dashboards (6) -+ From Gallery

Q search groups O Name T Oowner

All Dashboards (3709) AILSAN Array Status (2) Powcitioth
Cloud Volumes ONTAR - Flexvel Performance (&) Powell Josh
My Dashboards (6) A = al (8]

ONTAP - Volume Workload Perfermance (Frontend) (7) Powell Josh
VMware Admin - Where are opportunities to right size? (37) Powell Josh
WMware Admin - Where can | potentially reciaim waste? (11) Powell Josh
02_Menitoring_Ci_Course_Vish (5) = i :
’ [] o VMwareAdmin-Where doJhaveVM Latency? (3] 7 PowellJosh

1_Str Dashboards (g)

2. Em seguida, filtre pela anotagdo Data Center criada em uma etapa anterior para visualizar um
subconjunto de ativos.

| WMware Admin - Where do | have VM Latency? (9) @© Last3Hours -
- VirtualMachine All v [ Data Center Solutions Engineering X X ] diskLatency.total 2w
! 5m Avg Latency (all hypervisors) C 5m VM Count With Latency Concern % C 5m Avg Latency (all VMs)

3. Este painel mostra uma lista das 10 principais VMs por laténcia média. A partir daqui, clique na VM
em questao para ver seus detalhes.

301



VM Count With Latency Concern C 5m Avg Latency (all VMs) C 5m

50 1.55ms

VM's dighkt atency.tots!

Avg VM Latency - Top 10 C 5m

ElashcLBD
AL

hcWebB0
AuctionMoSQLO
DS3WebaD
SQLSAV-01
SQLSAV-02
SCLSAV-03

3
-
o
=}
o
(]

=
fud
=]
=
-
o
=
=1

500 10.00 1200 14.00 1600 18.00 200 2200
diskLatency.total (ms)

Top 5 Avg VM Latency Trend C 30s

A4l

500 AM 930 AM 10:00 AM 1830 AM 1100 AM 1130 AM 12:00PM

4. As VMs que podem causar contengao de carga de trabalho estao listadas e disponiveis. Analise
detalhadamente as métricas de desempenho dessas VMs para investigar possiveis problemas.

Display Metrics + b Hide Resources

Resource

B & Auctionwebao

Top Correlated
——J\‘ [] P esxi7-hc-0..netapp.com 91%
e
11:00 AM 1115 AM 11-30 AM 11:45 AM 12:00 PM 0 ntaphci-33....VMMARK_CI 4%

Workload Contention

[ @ AuctionNosQLO

% [ & AuctionWebBo
Additional Resources

1100 AM 1115 AM 1130 AM 11:45AM 12:00 PM Q T
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Visualize recursos super e subutilizados no Cloud Insights

Ao combinar os recursos da VM com os requisitos reais da carga de trabalho, a utilizagdo dos recursos pode
ser otimizada, resultando em economia de custos em infraestrutura e servigcos de nuvem. Os dados no Cloud
Insights podem ser personalizados para exibir facilmente VMs super ou subutilizadas.
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Identificar oportunidades para dimensionar corretamente as VMs

1. Neste exemplo, acesse um painel disponivel na Galeria chamado VMware Admin - Onde estado as
oportunidades para dimensionar corretamente?

My Dashboards (6)
| Name T
& E"- { AlT3 :} L L
Cloud Valumes ONTAP - FlexVol Perfarmance (B
ONTAP - Volume Workload Performance (Frontend) (7

| = VMware Admin - Where arg opportunities to right size? (37)

2. Primeiro filtre por todos os hosts ESXi no cluster. Vocé pode entao ver a classificagdo das VMs
superiores e inferiores por utilizagdo de memoria e CPU.
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5 Sandbox bservability / Dashboar

Data Center Al

Memory Utilization-Top 5 C sm

0 20.00 40.00

memoryHilization.total (%)

Memory Utilization - Bottom 5 C 5m

o 020 040 0.6¢ 080 1.00 120

memaoryUtilization.total (%)

epulltilization.total (%)

VMware Admin - Where are opportunities to right size? (37)

v Hypervisor K X v |

[ B

VirtualMachine

Memory Utilization Trend - Top 10 © 30s
A 2 W M
= AuctionAppB0 — ElasticLBO = AuctionLB0
ElasticAppB0 AuctionAppAD Client0
— DS3DB0 = DeployVMO0 = PrimeClient
= ElasticAppAD
Unused Memory C 5r
2 e 9 i PB
Memory Unused
CPU Utilization Trend - Top 10 C30s :

3. As tabelas permitem a classificagdo e fornecem mais detalhes com base nas colunas de dados

escolhidas.
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Memory Usage

121 items found

Virtual Machine

DS3DE0 (7
™

DeployVMD A
ElasticAppBO
AuctionAppAD
Client0
AuctionAppBD
ElasticAppAD

ElasticLBD

user-clusterl-8872k-T8c65cd 794, ..

PrimeClient

CPU Utilization

121 items found

Virtual Machine

hammerdb-01

DS3DB0

wel2-md-0-xwdgb-8cf48c08-ggn...

ElasticlBO

C 5m

nemary (MiB) memoryUt... }

22.0 44,91
336.0 38.42
4580.0 37.58
33e6.0 37.83
32.0 35.63
36.0 35.13
32.0 32.47
48.0 30.30
L
i I
C 5m
name
hammerdb-01 i
DS3DBO

wel2-md-0-xwdgb-Bcf48c06-gp. ..

ElasticLBO

4. Outro painel chamado VMware Admin - Onde posso potencialmente recuperar residuos? mostra
as VMs desligadas classificadas por uso de capacidade.



rds /| VMware Admin - Where can | potentially reclaim waste? (11)

NetApp PCS

x | Observability / Dast

Data Center All v Hypervisor
Powered Off VM's C sm Reclaimable Storage C sm
18.00 33.61w
wM's Capacity - Total
Powered Off VM's Capacity - Top 20 C 5m

ShapCenter Server

OracieStv_01

Use consultas para isolar e classificar métricas

Mame All

Powered Off VM CPU's

8.54-

Powered Off VM's
18 items found
Virtual Machine

OracleSry_04

SQL_Template

@® Last3 Hours

- QO 7«

Csm Powered Off VM's Memory Allocation

capaditytot... §
6,433.25

6,432.89

6,432.80

643278

6,432.77

45069

23258

22483

processors

12.30%

Allacated Memory

Clha

memary (Mig)
32,768.0
32,768.0
32,768.0
32,768.0
32,768.0
16,3840
32,768.0

24,576.0

A quantidade de dados capturados pelo Cloud Insights € bastante abrangente. Consultas métricas fornecem
uma maneira poderosa de classificar e organizar grandes quantidades de dados de maneiras uteis.
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Veja uma consulta detalhada do VMware em ONTAP Essentials

1. Navegue até * ONTAP Essentials > VMware* para acessar uma consulta abrangente de métricas do
VMware.

Fl NetApp cloud insights

ofl Observability & 1

© Kubemetes >

". Workload Security b

E ONTAP Essentials v
Dverview

Data Protection

Security

Alerts

Infrastructure

MNetworking

Workloads

VMwa

m Admin L]

2. Nesta visualizagao, vocé vera varias opgoes para filtrar e agrupar os dados na parte superior. Todas
as colunas de dados sao personalizaveis e colunas adicionais podem ser facilmente adicionadas.
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VirtualMachine ¥ | allvirtual Machines -

Filter by Attribute - storageResources.storagevendor | NetAsp X v X hostos

Filter by Metric

Group By - Virtual Machine -

Formatting: + Conditianal Formatting

[ virtual Machine name T : powerState
on
on
on
on
on
on
on
on

on

on

Conclusao

capacity.used (GiB) :

2938

63.64

152.00

55.28

0.00

+ x B9 @

capacity.total (GiB)

capacityRatio.us... |

7068

disklops.total (10/s)

diskLatency.total... ©

8.13

413

diskThroughput.t...

Esta solucéo foi projetada como uma introdugao para aprender como comegar a usar o NetApp Cloud Insights
e mostrar alguns dos poderosos recursos que esta solugao de observabilidade pode fornecer. Ha centenas de
painéis e consultas de métricas incorporados ao produto, o que facilita comecar a usar imediatamente. A
versao completa do Cloud Insights esta disponivel como teste de 30 dias e a versao basica esta disponivel

gratuitamente para clientes da NetApp .

Informagoes adicionais

Para saber mais sobre as tecnologias apresentadas nesta solugao, consulte as seguintes informagdes

adicionais.

* "P4gina inicial do NetApp Console"

» "P4&gina inicial do NetApp Data Infrastructure Insights"

* "Documentagéo do NetApp Data Infrastructure Insights"
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Informacgoes sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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