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VMware vSphere Foundation no NetApp

Comecar

Aprenda sobre o uso de datastores NFS v3 em sistemas de armazenamento
ONTAP com VMware vSphere 8

O NetApp ONTAP e o VMware vSphere 8 trabalham juntos para fornecer solugdes de
armazenamento baseadas em NFS v3 escalaveis e seguras para ambientes de nuvem
hibrida usando NetApp All-Flash Arrays. Saiba mais sobre as opgdes de armazenamento
suportadas pelo VMware vSphere Foundation e os principais casos de uso, incluindo o
VMware Live Site Recovery para recuperagao de desastres e o Autonomous
Ransomware Protection (ARP) da NetApp para armazenamento NFS.

Usando NFS v3 com sistemas de armazenamento vSphere 8 e ONTAP

Este documento fornece informacdes sobre as opgcdes de armazenamento disponiveis para o VMware Cloud
vSphere Foundation usando os NetApp All-Flash Arrays. As opgbes de armazenamento suportadas sao
abordadas com instrugbes especificas para implantagdo de armazenamentos de dados NFS. Além disso, é
demonstrado o VMware Live Site Recovery para recuperagao de desastres de armazenamentos de dados
NFS. Por fim, a protegdo autdbnoma contra ransomware da NetApp para armazenamento NFS ¢é analisada.

Casos de uso

Casos de uso abordados nesta documentacao:
* Opcodes de armazenamento para clientes que buscam ambientes uniformes em nuvens privadas e
publicas.
* Implantagao de infraestrutura virtual para cargas de trabalho.

» Solucdo de armazenamento escalavel adaptada para atender as necessidades em evolugdo, mesmo
quando nao alinhada diretamente com os requisitos de recursos de computacao.

* Proteja VMs e armazenamentos de dados usando o SnapCenter Plug-in for VMware vSphere.
* Uso do VMware Live Site Recovery para recuperagao de desastres de armazenamentos de dados NFS.

* Estratégia de detecgéo de ransomware, incluindo varias camadas de protegdo nos niveis de host ESXi e
VM convidada.

Publico
Esta solucéo é destinada as seguintes pessoas:
 Arquitetos de solugdes que buscam opgdes de armazenamento mais flexiveis para ambientes VMware,
projetadas para maximizar o TCO.

* Arquitetos de solugdes que buscam opgdes de armazenamento VVF que oferecam protecédo de dados e
opcdes de recuperacao de desastres com os principais provedores de nuvem.

» Administradores de armazenamento que desejam instrugdes especificas sobre como configurar o VVF
com armazenamento NFS.

* Administradores de armazenamento que desejam instrugdes especificas sobre como proteger VMs e
armazenamentos de dados que residem no armazenamento ONTAP .



Visao geral da tecnologia

O Guia de Referéncia NFS v3 VVF para vSphere 8 é composto pelos seguintes componentes principais:

Fundagao VMware vSphere

Um componente central do vSphere Foundation, o VMware vCenter € uma plataforma de gerenciamento
centralizada para fornecer configuragao, controle e administragcdo de ambientes vSphere. O vCenter atua
como base para gerenciar infraestruturas virtualizadas, permitindo que os administradores implantem,
monitorem e gerenciem VMs, contéineres e hosts ESXi dentro do ambiente virtual.

A solugao VVF oferece suporte a cargas de trabalho nativas do Kubernetes e baseadas em maquinas virtuais.
Os principais componentes incluem:

* VMware vSphere

* VMware vSAN

+ Padréo Aria

* VMware vSphere Kubernetes vSphere

» Switch distribuido vSphere

Para obter mais informagbes sobre os componentes incluidos no VVF, consulte arquitetura e planejamento,
consulte "Comparacéao ao vivo de produtos VMware vSphere" .

Opcoes de armazenamento VVF

O armazenamento € essencial para um ambiente virtual poderoso e bem-sucedido. O armazenamento, seja
por meio de datastores VMware ou casos de uso conectados por convidados, desbloqueia os recursos de
suas cargas de trabalho, pois vocé pode escolher o melhor preco por GB que oferece o maior valor e, ao
mesmo tempo, reduz a subutilizagcdo. O ONTAP é uma solugdo de armazenamento lider para ambientes
VMware vSphere ha quase duas décadas e continua a adicionar recursos inovadores para simplificar o
gerenciamento e, ao mesmo tempo, reduzir custos.

As opgdes de armazenamento da VMware geralmente sao organizadas como ofertas de armazenamento
tradicional e armazenamento definido por software. Os modelos de armazenamento tradicionais incluem
armazenamento local e em rede, enquanto os modelos de armazenamento definido por software incluem
vSAN e VMware Virtual Volumes (vVols).


https://www.vmware.com/docs/vmw-datasheet-vsphere-product-line-comparison
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Consulte "Introducédo ao armazenamento no ambiente vSphere" para obter mais informagdes sobre os tipos
de armazenamento suportados pelo VMware vSphere Foundation.

NetApp ONTAP

Ha varios motivos convincentes pelos quais dezenas de milhares de clientes escolheram o ONTAP como sua
principal solugdo de armazenamento para o vSphere. Isso inclui o seguinte:

1. Sistema de armazenamento unificado: ONTAP oferece um sistema de armazenamento unificado que
suporta os protocolos SAN e NAS. Essa versatilidade permite a integracao perfeita de diversas
tecnologias de armazenamento em uma Unica solugao.

2. Protecao de dados robusta: o ONTAP fornece recursos robustos de protecdo de dados por meio de
snapshots com eficiéncia de espaco. Esses instantaneos permitem processos eficientes de backup e
recuperacao, garantindo a seguranca e a integridade dos dados do aplicativo.

3. Ferramentas de gerenciamento abrangentes: o ONTAP oferece uma variedade de ferramentas
projetadas para ajudar a gerenciar dados de aplicativos de forma eficaz. Essas ferramentas otimizam as
tarefas de gerenciamento de armazenamento, aumentando a eficiéncia operacional e simplificando a
administracao.

4. Eficiéncia de armazenamento: o ONTAP inclui varios recursos de eficiéncia de armazenamento,
habilitados por padréo, projetados para otimizar a utilizacdo do armazenamento, reduzir custos e melhorar
o desempenho geral do sistema.

Usar o ONTAP com o VMware proporciona grande flexibilidade quando se trata de necessidades de
aplicativos especificos. Os seguintes protocolos sdo suportados como armazenamento de dados VMware com
0 uso do ONTAP: * FCP * FCoE * NVMe/FC * NVMe/TCP *iSCSI * NFS v3 * NFS v4.1

Usar um sistema de armazenamento separado do hipervisor permite que vocé descarregue muitas fungdes e
maximize seu investimento em sistemas host vSphere. Essa abordagem n&o apenas garante que os recursos
do host estejam focados nas cargas de trabalho dos aplicativos, mas também evita efeitos aleatérios no
desempenho dos aplicativos devido as operagdes de armazenamento.

Usar o ONTAP junto com o vSphere é uma 6tima combinagédo que permite reduzir despesas com hardware de
host e software VMware. Vocé também pode proteger seus dados com menor custo e alto desempenho


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-storage-8-0/introduction-to-storage-in-vsphere-environment.html

consistente. Como as cargas de trabalho virtualizadas sdo méveis, vocé pode explorar diferentes abordagens
usando o Storage vMotion para mover VMs entre datastores VMFS, NFS ou vWols , tudo no mesmo sistema
de armazenamento.

Matrizes All-Flash da NetApp

NetApp AFF (All Flash FAS) é uma linha de produtos de matrizes de armazenamento totalmente flash. Ele foi
projetado para fornecer solugdes de armazenamento de alto desempenho e baixa laténcia para cargas de
trabalho corporativas. A série AFF combina os beneficios da tecnologia flash com os recursos de
gerenciamento de dados da NetApp, fornecendo as organizagdes uma plataforma de armazenamento
poderosa e eficiente.

Alinha AFF é composta por modelos da Série A e da Série C.

Os arrays flash all-NVMe da série A da NetApp sao projetados para cargas de trabalho de alto desempenho,
oferecendo laténcia ultrabaixa e alta resiliéncia, tornando-os adequados para aplicativos de missao critica.

AFF A70 AFF A90

Os conjuntos de flash QLC da série C sao voltados para casos de uso de maior capacidade, oferecendo a
velocidade do flash com a economia do flash hibrido.

AFF C250 AFF C400 AFF C800

B0 ke I“l ”Il

Suporte ao protocolo de armazenamento

O AFF oferece suporte a todos os protocolos padrdo usados para virtualizagao, tanto em datastores quanto
em armazenamento conectado a convidados, incluindo NFS, SMB, iSCSI, Fibre Channel (FC), Fibre Channel
sobre Ethernet (FCoE), NVME sobre fabrics e S3. Os clientes sé&o livres para escolher o que funciona melhor
para suas cargas de trabalho e aplicativos.

NFS - O NetApp AFF fornece suporte para NFS, permitindo acesso baseado em arquivo aos
armazenamentos de dados VMware. Os armazenamentos de dados conectados via NFS de muitos hosts
ESXi excedem em muito os limites impostos aos sistemas de arquivos VMFS. Usar o NFS com o vSphere
proporciona alguns beneficios de facilidade de uso e visibilidade na eficiéncia do armazenamento. O ONTAP
inclui recursos de acesso a arquivos disponiveis para o protocolo NFS. Vocé pode habilitar um servidor NFS e
exportar volumes ou gtrees.

Para obter orientacdes de design sobre configuragdes NFS, consulte o "Documentacao de gerenciamento de


https://docs.netapp.com/us-en/ontap/nas-management/index.html

armazenamento NAS" .

iSCSI - O NetApp AFF fornece suporte robusto para iSCSI, permitindo acesso em nivel de bloco a dispositivos
de armazenamento por meio de redes IP. Ele oferece integracao perfeita com iniciadores iSCSI, permitindo
provisionamento e gerenciamento eficientes de LUNs iSCSI. Recursos avangados do ONTAP, como
multicaminhos, autenticagdo CHAP e suporte ALUA.

Para obter orientagdes de design sobre configuragdes iSCSI, consulte o "Documentacao de referéncia de
configuragdo SAN" .

Fibre Channel - O NetApp AFF oferece suporte abrangente para Fibre Channel (FC), uma tecnologia de rede
de alta velocidade comumente usada em redes de area de armazenamento (SANs). O ONTAP integra-se
perfeitamente a infraestrutura FC, fornecendo acesso confiavel e eficiente em nivel de bloco aos dispositivos
de armazenamento. Ele oferece recursos como zoneamento, multicaminhos e login de malha (FLOGI) para
otimizar o desempenho, aumentar a seguranga e garantir conectividade perfeita em ambientes FC.

Para obter orientagdes de projeto sobre configura¢des de Fibre Channel, consulte o "Documentacao de
referéncia de configuracdo SAN" .

NVMe sobre Fabrics - O NetApp ONTAP oferece suporte a NVMe sobre fabrics. NVMe/FC permite o uso de
dispositivos de armazenamento NVMe em infraestrutura Fibre Channel e NVMe/TCP em redes IP de
armazenamento.

Para obter orientagdes de design sobre NVMe, consulte "Configuracao, suporte e limitacoes do NVMe" .

Tecnologia ativo-ativa

Os NetApp All-Flash Arrays permitem caminhos ativos-ativos por meio de ambos os controladores, eliminando
a necessidade de o sistema operacional do host esperar que um caminho ativo falhe antes de ativar o
caminho alternativo. Isso significa que o host pode utilizar todos os caminhos disponiveis em todos os
controladores, garantindo que os caminhos ativos estejam sempre presentes, independentemente de o
sistema estar em estado estavel ou passando por uma operacgao de failover do controlador.

Para mais informagdes, consulte "Protecao de dados e recuperacao de desastres" documentagao.

Garantias de armazenamento

A NetApp oferece um conjunto exclusivo de garantias de armazenamento com NetApp All-flash Arrays. Os
beneficios exclusivos incluem:

Garantia de eficiéncia de armazenamento: Obtenha alto desempenho e minimize os custos de
armazenamento com a Garantia de Eficiéncia de Armazenamento. 4:1 para cargas de trabalho SAN. Garantia
de recuperagao de ransomware: Recuperacao de dados garantida em caso de ataque de ransomware.

Para obter informacdes detalhadas, consulte o "Pagina inicial do NetApp AFF".

Ferramentas NetApp ONTAP para VMware vSphere

Um componente poderoso do vCenter é a capacidade de integrar plug-ins ou extensdes que aprimoram ainda
mais sua funcionalidade e fornecem recursos e funcionalidades adicionais. Esses plug-ins estendem os
recursos de gerenciamento do vCenter e permitem que os administradores integrem solugdes, ferramentas e
servigos de terceiros em seu ambiente vSphere.

As ferramentas NetApp ONTAP para VMware sdo um conjunto abrangente de ferramentas projetado para
facilitar o gerenciamento do ciclo de vida da maquina virtual em ambientes VMware por meio de sua
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arquitetura de plug-in vCenter. Essas ferramentas integram-se perfeitamente ao ecossistema VMware,
permitindo o provisionamento eficiente de armazenamento de dados e fornecendo protecéo essencial para
maquinas virtuais. Com o ONTAP Tools para VMware vSphere, os administradores podem gerenciar
facilmente as tarefas de gerenciamento do ciclo de vida do armazenamento.

Ferramentas ONTAP abrangentes 10 recursos podem ser encontrados "ONTAP tools for VMware vSphere" .

Veja a solugao de implantagéo das ferramentas ONTAP 10 em"Use as ferramentas ONTAP 10 para configurar
armazenamentos de dados NFS para o vSphere 8"

Plug-in NetApp NFS para VMware VAAI

O NetApp NFS Plug-in para VAAI (vStorage APls para integragdo de arrays) aprimora as operagdes de
armazenamento ao descarregar determinadas tarefas para o sistema de armazenamento NetApp , resultando
em melhor desempenho e eficiéncia. Isso inclui operagdes como cépia completa, zeragem de bloco e bloqueio
assistido por hardware. Além disso, o plugin VAAI otimiza a utilizagdo do armazenamento reduzindo a
quantidade de dados transferidos pela rede durante as operagdes de provisionamento e clonagem de
maquinas virtuais.

O NetApp NFS Plug-in para VAAI pode ser baixado do site de suporte da NetApp e carregado e instalado em
hosts ESXi usando ONTAP tools for VMware vSphere.

Consulte "Documentacao do plug-in NetApp NFS para VMware VAAI" para maiores informagdes.

SnapCenter Plug-in for VMware vSphere

O SnapCenter Plug-in for VMware vSphere (SCV) é uma solugao de software da NetApp que oferece
protegdo de dados abrangente para ambientes VMware vSphere. Ele foi projetado para simplificar e agilizar o
processo de prote¢do e gerenciamento de maquinas virtuais (VMs) e armazenamentos de dados. O SCV usa
snapshot baseado em armazenamento e replicagdo em matrizes secundarias para atender a objetivos de
menor tempo de recuperacao.

O SnapCenter Plug-in for VMware vSphere fornece os seguintes recursos em uma interface unificada,
integrada ao cliente vSphere:

Snapshots baseados em politicas - O SnapCenter permite que vocé defina politicas para criar e gerenciar
snapshots consistentes com aplicativos de maquinas virtuais (VMs) no VMware vSphere.

Automacao - A criagao e o gerenciamento automatizados de instantdneos com base em politicas definidas
ajudam a garantir protecdo de dados consistente e eficiente.

Protecdo em nivel de VM - A protegéo granular no nivel de VM permite o gerenciamento e a recuperagéo
eficientes de maquinas virtuais individuais.

Recursos de eficiéncia de armazenamento - A integragdo com tecnologias de armazenamento da NetApp
fornece recursos de eficiéncia de armazenamento, como desduplicagdo e compactacao para snapshots,
minimizando os requisitos de armazenamento.

O plug-in SnapCenter orquestra a desativacdo de maquinas virtuais em conjunto com instantdneos baseados
em hardware em matrizes de armazenamento NetApp . A tecnologia SnapMirror € utilizada para replicar
copias de backups em sistemas de armazenamento secundario, inclusive na nuvem.

Para mais informagdes consulte o "Documentacao do SnapCenter Plug-in for VMware vSphere" .

O NetApp Backup and Recovery permite estratégias de backup que estendem as copias de dados para o
armazenamento de objetos na nuvem.
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Para obter mais informacgodes sobre estratégias de backup com o NetApp Backup and Recovery, visite [link
para o site]."Documentacédo de NetApp Backup and Recovery" .

Para obter instrucdes de implantacao passo a passo do plug-in SnapCenter , consulte a solugao"Use o
SnapCenter Plug-in for VMware vSphere para proteger VMs em dominios de carga de trabalho VCF" .

Considerag6es sobre armazenamento

Aproveitar os datastores ONTAP NFS com o VMware vSphere produz um ambiente de alto desempenho, facil
de gerenciar e escalavel, que fornece propor¢des de VM para datastore inatingiveis com protocolos de
armazenamento baseados em blocos. Essa arquitetura pode resultar em um aumento de dez vezes na
densidade do armazenamento de dados, acompanhado por uma redugao correspondente no niumero de
armazenamentos de dados.

nConnect para NFS: Outro beneficio de usar o NFS é a capacidade de aproveitar o recurso nConnect. O
nConnect permite multiplas conexdes TCP para volumes de armazenamento de dados NFS v3, alcangando
assim maior rendimento. Isso ajuda a aumentar o paralelismo para armazenamentos de dados NFS. Os
clientes que implantam datastores com NFS versdo 3 podem aumentar o numero de conexdes com o servidor
NFS, maximizando a utilizagao de placas de interface de rede de alta velocidade.

Para obter informacdes detalhadas sobre o nConnect, consulte"Recurso NFS nConnect com VMware e
NetApp" .

Troncalizagao de sessao para NFS: A partir do ONTAP 9.14.1, os clientes que usam o NFSv4.1 podem
aproveitar o entroncamento de sessao para estabelecer multiplas conexées com varios LIFs no servidor NFS.
Isso permite uma transferéncia de dados mais rapida e aumenta a resiliéncia ao utilizar multiplos caminhos. O
trunking é particularmente benéfico ao exportar volumes FlexVol para clientes que oferecem suporte ao
trunking, como clientes VMware e Linux, ou ao usar NFS sobre protocolos RDMA, TCP ou pNFS.

Consulte "Visao geral do entroncamento NFS" para maiores informacgdes.

* Volumes FlexVol :* a NetApp recomenda o uso de volumes * FlexVol* para a maioria dos armazenamentos
de dados NFS. Embora datastores maiores possam aumentar a eficiéncia do armazenamento e os
beneficios operacionais, € aconselhavel considerar o uso de pelo menos quatro datastores (volumes
FlexVol ) para armazenar VMs em um unico controlador ONTAP . Normalmente, os administradores
implantam armazenamentos de dados apoiados por volumes FlexVol com capacidades que variam de 4
TB a 8 TB. Esse tamanho atinge um bom equilibrio entre desempenho, facilidade de gerenciamento e
protegédo de dados. Os administradores podem comegar aos poucos e dimensionar o armazenamento de
dados conforme necessario (até um maximo de 100 TB). Armazenamentos de dados menores facilitam a
recuperacado mais rapida de backups ou desastres e podem ser movidos rapidamente pelo cluster. Essa
abordagem permite a utilizagcdo maxima do desempenho dos recursos de hardware e habilita
armazenamentos de dados com diferentes politicas de recuperagao.

Volumes FlexGroup :* para cenarios que exigem um grande armazenamento de dados, a NetApp
recomenda o uso de volumes * FlexGroup*. Os volumes FlexGroup praticamente nao tém restricbes de
capacidade ou contagem de arquivos, permitindo que os administradores provisionem facilmente um Unico
namespace massivo. O uso de volumes FlexGroup n&do acarreta manutengao adicional nem sobrecarga
de gerenciamento. Varios armazenamentos de dados ndo s&o necessarios para o desempenho com
volumes FlexGroup , pois eles sdo escalaveis inerentemente. Ao utilizar volumes ONTAP e FlexGroup
com o VMware vSphere, vocé pode estabelecer armazenamentos de dados simples e escalaveis que
aproveitam todo o poder de todo o cluster ONTAP .

Protecao contra ransomware

O software de gerenciamento de dados NetApp ONTAP apresenta um conjunto abrangente de tecnologias
integradas para ajudar vocé a proteger, detectar e se recuperar de ataques de ransomware. O recurso NetApp
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SnapLock Compliance integrado ao ONTAP impede a exclusdo de dados armazenados em um volume
habilitado usando a tecnologia WORM (write once, read many) com reten¢do avangada de dados. Depois que
o periodo de retencao for estabelecido e a cépia do Snapshot for bloqueada, nem mesmo um administrador
de armazenamento com privilégios totais do sistema ou um membro da equipe de suporte da NetApp podera
excluir a copia do Snapshot. Mas, mais importante, um hacker com credenciais comprometidas néo pode
excluir os dados.

A NetApp garante que conseguiremos recuperar suas copias protegidas do NetApp Snapshot em arrays
qualificados e, caso ndo consigamos, compensaremos sua organizagao.

Para mais informacdes sobre a Garantia de Recuperagdo de Ransomware, consulte: "Garantia de
Recuperacédo de Ransomeware" .

Consulte o "Visao geral da protecao autbnoma contra ransomware" para informagées mais detalhadas.

Veja a solugao completa no centro de documentacao da NetApps Solutions:"Protecao auténoma contra
ransomware para armazenamento NFS"

Consideragoes sobre recuperagao de desastres

A NetApp oferece o armazenamento mais seguro do planeta. A NetApp pode ajudar a proteger dados e
infraestrutura de aplicativos, mover dados entre armazenamento local e nuvem e ajudar a garantir a
disponibilidade de dados em todas as nuvens. O ONTAP vem com poderosas tecnologias de protecao e
seguranca de dados que ajudam a proteger os clientes contra desastres, detectando ameacas proativamente
e recuperando rapidamente dados e aplicativos.

VMware Live Site Recovery, anteriormente conhecido como VMware Site Recovery Manager, oferece
automacéo simplificada e baseada em politicas para proteger maquinas virtuais no cliente web vSphere. Esta
solugéo aproveita as tecnologias avangadas de gerenciamento de dados da NetApp por meio do Storage
Replication Adapter como parte do ONTAP Tools for VMware. Ao aproveitar os recursos do NetApp
SnapMirror para replicagao baseada em array, os ambientes VMware podem se beneficiar de uma das
tecnologias mais confiaveis e maduras do ONTAP. O SnapMirror garante transferéncias de dados seguras e
altamente eficientes, copiando apenas os blocos alterados do sistema de arquivos, em vez de VMs ou
armazenamentos de dados inteiros. Além disso, esses blocos aproveitam técnicas de economia de espaco,
como desduplicagdo, compactagao e compactacao. Com a introducédo do SnapMirror independente de versao
em sistemas ONTAP modernos, vocé ganha flexibilidade na selegéo de seus clusters de origem e destino. O
SnapMirror realmente surgiu como uma ferramenta poderosa para recuperacao de desastres e, quando
combinado com o Live Site Recovery, oferece maior escalabilidade, desempenho e economia de custos em
comparagao com alternativas de armazenamento local.

Para mais informagdes consulte o "Visédo geral do VMware Site Recovery Manager" .

Veja a solugéo completa no centro de documentacéo da NetApps Solutions:"Protecao autbnoma contra
ransomware para armazenamento NFS"

* O NetApp Disaster Recovery € uma solugao de recuperacao de desastres com excelente custo-beneficio,
projetada para cargas de trabalho VMware executadas em sistemas ONTAP locais com datastores NFS.
Integrado ao NetApp Console, este servigo permite o gerenciamento facil e a descoberta automatizada de
VMware vCenters e armazenamento ONTAP . O NetApp Disaster Recovery utiliza a tecnologia FlexClone
do ONTAP para testes com uso eficiente de espago, sem impactar os recursos de produgdo. Em
comparagao com outras alternativas conhecidas, o NetApp Disaster Recovery oferece esses recursos a
uma fragédo do custo, tornando-se uma solugao eficiente para que as organizagbes configurem, testem e
executem operacoes de recuperacao de desastres para seus ambientes VMware usando sistemas de
armazenamento ONTAP . Ele utiliza a replicagdo NetApp SnapMirror para proteger contra interrupgdes no
site e eventos de corrupgao de dados, como ataques de ransomware. Integrado ao NetApp Console, esse


https://www.netapp.com/media/103031-SB-4279-Ransomware_Recovery_Guarantee.pdf
https://www.netapp.com/media/103031-SB-4279-Ransomware_Recovery_Guarantee.pdf
https://docs.netapp.com/us-en/ontap/anti-ransomware/
vmw-nfs-arp.html
vmw-nfs-arp.html
https://techdocs.broadcom.com/us/en/vmware-cis/live-recovery/site-recovery-manager/8-7/site-recovery-manager-installation-and-configuration-8-7/overview-of-vmware-site-recovery-manager.html
vmw-nfs-vlsr.html
vmw-nfs-vlsr.html

servigo permite o gerenciamento facil e a detecgao automatizada do storage VMware vCenters e ONTAP.
As organizagbes podem criar e testar planos de recuperagao de desastres, atingindo um Objetivo de
Ponto de Recuperacéo (RPO) de até 5 minutos por meio da replicacdo em nivel de bloco. O NetApp
Disaster Recovery utiliza a tecnologia FlexClone do ONTAP para testes com uso eficiente de espago sem
afetar os recursos de producéao. O servigo orquestra processos de failover e failback, permitindo que
maquinas virtuais protegidas sejam ativadas no site de recuperagéo de desastres designado com o
minimo esforgo. Em comparagao com outras alternativas conhecidas, o NetApp Disaster Recovery oferece
esses recursos por uma fragcado do custo, o que o torna uma solucgéo eficiente para as organizagdes
configurarem, testarem e executarem operagdes de recuperagao de desastres em seus ambientes
VMware usando sistemas de storage ONTAP.

Consulte a solugéo completa no centro de documentagao de solugdes da NetApp: "NetApp Disaster
Recovery"

Visao geral das solugodes

Solugdes abordadas nesta documentacao:

* Recurso NFS nConnect com NetApp e VMware. Clique"aqui" para etapas de implantacao.

> Use as ferramentas ONTAP 10 para configurar armazenamentos de dados NFS para o vSphere
8. Clique"aqui" para etapas de implantacéao.

o Implantar e usar o SnapCenter Plug-in for VMware vSphere para proteger e restaurar VMs.
Clique"aqui" para etapas de implantacao.

o Recuperacao de desastres de NFS Datastores com VMware Site Recovery Manager. Clique"aqui”
para etapas de implantagao.

> Proteg¢ao autonoma contra ransomware para armazenamento NFS. Clique"aqui" para etapas de
implantagao.

Saiba mais sobre o suporte da NetApp para VMware vSphere 8

A parceria entre a NetApp e a VMware € a unica em que um unico sistema de
armazenamento aborda todos os principais casos de uso definidos pela VMware.

All-Flash moderno e conectado a nuvem para vSphere 8

As implementagdes do ONTAP sao executadas em diversas plataformas, incluindo dispositivos projetados
pela NetApp, hardware comercial e na nuvem publica. O ONTAP oferece armazenamento unificado,
independentemente de vocé acessar por meio de protocolos SAN ou NAS e em configuragbes que variam de
flash de alta velocidade a midias de baixo custo e armazenamento baseado em nuvem. A NetApp também
oferece plataformas flash desenvolvidas especificamente para simplificar e segmentar suas necessidades de
armazenamento sem criar silos. Além disso, a NetApp oferece software que facilita a movimentagao de dados
entre ambientes locais e na nuvem. Por fim, o NetApp Console oferece um painel Unico para gerenciar todos
esses relacionamentos e sua infraestrutura de armazenamento.

* "Plataformas NetApp"

Saiba mais sobre o uso do VMware vSphere 8 com armazenamento ONTAP

O ONTAP é uma solucao de armazenamento lider para ambientes VMware vSphere ha
quase duas décadas e continua a adicionar recursos inovadores para simplificar o
gerenciamento e, a0 mesmo tempo, reduzir custos. Este documento apresenta a solugéo


https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
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vmw-nfs-otv10.html
vmw-vcf-scv-viwld.html
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vmw-nfs-vlsr.html
vmw-nfs-vlsr.html
vmw-nfs-vlsr.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
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ONTAP para vSphere, incluindo as informagdes mais recentes do produto e as melhores
praticas para otimizar a implantacao, reduzir riscos e simplificar o gerenciamento.

Para mais informacoes, visite"\VVMware vSphere com ONTAP"

Novidades do VMware vSphere 8

Saiba o que ha de novo no VMware vSphere 8 e no ONTAP 9.12. Revise a
compatibilidade dos recursos e suporte do ONTAP com a infraestrutura e o software da
VMware.

Aintegracdo das tecnologias NetApp e VMware tem um legado de 20 anos e milhares de horas de
engenharia. Com o advento do vSphere 8 e do ONTAP 9.12, ambas as empresas oferecem produtos que
satisfazem as cargas de trabalho mais exigentes dos clientes. Quando esses produtos sdo combinados em
solugbdes, os desafios reais dos clientes sao resolvidos, seja no local ou nas nuvens publicas. Quando esses
produtos sdo combinados em solugdes, os desafios reais dos clientes séo resolvidos, seja no local ou nas
nuvens publicas.

Para ajudar vocé a determinar a capacidade de suporte de produtos, protocolos, sistemas operacionais, etc.,
revise os recursos abaixo:

* O "Ferramenta de Matriz de Interoperabilidade da NetApp" (IMT). O IMT define os componentes e versdes
qualificados que vocé pode usar para criar configuragbes FC/FCoE, iSCSI, NFS e CIFS, bem como
integracdes com plug-ins e ofertas de software adicionais.

* O "Guia de compatibilidade do VMware" . O Guia de compatibilidade da VMware lista a compatibilidade do
sistema, E/S, armazenamento/SAN, backup e muito mais com a infraestrutura e os produtos de software
da VMware.

* "Ferramentas NetApp ONTAP para VMware" . As ONTAP tools for VMware vSphere s&do um unico plug-in
do vCenter Server que inclui as extensdes Virtual Storage Console (VSC), VASA Provider e Storage
Replication Adapter (SRA). Totalmente compativel com o VMware vSphere 8, 0 OTV 9.12 oferece valor
real aos clientes diariamente.

Versoes com suporte do NetApp ONTAP e VMware

@ Deixe a(s) pagina(s) se desenvolverem ao selecionar um link nas tabelas abaixo.
Lancamento do SAN NFS oTVv * SnapCenter*
VMware vSphere
vSphere 8 "Link" "Link" "Link" "Link"
vSphere 8u1 "Link" "Link" "Link" "Link"
Langamento do Sistema de OTV - SRA OTV - Provedor * SnapCenter Plug-
VMware vSphere armazenamento / VASA in for VMware

protocolos vSphere*

vSphere 8 "Link" "Link" "Link" "Link"
vSphere 8u1 "Link" "Link" "Link" "Link"
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https://www.vmware.com/resources/compatibility/search.php?deviceCategory=san&details=1&partner=64&releases=589&FirmwareVersion=ONTAP%209.0,ONTAP%209.1,ONTAP%209.10.1,ONTAP%209.11.1,ONTAP%209.12.1,ONTAP%209.2,ONTAP%209.3,ONTAP%209.4,ONTAP%209.5,ONTAP%209.6,ONTAP%209.7,ONTAP%209.8,ONTAP%209.9,ONTAP%209.9.1%20P3,ONTAP%209.%6012.1&isSVA=0&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=sra&details=1&partner=64&sraName=587&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=wcp&productid=55380&vcl=true
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=vvols&details=1&partner=64&releases=589&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=san&details=1&partner=64&releases=652&FirmwareVersion=ONTAP%209.0,ONTAP%209.1,ONTAP%209.10.1,ONTAP%209.11.1,ONTAP%209.12.1,ONTAP%209.2,ONTAP%209.3,ONTAP%209.4,ONTAP%209.5,ONTAP%209.6,ONTAP%209.7,ONTAP%209.8,ONTAP%209.9,ONTAP%209.9.1%20P3,ONTAP%209.%6012.1&isSVA=0&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=sra&details=1&partner=64&sraName=587&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=wcp&productid=55380&vcl=true
https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=wcp&productid=55380&vcl=true

Guia de implantacao para VMFS

As solugdes e ofertas de armazenamento da NetApp permitem que os clientes
aproveitem totalmente as vantagens de uma infraestrutura virtualizada. Com as solugdes
da NetApp , os clientes podem implementar com eficiéncia um software abrangente de
gerenciamento de dados, garantindo automacgao, eficiéncia, protegao de dados e
recursos de seguranga para atender efetivamente aos exigentes requisitos de
desempenho. A combinag¢ao do software ONTAP com o VMware vSphere permite reduzir
as despesas com hardware de host e licenciamento do VMware, garantir que os dados
sejam protegidos a um custo menor e fornecer alto desempenho consistente.

Introducgao

Cargas de trabalho virtualizadas sdo moveis. Portanto, os administradores usam o VMware Storage vMotion
para mover VMs entre os repositorios de dados VMware Virtual Machine File System (VMFS), NFS ou vVols ,
todos residindo no mesmo sistema de armazenamento e, assim, explorar diferentes abordagens de
armazenamento se usarem um sistema All-Flash ou usarem os modelos ASA mais recentes com inovagao
SAN para maior eficiéncia de custos.

A mensagem principal aqui € que a migragao para o ONTAP melhora a experiéncia do cliente e o
desempenho do aplicativo, ao mesmo tempo que oferece flexibilidade para migrar dados e aplicativos entre
FCP, iSCSI, NVMe/FC e NVMe/TCP. Para empresas profundamente investidas no VMware vSphere, usar o
armazenamento ONTAP é uma opgao econémica, dadas as condigdes atuais do mercado, o que representa
uma oportunidade unica. As empresas de hoje enfrentam novos imperativos que uma abordagem SAN
moderna pode abordar de forma simples e rapida. Aqui estao algumas maneiras pelas quais clientes novos e
existentes da NetApp estao agregando valor com o ONTAP.

« Eficiéncia de custos - A eficiéncia de armazenamento integrada permite que o ONTAP reduza
significativamente os custos de armazenamento. Os sistemas NetApp ASA podem executar todos os
recursos de eficiéncia de armazenamento em producado sem impacto no desempenho. A NetApp simplifica
o planejamento desses beneficios de eficiéncia com a garantia mais eficaz disponivel.

* Protecéo de dados - O SnapCenter software que usa snapshots fornece protecdo avancada de dados em
nivel de VM e aplicativo para varios aplicativos corporativos implantados em uma configuragao de VM.

» Seguranga - Use copias de instantaneo para se proteger contra malware e ransomware. Aumente a
protegéo tornando as cépias do Snapshot imutaveis usando o bloqueio do Snapshot e o software NetApp
Snaplock .

* Nuvem - ONTAP oferece uma ampla gama de opgbes de nuvem hibrida que permitem que as empresas
combinem nuvens publicas e privadas, oferecendo flexibilidade e reduzindo a sobrecarga de
gerenciamento de infraestrutura. O suporte suplementar ao armazenamento de dados com base nas
ofertas do ONTAP permite o uso do VMware Cloud on Azure, AWS e Google para implantagdo otimizada
de TCO, protecao de dados e continuidade de negdcios, evitando o aprisionamento de fornecedores.

Flexibilidade - O ONTAP esta bem equipado para atender as necessidades em rapida mudancga das
organizagdes modernas. Com o ONTAP One, todos esses recursos vém como padrao em um sistema
ONTAP , sem custo adicional.

Redimensione e otimize

Com as mudangas iminentes no licenciamento, as organizagdes estdo abordando proativamente o potencial
aumento no Custo Total de Propriedade (TCO). Eles estao otimizando estrategicamente sua infraestrutura
VMware por meio de gerenciamento agressivo de recursos e dimensionamento correto para melhorar a
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utilizagéo de recursos e simplificar o planejamento de capacidade. Por meio do uso eficaz de ferramentas
especializadas, as organizagdes podem identificar e recuperar recursos desperdicados de forma eficiente,
reduzindo subsequentemente as contagens de nucleos e as despesas gerais de licenciamento. E importante
destacar que muitas organizagdes ja estdo integrando essas praticas em suas avaliagdes de nuvem,
demonstrando como esses processos e ferramentas efetivamente mitigam preocupagdes de custo em
ambientes locais e eliminam despesas desnecessarias de migragao para hipervisores alternativos.

Estimador de TCO

A NetApp criou um estimador de TCO simples que serviria de trampolim para iniciar essa jornada de
otimizagao. O estimador de TCO usa RVtools ou métodos de entrada manual para projetar facilmente quantos
hosts sdo necessarios para a implantagao fornecida e calcular a economia para otimizar a implantagao
usando sistemas de armazenamento NetApp ONTAP . Tenha em mente que este é o trampolim.

@ O estimador de TCO s6 pode ser acessado por equipes de campo e parceiros da NetApp .
Trabalhe com as equipes de contas da NetApp para avaliar seu ambiente existente.

Aqui estd uma captura de tela do estimador de TCO.

Projected Savings with ONTAP
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Depois que o estimador mostrar as economias possiveis (0 que sera o caso para qualquer organizagao), sera
hora de analisar profundamente os perfis de E/S da carga de trabalho em maquinas virtuais usando métricas
em tempo real. Para isso, a NetApp fornece o Cloud Insights. Ao fornecer analises detalhadas e
recomendacgdes para recuperacao de VM, o Cloud Insights pode ajudar as empresas a tomar decisées
informadas sobre a otimizagdo de seu ambiente de VM. Ele pode identificar onde os recursos podem ser
recuperados ou os hosts desativados com impacto minimo na produg¢do, ajudando as empresas a havegar
pelas mudangas trazidas pela aquisicdo da VMware pela Broadcom de maneira estratégica e ponderada. Em
outras palavras, o Cloud Insight ajuda as empresas a eliminar a emog¢ao da decisdo. Em vez de reagir as
mudangas com panico ou frustragéo, eles podem usar os insights fornecidos pela ferramenta Cloud Insights
para tomar decisdes racionais e estratégicas que equilibrem a otimizacdo de custos com a eficiéncia
operacional e a produtividade.

Cloud Insights
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Abaixo estédo as capturas de tela do Cloud Insights.
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Realize avaliagdes regulares para identificar recursos subutilizados, aumentar a densidade da
maquina virtual e a utilizagdo em clusters VMware para controlar o aumento dos custos

@ associados a novas licengas de assinatura. Considere reduzir o nimero de nucleos por CPU
para 16 para novas compras de servidores para se alinhar as mudangas nos modelos de
licenciamento da VMware.

Com a NetApp, dimensione corretamente seus ambientes virtualizados e introduza desempenho de
armazenamento flash econémico, juntamente com solugdes simplificadas de gerenciamento de dados e
ransomware para garantir que as organizagoes estejam preparadas para o novo modelo de assinatura, ao
mesmo tempo em que otimiza os recursos de Tl atualmente em vigor.

Ferramentas NetApp ONTAP para VMware vSphere

Para aprimorar e simplificar ainda mais a integragcdo do VMware, a NetApp oferece diversas ferramentas
offtap que podem ser usadas com o NetApp ONTAP e o VMware vSphere para gerenciar ambientes
virtualizados com eficiéncia. Esta se¢do se concentrara nas ferramentas ONTAP para VMware. As ONTAP
tools for VMware vSphere 10 fornecem um conjunto abrangente de ferramentas para gerenciamento do ciclo
de vida da maquina virtual, simplificando o gerenciamento de armazenamento, aprimorando recursos de
eficiéncia, melhorando a disponibilidade e reduzindo custos de armazenamento e sobrecarga operacional.
Essas ferramentas integram-se perfeitamente ao ecossistema VMware, facilitando o provisionamento de
armazenamento de dados e oferecendo protegdo basica para maquinas virtuais. A versdo 10.x das ONTAP
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tools for VMware vSphere compreende microsservigos escalaveis horizontalmente e orientados a eventos,
implantados como um Open Virtual Appliance (OVA), seguindo as praticas recomendadas para
provisionamento de armazenamentos de dados e otimizag&o das configuragdes do host ESXi para ambientes
de armazenamento em bloco e NFS. Considerando esses beneficios, o OTV é recomendado como uma
pratica recomendada para uso com sistemas que executam software ONTAP .

Comegando

Antes de implantar e configurar ferramentas ONTAP para VMware, certifique-se de que os pré-requisitos
sejam atendidos. Uma vez concluido, implante uma configuragdo de né unico.

@ Trés enderecos IP sdo necessarios para implantagcao: um endereco IP para o balanceador de
carga, um endereco IP para o plano de controle do Kubernetes e um para o né.

Passos

—_

. Efetue login no servidor vSphere.

N

. Navegue até o cluster ou host onde vocé deseja implantar o OVA.

w

. Clique com o botao direito do mouse no local desejado e selecione Implantar modelo OVF.

a. Digite a URL do arquivo .ova ou navegue até a pasta onde o arquivo .ova foi salvo e selecione
Avancar.

N

. Selecione um nome, pasta, cluster/host para a maquina virtual e selecione Avancar.

)]

. Na janela Configuragao, selecione a configuragao Implantagao facil (S), Implantagéo facil (M) ou
Implantagao avangada (S) ou Implantagao avancada (M).

@ A opcao de implantacao facil € usada neste passo a passo.

Deplay OVF Template Configuratian
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6. Escolha o armazenamento de dados para implantar o OVA e a rede de origem e destino. Quando terminar,
selecione Avancar.

7. E hora de personalizar o modelo > janela de configuragédo do sistema.
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Dapday OVE Tamphate Ready to complale

Apds a instalagado bem-sucedida, o console da Web mostra o estado das ONTAP tools for VMware vSphere.

* : = =E ONTAF Tools for Usare uSphere
sesses ONTAP Tools for uSphere Installation i= successful sesses

i

@ O assistente de criagdo de armazenamento de dados oferece suporte ao provisionamento de
armazenamentos de dados VMFS, NFS e vVols .

E hora de provisionar armazenamentos de dados VMFS baseados em ISCSI para este passo a passo.

1. Efetue login no cliente vSphere usando https://<vcenterip>/ui

2. Clique com o botao direito do mouse em um Host, um Cluster de Host ou um Datastore e selecione
Ferramentas NetApp ONTAP > Criar Datastore.
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3. No painel Tipo, selecione VMFS em Tipo de armazenamento de dados.

Create Datasiong

1 tiee

Typa

4. No painel Nome e Protocolo, insira o nome do armazenamento de dados, o tamanho e as informacdes de
protocolo. Na segdo Opgdes avangadas do painel, selecione o cluster Datastore se desejar adicionar esse

datastore.

Create Datastore

Namng and Profocnd

Datanioew narve

nm L=

Frotoeck
AR S] Dt

Datamrves Dui e

5. Selecione Plataforma e VM de armazenamento no painel Armazenamento. Fornega o nome do grupo
iniciador personalizado na se¢ao Opgbes avangadas do painel (opcional). Vocé pode escolher um igroup
existente para o armazenamento de dados ou criar um novo igroup com um nome personalizado.
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. No painel de atributos de armazenamento, selecione Agregar no menu suspenso. Selecione Reserva de
espaco, opcao de volume e Habilitar op¢des de QoS conforme necessario na secdo Opgdes avangadas.

Create Datastore Storage Altributes
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. Revise os detalhes do armazenamento de dados no painel Resumo e clique em Concluir. O
armazenamento de dados VMFS é criado e montado em todos os hosts.

Creale Datastore Sumrnary
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Consulte estes links para provisionamento de armazenamento de dados vVol, FC, NVMe/TCP.

Descarregamento VAAI

Os primitivos VAAI sdao usados em operagdes de rotina do vSphere, como criar, clonar, migrar, iniciar e parar
VMs. Essas operagdes podem ser executadas por meio do cliente vSphere para simplificar ou pela linha de
comando para criagao de scripts ou para obter um tempo mais preciso. O VAAI para SAN tem suporte nativo
do ESX. O VAAI esta sempre habilitado em sistemas de armazenamento NetApp suportados e fornece
suporte nativo para as seguintes operagdes VAAI no armazenamento SAN:

« Copiar descarregamento

* Bloqueio de teste e conjunto atémico (ATS)

* Escreva o mesmo

» Tratamento de condi¢des fora do espago

* Recuperacéao de espaco

@ Certifique-se de que HardwareAcceleratedMove esteja habilitado por meio das op¢des de
configuragdo avangada do ESX.

@ Certifique-se de que o LUN tenha a "alocacéo de espaco" habilitada. Se nao estiver habilitado,
habilite a opcao e verifique novamente todos os HBAs.

wiphaie Chant
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Esses valores sao facilmente definidos usando ONTAP tools for VMware vSphere. No painel
Visao geral, acesse o cartdo de conformidade do host ESXi e selecione a opgao Aplicar

@ configuragdes recomendadas. Na janela Aplicar configuragbes de host recomendadas,
selecione os hosts e clique em Avancar para aplicar as configuragdes de host recomendadas
da NetApp .

ESXi Host Compliance

P & Comnphiant (3]

| APPLY EECOWMENDED SETT | VIEW ALL WOST

Veja orientagdes detalhadas para“"Host ESXi recomendado e outras configuragcées ONTAP" .

Protecao de Dados

Fazer backup eficiente de VMs no armazenamento de dados VMFS e recupera-las rapidamente estdo entre
as principais vantagens do ONTAP para vSphere. Ao integrar-se ao vCenter, o software NetApp SnapCenter
software oferece uma ampla gama de recursos de backup e recuperagao para VMs. Ele fornece operagdes de
backup e restauracao rapidas, com eficiéncia de espaco, consistentes em caso de falhas e consistentes com
VMs, armazenamentos de dados e VMDKs. Ele também funciona com o SnapCenter Server para dar suporte
a operagdes de backup e restauracdo baseadas em aplicativos em ambientes VMware usando plug-ins
especificos do aplicativo SnapCenter . O aproveitamento de cépias de instantaneo permite fazer copias
rapidas da VM ou do armazenamento de dados sem qualquer impacto no desempenho e usar a tecnologia
NetApp SnapMirror ou NetApp SnapVault para prote¢ao de dados externa de longo prazo.
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O fluxo de trabalho é simples. Adicione sistemas de armazenamento primario e SVMs (e secundario se
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SnapMirror/ SnapVault for necessario).

Etapas de alto nivel para implantagao e configuragéo:

—_

. Baixe o SnapCenter para o plug-in VMware OVA

Efetue login com as credenciais do vSphere Client

Implante o modelo OVF para iniciar o assistente de implantagdo do VMware e concluir a instalagao
Para acessar o plug-in, selecione SnapCenter Plug-in for VMware vSphere no Menu

Adicionar armazenamento

Criar politicas de backup

Criar grupos de recursos

Grupos de recursos de backup

© ® N o g &~ W DN

Restaurar a maquina virtual inteira ou um disco virtual especifico

Configurando o plug-in SnapCenter para VMware para VMs

Para proteger VMs e datastores iSCSI que as hospedam, o SnapCenter Plug-in para VMware deve ser
implantado. E uma importagdo OVF simples.

As etapas para implantacdo sdo as seguintes:

1. Baixe o Open Virtual Appliance (OVA) no site de suporte da NetApp .
2. Efetue login no vCenter.

3. No vCenter, clique com o botéo direito do mouse em qualquer objeto de inventario, como um data center,
pasta, cluster ou host, e selecione Implantar modelo OVF.

4. Selecione as configuragdes corretas, incluindo armazenamento, rede e personalize o modelo para
atualizar o vCenter e suas credenciais. Apos a revisao, clique em Concluir.

5. Aguarde a conclusao das tarefas de importagédo e implantagédo do OVF.

6. Depois que o SnapCenter Plug-in para VMware for implantado com sucesso, ele sera registrado no
vCenter. O mesmo pode ser verificado acessando Administragéo > Plugins do Cliente

Agimenestribon

e L) u

7. Para acessar o plug-in, navegue até o sidecar esquerdo da pagina do cliente web do vCenter e selecione
SnapCenter Plug-in para VMware.
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Adicionar armazenamento, criar politica e grupo de recursos

Adicionando sistema de armazenamento

O proximo passo € adicionar o sistema de armazenamento. O ponto de extremidade de gerenciamento de
cluster ou o IP do ponto de extremidade de administragao da maquina virtual de armazenamento (SVM) deve
ser adicionado como um sistema de armazenamento para fazer backup ou restaurar VMs. Adicionar

armazenamento permite que o SnapCenter Plug-in para VMware reconheca e gerencie operagdes de backup
e restauracao no vCenter.

O processo é simples.

1. Na navegagéo a esquerda, selecione SnapCenter Plug-in para VMware.
2. Selecione Sistemas de Armazenamento.
3. Selecione Adicionar para adicionar os detalhes de "armazenamento”.

4. Use Credenciais como método de autenticagao, insira 0 nome de usuario e a senha e clique em Adicionar
para salvar as configuragoes.

I\w.:-- Ar Fung in fer Viimaes -r-.-n-r--ll NETAM

g Howige Synbem

O Satrgs
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Criar politica de backup

Uma estratégia abrangente de backup inclui fatores como quando, o que fazer backup e por quanto tempo
manter os backups. Os snapshots podem ser disparados a cada hora ou diariamente para fazer backup de
armazenamentos de dados inteiros. Essa abordagem nao apenas captura os armazenamentos de dados, mas
também permite fazer backup e restaurar as VMs e VMDKs dentro desses armazenamentos de dados.

Antes de fazer backup das VMs e dos armazenamentos de dados, uma politica de backup e um grupo de
recursos devem ser criados. Uma politica de backup inclui configuragdes como agendamento e politica de
retencdo. Siga as etapas abaixo para criar uma politica de backup.

1. No painel esquerdo do Navegador do SnapCenter Plug-in para VMware, clique em Politicas.

2. Na pagina Politicas, clique em Criar para iniciar o assistente.

Py Tecttscard

3. Na pagina Nova Politica de Backup, insira o nome da politica.

4. Especifique as configuragdes de retengao, frequéncia e replicagao.

@ Para replicar copias do Snapshot para um sistema de armazenamento secundario espelho
ou vault, os relacionamentos devem ser configurados previamente.

Para habilitar backups consistentes com VM, as ferramentas VMware devem estar
instaladas e em execug¢ado. Quando a caixa de consisténcia da VM esta marcada, as VMs

@ séo primeiro desativadas, depois o VMware executa um snapshot consistente da VM
(excluindo memodria) e, entdo, o SnapCenter Plug-in para VMware executa sua operagao de
backup e, entdo, as operagdes da VM sdo retomadas.
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Depois que a politica for criada, o proximo passo é criar o grupo de recursos que definira os datastores
iISCSI e as VMs apropriados que devem ser copiados. Depois que o grupo de recursos for criado, € hora
de acionar os backups.

Criar grupo de recursos

Um grupo de recursos € o contéiner para VMs e armazenamentos de dados que precisam ser protegidos. Os
recursos podem ser adicionados ou removidos dos grupos de recursos a qualquer momento.

Siga as etapas abaixo para criar um grupo de recursos.

1. No painel esquerdo do Navegador do SnapCenter Plug-in para VMware, clique em Grupos de Recursos.

2. Na pagina Grupos de recursos, cliqgue em Criar para iniciar o assistente.

Outra opgao para criar um grupo de recursos € selecionar a VM ou o armazenamento de dados individual
e criar um grupo de recursos, respectivamente.

Creste Resource Group
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3. Na pagina Recursos, selecione o escopo (maquinas virtuais ou armazenamentos de dados) e o
datacenter.

24



Cronto BReuns S

1 Lerars pnd e

4. Na pagina Discos de abrangéncia, selecione uma opg¢ao para Maquinas virtuais com varios VMDKs em
varios armazenamentos de dados

5. O proximo passo € associar uma politica de backup. Selecione uma politica existente ou crie uma nova
politica de backup.

6. Na pagina Agendamentos, configure o agendamento de backup para cada politica selecionada.

Creale Resource Group
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7. Depois de fazer as selegbes apropriadas, clique em Concluir.

Isso criara um novo grupo de recursos e o adicionara a lista de grupos de recursos.
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Fazer backup de grupos de recursos

Agora é hora de acionar um backup. As operagdes de backup sdo executadas em todos os recursos definidos
em um grupo de recursos. Se um grupo de recursos tiver uma politica anexada e um agendamento
configurado, os backups ocorrerao automaticamente de acordo com o agendamento.

1. Na navegagao a esquerda da pagina do cliente web do vCenter, selecione SnapCenter Plug-in para
VMware > Grupos de recursos e selecione o grupo de recursos designado. Selecione Executar agora para
iniciar o backup ad-hoc.

hnepariar Lg-n bor S ens vipters imETARTE

Revanc (G

2. Se o grupo de recursos tiver varias politicas configuradas, selecione a politica para a operagao de backup
na caixa de dialogo Fazer backup agora.

3. Selecione OK para iniciar o backup.
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Monitore o progresso da operagao selecionando Tarefas recentes na parte inferior da janela ou no painel
Monitor de tarefas para obter mais detalhes.

Restaurar VMs a partir de backup

O plug-in SnapCenter para VMware permite restaurar maquinas virtuais (VMs) para o vCenter. Ao restaurar
uma VM, ela pode ser restaurada para o armazenamento de dados original montado no host ESXi original,
que substituird o conteudo existente pela copia de backup selecionada, ou uma VM excluida/renomeada pode
ser restaurada a partir de uma cépia de backup (a operagéo substitui os dados nos discos virtuais originais).
Para executar a restauragao, siga os passos abaixo:
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1. Na interface grafica do usuario (GUI) do cliente web VMware vSphere, selecione Menu na barra de
ferramentas. Selecione Inventario e depois Maquinas Virtuais e Modelos.

2. Na navegagao a esquerda, selecione a Maquina Virtual, depois selecione a guia Configurar e selecione
Backups em SnapCenter Plug-in para VMware. Clique na tarefa de backup da qual a VM precisa ser
restaurada.
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3. Selecione a VM que precisa ser restaurada do backup.

Select the VM to be restored
within the backup
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4. Na pagina Selecionar escopo, selecione Maquina virtual inteira no campo Escopo de restauracao, depois
selecione Local de restauracéao e insira as informacgdes do ESXi de destino onde o backup deve ser
montado. Ative a caixa de selecdo Reiniciar VM se a VM precisar ser ligada apds a operacgéo de
restauragdo.
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5.

6.
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Na pagina Selecionar local, selecione o local principal.

Revise a pagina Resumo e selecione Concluir.
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Monitore o progresso da operagao selecionando Tarefas recentes na parte inferior da tela.

Embora as VMs sejam restauradas, elas ndo sao adicionadas automaticamente aos seus
antigos grupos de recursos. Portanto, adicione as VMs restauradas aos grupos de recursos
apropriados manualmente se a protegcédo dessas VMs for necessaria.

E se a VM original tiver sido excluida? E uma tarefa simples com o SnapCenter Plug-in para VMware. A
operacgao de restauragao de uma VM excluida pode ser executada no nivel do armazenamento de dados.
Acesse o respectivo Datastore > Configurar > Backups, selecione a VM excluida e selecione Restaurar.
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Para resumir, ao usar o armazenamento ONTAP ASA para otimizar o TCO para uma implantacao VMware,
use o SnapCenter Plug-in para VMware como um método simples e eficiente para fazer backup de VMs. Ele
permite fazer backup e restaurar VMs de forma rapida e continua, pois os backups de instantaneos levam
literalmente segundos para serem concluidos.

Consulte isto"guia de solucdes" e"documentacao do produto” para saber mais sobre configuragéo, backup e

restauragéo do Snapcenter a partir do sistema de armazenamento primario ou secundario ou até mesmo de
backups armazenados em armazenamento de objetos para retengéo de longo prazo.
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Para reduzir os custos de armazenamento, a divisdo em camadas de volume do FabricPool pode ser ativada
para mover automaticamente os dados de copias de instantaneos para uma camada de armazenamento de
menor custo. Copias de instantdneos normalmente usam mais de 10% do armazenamento alocado. Embora
importantes para a protecédo de dados e recuperacéo de desastres, essas cdpias pontuais raramente séo
usadas e ndo sao um uso eficiente de armazenamento de alto desempenho. Com a politica "Somente
instantaneo" do FabricPool, vocé pode facilmente liberar espago em armazenamento de alto desempenho.
Quando essa politica é ativada, os blocos de copias de snapshot inativos no volume que n&o estao sendo
usados pelo sistema de arquivos ativo sdo movidos para a camada de objeto e, uma vez lidas, a cépia de
snapshot é movida para a camada local para recuperar uma VM ou um armazenamento de dados inteiro.
Essa camada de objeto pode estar na forma de uma nuvem privada (como NetApp StorageGRID) ou uma
nuvem publica (como AWS ou Azure).

Edit cloud tier settings

SELECTED VOLUMES

Sre_isCS1_Dsg2

Snapshot copies only

Snapshot copies only

Cancel

Veja orientagbes detalhadas para"VMware vSphere com ONTAP" .

Protecao contra ransomware

Uma das maneiras mais eficazes de protecdo contra ataques de ransomware é implementar medidas de
seguranga em varias camadas. Cada maquina virtual que reside em um armazenamento de dados hospeda
um sistema operacional padréo. Garanta que os conjuntos de produtos antimalware dos servidores
corporativos estejam instalados e atualizados regularmente, o que € um componente essencial da estratégia
de protegao contra ransomware em varias camadas. Junto com isso, implemente a protegdo de dados
aproveitando a tecnologia de snapshot da NetApp para garantir uma recuperacgao rapida e confiavel de um
ataque de ransomware.

Os ataques de ransomware estao cada vez mais visando backups e pontos de recuperacgao de instantaneos,
tentando exclui-los antes de comegar a criptografar os arquivos. No entanto, com o ONTAP isso pode ser
evitado criando instantaneos a prova de violagdo em sistemas primarios ou secundarios com"Bloqueio de
copia do NetApp Snapshot" em ONTAP. Essas copias do Snapshot ndo podem ser excluidas ou alteradas por
invasores de ransomware ou administradores desonestos, portanto, elas ficam disponiveis mesmo apés um
ataque. Vocé pode recuperar dados da maquina virtual em segundos, minimizando o tempo de inatividade da
organizagao. Além disso, vocé tem a flexibilidade de escolher o agendamento do Snapshot e a duragao do
blogueio mais adequados para sua organizagao.
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Como parte da adigdo de uma abordagem em multiplas camadas, ha também uma solugdo ONTAP nativa
integrada para proteger contra exclusdo nao autorizada de copias de backup do Snapshot. E conhecido como
verificagdo multiadministradora ou MAV, que esta disponivel no ONTAP 9.11.1 e posteriores. A abordagem
ideal sera usar consultas para operagdes especificas do MAV.

Para saber mais sobre o MAV e como configurar seus recursos de protec¢ado, consulte 0"Visao geral da
verificagdo de varios administradores” .

Migracao

Muitas organizagdes de Tl estdo adotando uma abordagem de nuvem hibrida em primeiro lugar a medida que
passam por uma fase de transformacgéao. Os clientes estdo avaliando sua infraestrutura de Tl atual e movendo
suas cargas de trabalho para a nuvem com base nessa avaliagdo e descoberta. Os motivos para migrar para
a nuvem variam e podem incluir fatores como elasticidade e exploséo, saida do data center, consolidagdo do
data center, cenarios de fim de vida util, fusdes, aquisicdes e muito mais. O raciocinio de migragéo de cada
organizagao depende de suas prioridades comerciais especificas, sendo a otimizagao de custos a maior
prioridade. Selecionar o armazenamento em nuvem certo € crucial ao migrar para a nuvem hibrida, pois ele
libera o poder da implantacao e da elasticidade da nuvem.

Ao integrar servigos 1P fornecidos pela NetApp em cada hiperescalar, as organizagdes podem obter uma
solucdo de nuvem baseada em vSphere com uma abordagem de migragao simples, sem necessidade de
replataforma, sem alteracdes de IP e sem alteragbes arquitetdnicas. Além disso, essa otimizagao permite que
vocé dimensione a area de armazenamento enquanto mantém a contagem de hosts na menor quantidade
necessaria no vSphere, mas sem alterar a hierarquia de armazenamento, a seguranga ou 0s arquivos
disponibilizados.

* Veja orientagdes detalhadas para"Migrar cargas de trabalho para o armazenamento de dados FSx
ONTAP" .

* Veja orientacdes detalhadas para"Migrar cargas de trabalho para o repositério de dados do Azure NetApp
Files" .

* Veja orientagbes detalhadas para“Migrar cargas de trabalho para o armazenamento de dados do Google
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Cloud NetApp Volumes" .

Recuperacao de desastres

Recuperacgao de desastres entre sites locais

Para obter mais detalhes, visite "NetApp Disaster Recovery para datastores VMFS"

Recuperacgao de desastres entre o ambiente local e o VMware Cloud em qualquer hiperescalar

Para os clientes que buscam usar o VMware Cloud em qualquer hiperescalar como destino de recuperacgao
de desastres, os datastores com armazenamento ONTAP (Azure NetApp Files, FSx ONTAP, volumes do
Google Cloud NetApp ) podem ser usados para replicar dados locais usando qualquer solugéo de terceiros
validada que fornega capacidade de replicagdo de VM. Ao adicionar datastores com armazenamento ONTAP ,
sera possivel uma recuperacgao de desastres com custo otimizado no destino, com menos hosts ESXi. Isso
também permite desativar um site secundario no ambiente local, possibilitando economias de custos
significativas.

 Veja orientagdes detalhadas para"Recuperacéao de desastres para armazenamento de dados FSx ONTAP"

* Veja orientagbes detalhadas para"Recuperacao de desastres para armazenamento de dados do Azure
NetApp Files" .

* Veja orientagdes detalhadas para"Recuperacéo de desastres para o armazenamento de dados do Google
Cloud NetApp Volumes" .

Conclusao

Esta solugdo demonstra a abordagem ideal para usar as tecnologias ONTAP SAN e as ferramentas Offtap
para fornecer servigos essenciais de Tl para empresas agora e no futuro. Essas vantagens sao
particularmente benéficas para ambientes virtualizados que executam o VMware vSphere em uma
configuragdo SAN. Com a flexibilidade e a escalabilidade dos sistemas de armazenamento da NetApp , as
organizagdes podem estabelecer uma base para atualizar e ajustar sua infraestrutura, permitindo que elas
atendam as necessidades comerciais em constante mudanga ao longo do tempo. Este sistema pode lidar com
cargas de trabalho atuais e aumentar a eficiéncia da infraestrutura, reduzindo assim os custos operacionais e
preparando-se para cargas de trabalho futuras.

Use o nConnect em datastores NFS v3 para melhorar o
desempenho do datastore

Use o recurso NFS nConnect para melhorar o desempenho do armazenamento de
dados em ambientes VMware vSphere 8. Este procedimento inclui hospedar VMs por
armazenamento de dados NFS, aumentar o desempenho do armazenamento de dados
NFS e configurar uma camada mais alta para aplicativos baseados em VM e contéiner.

A partir do VMware vSphere 8.0 U1 (como Tech-preview), o recurso nconnect permite multiplas conexdes TCP
para volumes de armazenamento de dados NFS v3 para atingir mais rendimento. Os clientes que usam o
armazenamento de dados NFS agora podem aumentar o nimero de conexdes com o servidor NFS,
maximizando assim a utilizagéo de placas de interface de rede de alta velocidade.
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O recurso esta geralmente disponivel para NFS v3 com 8.0 U2. Consulte a segéo de

@ armazenamento em"Notas de versao do VMware vSphere 8.0 Update 2" . O suporte NFS v4.1
€ adicionado com o vSphere 8.0 U3. Para mais informagdes, consulte"Notas de versao do
vSphere 8.0 Update 3"

Casos de uso

* Hospede mais maquinas virtuais por armazenamento de dados NFS no mesmo host.
* Aumente o desempenho do armazenamento de dados NFS.

» Forneca uma opc¢ao para oferecer servigco em um nivel mais alto para aplicativos baseados em VM e
contéiner.

Detalhes técnicos

O objetivo do nconnect é fornecer varias conexdes TCP por armazenamento de dados NFS em um host
vSphere. Isso ajuda a aumentar o paralelismo e o desempenho dos armazenamentos de dados NFS. No
ONTAP, quando uma montagem NFS € estabelecida, um ID de conexao (CID) é criado. Esse CID fornece até
128 operagdes simultdneas em voo. Quando esse numero € excedido pelo cliente, o ONTAP aplica uma forma
de controle de fluxo até que possa liberar alguns recursos disponiveis conforme outras operagdes sao
concluidas. Essas pausas geralmente duram apenas alguns microssegundos, mas ao longo de milhdes de
operagoes, elas podem se acumular e criar problemas de desempenho. O Nconnect pode pegar o limite de
128 e multiplica-lo pelo numero de sessdes do nconnect no cliente, o que fornece mais operacdes
simultaneas por CID e pode potencialmente adicionar beneficios de desempenho. Para obter detalhes
adicionais, consulte"Guia de melhores praticas e implementacao do NFS"

Armazenamento de dados NFS padrao

Para lidar com as limitacdes de desempenho da conexao uUnica do armazenamento de dados NFS,
armazenamentos de dados adicionais sdo montados ou hosts adicionais sdo adicionados para aumentar a
conexao.
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Com o armazenamento de dados NFS nConnect

Depois que o armazenamento de dados NFS for criado usando o ONTAP Tools ou com outras opgdes, o
numero de conexdes por armazenamento de dados NFS podera ser modificado usando o vSphere CLI, o
PowerCLlI, a ferramenta govc ou outras opg¢des de API. Para evitar problemas de desempenho com o vMotion,
mantenha o mesmo numero de conexdes para o armazenamento de dados NFS em todos os hosts vSphere
que fazem parte do vSphere Cluster.
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Pré-requisito

Para utilizar o recurso nconnect, as seguintes dependéncias devem ser atendidas.

Versdo ONTAP

9,8 ou superior

9,8 ou superior

9,8 ou superior

Verséo do vSphere

8 Atualizacao 1

8 Atualizacao 2

8 Atualizacao 3

Comentarios

Prévia técnica com opgao para aumentar o nimero
de conexdes. E necessario desmontar o
armazenamento de dados para diminuir o numero de
conexdes.

Geralmente disponivel com opgéo para aumentar e
diminuir o numero de conexdes.

NFS 4.1 e suporte a multiplos caminhos.

Atualizar numero de conexdao com o NFS Datastore

Uma unica conexado TCP é usada quando um armazenamento de dados NFS é criado com o ONTAP Tools ou
com o vCenter. Para aumentar o numero de conexdes, o vSphere CLI pode ser usado. O comando de
referéncia € mostrado abaixo.
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# Increase the number of connections while creating the NFS v3 datastore.
esxcli storage nfs add -H <NFS Server FQDN or IP> -v <datastore name> -s
<remote share> -c <number of connections>

# To specify the number of connections while mounting the NFS 4.1
datastore.

esxcli storage nfs4l add -H <NFS Server FQDN or IP> -v <datastore name> -s
<remote share> -c <number of connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch
esxcli storage nfs4l add -I <NFS Server FQDN or IP>:vmkl -I

<NFS Server FQDN or IP>:vmk2 -v <datastore name> -s <remote share> -c
<number of connections>

# To increase or decrease the number of connections for existing NFSv3
datastore.

esxcli storage nfs param set -v <datastore name> -c
<number of connections>

# For NFSv4.1 datastore

esxcli storage nfs4l param set -v <datastore name> -c
<number of connections>

# To set VMkernel adapter for an existing NFS 4.1 datastore

esxcli storage nfs4l param set -I <NFS Server FQDN or IP>:vmk2 -v
<datastore name> -c <number of connections>

ou use o PowerCLI| semelhante ao mostrado abaixo

SdatastoreSys = Get-View (Get-VMHost host0l.vsphere.local) .ExtensionData
.ConfigManager.DatastoreSystem
SnfsSpec = New-Object VMware.Vim.HostNasVolumeSpec

snfsSpec.RemoteHost = "nfs server.ontap.local"
SnfsSpec.RemotePath = "/DS01"
SnfsSpec.LocalPath = "DSO01"
SnfsSpec.AccessMode = "readWrite"

SnfsSpec.Type = "NFS"
SnfsSpec.Connections = 4
SdatastoreSys.CreateNasDatastore ($SnfsSpec)

Aqui esta o exemplo de como aumentar o numero de conexdes com a ferramenta govc.
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$env.GOVC_URL = 'vcenter.vsphere.local'

$env.GOVC_USERNAME = 'administrator@vsphere.local'
Senv. GOVC_PASSWORD = 'XXXXXXXXX'
$env.GOVC_Datastore = 'DSO1'

# Senv.GOVC INSECURE = 1

$env.GOVC_HOST = 'host0Ol.vsphere.local'

# Increase number of connections while creating the datastore.

govc host.esxcli storage nfs add -H nfs server.ontap.local -v DSO0l -s
/DS01 -c 2

# For NFS 4.1, replace nfs with nfs4l

govc host.esxcli storage nfs4l add -H <NFS Server FQDN or IP> -v
<datastore name> -s <remote share> -c <number of connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch
govc host.esxcli storage nfs4l add -I <NFS Server FQDN or IP>:vmkl -I
<NFS Server FQDN or IP>:vmk2 -v <datastore name> -s <remote share> -c
<number of connections>

# To increase or decrease the connections for existing datastore.
govc host.esxcli storage nfs param set -v DS01 -c 4

# For NFSv4.1 datastore

govc host.esxcli storage nfs4l param set -v <datastore name> -c
<number of connections>

# View the connection info

govc host.esxcli storage nfs list

Referir"Artigo 91497 da Base de Conhecimento da VMware" para maiores informagoes.

Consideragdes de design

O numero maximo de conexdes suportadas no ONTAP depende do modelo da plataforma de armazenamento.
Procure por exec_ctx em"Guia de melhores praticas e implementacao do NFS" para maiores informagdes.

A medida que o nimero de conexdes por armazenamento de dados NFSv3 aumenta, o nimero de
armazenamentos de dados NFS que podem ser montados naquele host vSphere diminui. O numero total de
conexoes suportadas por host vSphere é 256. Verificar"Artigo 91481 da KB da VMware" para limites de
armazenamento de dados por host vSphere.

O armazenamento de dados vVol ndo suporta o recurso nConnect. Mas os pontos finais do
protocolo contam para o limite de conexao. Um ponto de extremidade de protocolo é criado
para cada vida util de dados do SVM quando o armazenamento de dados vVol é criado.

Configurar datastores NFS para vSphere 8 usando ONTAP
tools for VMware vSphere

Implante ONTAP tools for VMware vSphere 10 para configurar armazenamentos de
dados NFS em um ambiente vSphere 8. Este procedimento inclui a criacdo de SVMs e
LIFs para trafego NFS, a configuracado da rede do host ESXi e o registro de ferramentas
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ONTAP no seu cluster vSphere.

As ONTAP tools for VMware vSphere 10 apresentam uma arquitetura de ultima geragédo que permite alta
disponibilidade e escalabilidade nativas para o VASA Provider (com suporte a iSCSI e NFS vVols). Isso
simplifica o gerenciamento de varios servidores VMware vCenter e clusters ONTAP .

Neste cenario, demonstraremos como implantar e usar ONTAP tools for VMware vSphere 10 e configurar um

armazenamento de dados NFS para o vSphere 8.

Visao geral da solugao
Este cenario abrange as seguintes etapas de alto nivel:

» Crie uma maquina virtual de armazenamento (SVM) com interfaces logicas (LIFs) para trafego NFS.
» Crie um grupo de portas distribuidas para a rede NFS no cluster vSphere 8.

* Crie um adaptador vmkernel para NFS nos hosts ESXi no cluster vSphere 8.

* Implante as ferramentas ONTAP 10 e registre-se no cluster vSphere 8.

+ Crie um novo armazenamento de dados NFS no cluster vSphere 8.

Arquitetura

O diagrama a seguir mostra os componentes arquitetdnicos de uma implementagdo de ONTAP tools for
VMware vSphere 10.
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Pré-requisitos
Esta solugéo requer os seguintes componentes e configuragdes:

» Um sistema de armazenamento ONTAP AFF com portas de dados fisicas em switches Ethernet dedicados
ao trafego de armazenamento.
» Aimplantagéo do cluster do vSphere 8 foi concluida e o cliente vSphere esta acessivel.
* O modelo OVA das ONTAP tools for VMware vSphere 10 foi baixado do site de suporte da NetApp .
A NetApp recomenda projetos de rede redundantes para NFS, fornecendo tolerancia a falhas para sistemas

de armazenamento, switches, adaptadores de rede e sistemas host. E comum implantar o NFS com uma
Unica sub-rede ou varias sub-redes, dependendo dos requisitos arquitetonicos.

Consulte "Melhores praticas para executar o NFS com o VMware vSphere" para obter informagdes detalhadas
especificas do VMware vSphere.

Para obter orientagao de rede sobre o uso do ONTAP com o VMware vSphere, consulte o "Configuracao de
rede - NFS" secado da documentacao dos aplicativos empresariais da NetApp .

Ferramentas ONTAP abrangentes 10 recursos podem ser encontrados "ONTAP tools for VMware vSphere" .

38


https://www.vmware.com/docs/vmw-best-practices-running-nfs-vmware-vsphere
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-network.html#nfs
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-network.html#nfs
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/index.html

Etapas de implantagao

Para implantar as ferramentas ONTAP 10 e usa-las para criar um armazenamento de dados NFS no dominio
de gerenciamento do VCF, conclua as seguintes etapas:

Crie SVM e LIFs no sistema de armazenamento ONTAP

A etapa seguinte é executada no ONTAP System Manager.
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Crie a VM de armazenamento e os LIFs

Conclua as etapas a seguir para criar um SVM junto com varios LIFs para trafego NFS.

1. No ONTAP System Manager, navegue até VMs de armazenamento no menu a esquerda e clique
em + Adicionar para iniciar.

= | ONTAP System Manager

Storage VMs

DASHBOARD
INSIGHTS =+ Add
STORAGE Name
DEELE EHC_iSCS|
Volumes

EHC
LUMNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_iSCSI_3510

Buckets
infra_svm_a300

Qtrees

Quotas J5_EHC_iSCSl

Storage VMs

Tiers

OTViest

2. No assistente Adicionar VM de armazenamento, fornega um Nome para a SVM, selecione o
Espaco IP e, em seguida, em Protocolo de acesso, clique na guia SMB/CIFS, NFS, S3 e marque a
caixa para Habilitar NFS.
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Add Storage VM X

STORAGE VM NAME
VCF_NFS
IPSPACE

Default v

Access Protocol

& SMB/CIFS,NFS,S3  i5CSI  FC NVMe

Enable SMB/CIFS

Enable NFS

Allow NFS client access

A\ Add at least one rule to allow NFS clients to access volumes in this storage VM. ()
EXPORT POLICY

Default

Enable 53

DEFAULT LANGUAGE ()

c.utf_8 v

Nao é necessario marcar o botao Permitir acesso do cliente NFS aqui, pois as

ferramentas Ontap para VMware vSphere serdo usadas para automatizar o processo
de implantacdo do armazenamento de dados. Isso inclui fornecer acesso de cliente
para os hosts ESXi.

3. Na segéo Interface de rede, preencha o enderego IP, a mascara de sub-rede € o dominio e porta
de transmissao para o primeiro LIF. Para LIFs subsequentes, a caixa de selegéo pode ser marcada
para usar configuragbes comuns em todos os LIFs restantes ou usar configuragbes separadas.
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NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

ntaphci-a300-01

SUBNET

Without a subnet W
IP ADDRESS SUBMNET MASK GATEWAY BROADCAST DOMAIN AND PORT /
172.21.118.119 24 Add optional gateway NFS_iSCSl v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

ntaphci-a300-02

SUBMET

Without a subnet v
IP ADDRESS PORT
172.21.118.120 a0a-3374 A

4. Escolha se deseja habilitar a conta de administragdo da VM de armazenamento (para ambientes
multilocagéo) e clique em Salvar para criar a SVM.

Storage VM Administration

Manage administrator account

Configurar rede para NFS em hosts ESXi

As etapas a seguir sdo executadas no cluster do VI Workload Domain usando o cliente vSphere. Neste caso,
o vCenter Single Sign-On esta sendo usado para que o cliente vSphere seja comum em todos os dominios de
gerenciamento e carga de trabalho.
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Crie um grupo de portas distribuidas para trafego NFS

Conclua o seguinte para criar um novo grupo de portas distribuidas para a rede transportar trafego NFS:

1. No cliente vSphere, navegue até Inventario > Rede para o dominio de carga de trabalho. Navegue
até o Distributed Switch existente e escolha a agéo para criar Novo Grupo de Portas Distribuidas...

vSphere Client Q)

DSwitch ! ACTIONS

[El] g @ Summary Monitor Configure Permissions Ports Hosts VMs

v [@ veenter-visr.sddc.netapp.com

~ [Ff Datacenter Switch Details
& VM Network

w . Manufacturer ViMware, Inc

£ ps (= Actions - DSwitch

£ Mg Distributed Port Group B
B &5 New Distributed F.c:rt Group... i
# vM  [[7 Add and Manage Hosts...
Gy Import Distribui rt Group... a
R VS, Edit Notes...
£ Manage Distributed Port Groups... 1
Upgrade »
Ports 40
Settings
& o
Move To..
Rename....
Tags & Custom Attributes >
7idd Fermissars: Tags i Custom Attributes
Alarms
&% Delete

2. No assistente Novo grupo de portas distribuidas, preencha um nome para o novo grupo de portas
e clique em Avancgar para continuar.

3. Na pagina Configurar configuragdes preencha todas as configuragbes. Se VLANs estiverem sendo
usadas, certifique-se de fornecer o ID de VLAN correto. Clique em Avangar para continuar.



New Distributed Port Configure settings

GI’OU p Set general properties of the new port group.
Port binding Static binding
1 Name and location
i ) Port allocation Elasti @
2 Configure settings ackiis
Number of ports 8 ]
Network resource pool (default)
VLAN
VLAN type VLAN
VLAN ID 3374 =
Advanced

[] customize default policies configuration

CANCEL BACK

4. Na pagina Pronto para concluir, revise as alteragoes e clique em Concluir para criar o novo grupo
de portas distribuidas.

5. Depois que o grupo de portas for criado, navegue até ele e selecione a agdo Editar
configuragoes....



vSphere Client

& vcf-wkld-01-nfs : ACTIONS

[D] @ @ Summary Monitor Configure Pen

> [ vef-mOt1-vcOl.sddc.netapp.com

v _!_Q vef-wkld-veOl.sddc.netapp.com
i wef-wkld-01-DC

v = wef-wkld-01-IT-INF-WKLD-01-vds-O1

o
{hs

vef-whkld-01-iscsi-a

vef-wkld-01-iscsi-b
VEf-Wk|d'D'|=|T*|-DVUD|iﬁkSﬂiD ERERENNN R

vef-wkld-01-IT-INF-WKLD-01-vds-01-_.
vef-whkld-01-IT-INF-WEKLD-01-vds-01-..
i@ vef-wkid-01-nfs

vef-wikld-01-nvir

f#) Edit Settings...

vef-wkld-0T-nvim

s = vef-wkid-01-1T-INF-

Export Configuration...

Distributed Port Group Details

Port binding
Port allocation
VLAN ID

Distributed switch

Metwork protocol
"ofile

etwork resource
aol

osts

irtual machines

. Na pagina Grupo de portas distribuidas - Editar configuragdes, navegue até Agrupamento e
failover no menu a esquerda. Habilite 0 agrupamento para que os Uplinks sejam usados para
trafego NFS, garantindo que eles estejam juntos na area Uplinks ativos. Mova todos os uplinks nao
utilizados para Uplinks nao utilizados.
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Distributed Port Group - Edit Settings | NFs 3374

Genaral Load balancing
Advanced

Network failure detection
VLAN
Security Notify switches

Traffic shaping
Failback

Teaming and failover

Monitoring p
Failover order @

Miscellaneous
Active uplinks
T3 Uplink 1
T Uplink 2
standby uplinks

Unused uplinks

7. Repita esse processo para cada host ESXi no cluster.

Route based on originating virtual por

Link status only




Crie um adaptador VMkernel em cada host ESXi

Repita esse processo em cada host ESXi no dominio de carga de trabalho.

1. No cliente vSphere, navegue até um dos hosts ESXi no inventario do dominio de carga de trabalho.
Na aba Configurar selecione Adaptadores VMkernel e clique em Adicionar Rede... para iniciar.

— vSphere Client Q,

[ esxisrm-O5.sddc.netapp.com | iactons
[EI] @ @ Summary Monitor Configure Permissions VMs Datastores Networks Updates
% = A
@x veenter-vlsr.sddcnetapp.com storsne S VMkernel adapters

~ [f Datacenter
Storage Adapters

« [[) SecondaryCluster ADD NETWO@_ REFRESH
Storage Devices

| esxisrm-05.sddc.netapp.com

Host Cache Configuration Devi T | Network Label T | S»

[Z] esxisrm-06.sddc.netapp.com

~ . Protocol Endpoints : W - Gn S —
[7] esxisrm-07.sddc.netapp.com : = vmko i# Mgmt 3376 =
= A /O Filters
[7] esxisrm-0O8.sddc.netapp.com _ : » | 5 vmki o ySAN 3422 =
= netapp-ontap-tools-for-vmware-vsphere-10.1..  Networking ¥ =

» | vmk2 i# wMation 3373 =

Virtual switches

VMkernel adapters

Physical adapters

TCPR/IP configuration

2. Na janela Selecionar tipo de conexao, escolha Adaptador de rede VMkernel e clique em Avangar
para continuar.

Add Networking Select connection type «

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkerneal TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

() Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Na pagina Selecionar dispositivo de destino, escolha um dos grupos de portas distribuidas para
NFS que foi criado anteriormente.
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Add Networking Select target device %

Select a target device for the new connection.

| 1 Select connection type ° Select an existing network
() Select an existing standard switch
2/ Select Bigetdavice () New standard switch
Quick Filter
Name NSX Port Group ID Distributed Switch

%) Mgmt 3376 - DSwitch

DSwitch
QO vMotion 3373 = DSwitch
O | @& vsan3a22 = DSwitch

Manage Columns 4 items

CANCEL ‘ BACK | NEXT

4. Na pagina Propriedades da porta, mantenha os padrées (sem servigos habilitados) e clique em
Avancar para continuar.

5. Na pagina Configuragées IPv4, preencha o endereco IP, a mascara de sub-rede e fornega um
novo enderecgo IP do gateway (somente se necessario). Cligue em Avangar para continuar.



Add Networking

1 Select connection type
2 Select target device

3 Port properties

4 IPv4 settings

IPv4 settings

Specify VMkernel IPvd settings.

@ Use static IPv4 settings

DNS server addresses

(_) Obtain IPv4 settings automatically

17221118 45

Override default gateway for this adapter

172.21.1181

10.61.185.231

CANCEL ‘ BACK ‘ NEXT

6. Revise suas sele¢des na pagina Pronto para concluir e clique em Concluir para criar o adaptador

VMkernel.
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Add Networking Ready to complete «
Review your selections before finishing the wizard

1 Select connection type i
Rl v Select target device

st =
2 Select target device g:.ggg)umd ROtk NES a7
Distributed switch DSwitch

3 Port properties
~ Port properties

4 IPv4 settings New port group NFS 3374 (DSwitch)
MTU 9190

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Disabled
NVMe over RDMA Disabled

~ IPv4 settings
IPv4 address 172.21.118.45 (static)
Subnet mask 255.255.255.0

CANCEL BACK

Implantar e usar ferramentas ONTAP 10 para configurar o armazenamento

As etapas a seguir sdo executadas no cluster vSphere 8 usando o cliente vSphere e envolvem a implantagao
do OTV, a configuragdo do ONTAP Tools Manager e a criagdo de um armazenamento de dados NFS vVols .

Para obter a documentagao completa sobre a implantagdo e o uso de ONTAP tools for VMware vSphere 10,
consulte "Implantar ONTAP tools for VMware vSphere" .

50


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/ontap-tools-deployment.html

Implantar ONTAP tools for VMware vSphere 10

As ONTAP tools for VMware vSphere 10 sdo implantadas como um dispositivo de VM e fornecem uma
interface de usuario do vCenter integrada para gerenciar o armazenamento ONTAP . O ONTAP Tools 10
apresenta um novo portal de gerenciamento global para gerenciar conexdes com varios servidores
vCenter e backends de armazenamento ONTAP .

Em um cenario de implantacdo sem HA, trés enderecos IP disponiveis sdo necessarios.
Um enderego IP é alocado para o balanceador de carga, outro para o plano de controle do
Kubernetes e o restante para o n6. Em uma implantagdo de HA, dois enderegos IP

@ adicionais sao necessarios para o segundo e terceiro nos, além dos trés iniciais. Antes da
atribuigdo, os nomes de host devem ser associados aos enderecos IP no DNS. E
importante que todos os cinco enderecos IP estejam na mesma VLAN, que é escolhida
para a implantagao.

Conclua o seguinte para implantar ONTAP tools for VMware vSphere:
1. Obtenha a imagem OVA das ferramentas ONTAP em"Site de suporte da NetApp" e baixe para uma
pasta local.
2. Efetue login no dispositivo vCenter para o cluster vSphere 8.

3. Na interface do dispositivo vCenter, clique com o botéo direito do mouse no cluster de gerenciamento
e selecione Implantar modelo OVF...

vSphere Client O,

[ SecondaryCluster | :acmons
[E]] E @ Summary Monitor Configure Permissions
~ f:'_;;' veenter-visr sddc.netapp.com
v [ Datacenter Cluster Details
[} esxisrm-05.sc [[]) Actions - SecondaryCluster
= : = —; Total Processors: 8
[[] esxisrm-06sc [if Add Hosts... = =
= il Total vMotion 0
[l esxisrm-07.sc Gt New Virtual Machine... o Migrations:
lal esxisrm-Of g Fault Domains:

& vCLS-02ebda

& Deploy OVF':J;E mplate...

U

& Import VMs

4. No assistente Implantar modelo OVF, clique no botdo de opgéo Arquivo local e selecione o arquivo
OVA das ferramentas ONTAP baixado na etapa anterior.
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Deploy OVF Template

1 Select an OVF template

Select an OVF template 5

Select an OVF template from remote URL or local file system
Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QO URL

® Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. Para as etapas 2 a 5 do assistente, selecione um nome e uma pasta para a VM, selecione o recurso
de computacao, revise os detalhes e aceite o contrato de licenca.

6. Para o local de armazenamento dos arquivos de configuragao e disco, selecione um armazenamento
de dados local ou um armazenamento de dados vSAN.

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Configuration

7 Select storage

Select storage %
Select the storage for the configuration and disk files
[T] Encrypt this virtual machine (I

Select virtual disk format

VM Storage Policy | patastore Default~

[ Disable Storage DRS tor this virtual machine

Storage
Compatibifity

Ty ‘3 vsanDatastore == 79997 GB 26.05GB 78398 GB 4
] >
M Itemis per page w0 Titem

Name T | Capacity T Provisioned v |Free T i3

Compatibility

CANCEL ‘ BACK ‘ NEXT

7. Na pagina Selecionar rede, selecione a rede usada para o trafego de gerenciamento.



Select Network

Quick Filter Enter value

Name NSX Port Group ID Distributed Switch

| @& mgmt 3376 - JSwitch
@- NFS 3374 DSwitch
7 @ VM Network : -

[ #) vMotion 3373 - DSwitch

O | & vsan 3422 : DSwiteh

< >

Manage Columns 5items

8. Na pagina Configuragao, selecione a configuragéo de implantagédo a ser usada. Neste cenario, o
meétodo de implantacao facil & usado.

®

O ONTAP Tools 10 apresenta diversas configuragdes de implantagao, incluindo
implantagdes de alta disponibilidade usando varios nds. Para obter documentacao
sobre todas as configuragbes de implantagéo e pré-requisitos, consulte "Pré-requisitos
para implantacao de ONTAP tools for VMware vSphere" .
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Deploy OVF Template Configuration 5

Select a deployment configuration

1 Select an OVF template @ Easy deployment (5) Description
Deploy local provisioner Non-HA
o S A AR AT Q Easy deployment (M) Small single node instance of
ONTAP tools

O Advanced deployment (S)
3 Select a compute resource

O Advanced deployment (M)
4 Review details O High-Availability deployment (S)

. O High-Availability deployment (M)
5 License agreements

O High-Availability deployment (L)

6 Configuration
Q Recavery

8 items

CANCEL ‘ BACK ‘

9. Na pagina Personalizar modelo, preencha todas as informagdes necessarias:

> Nome de usuario do aplicativo a ser usado para registrar o provedor VASA e o SRA no vCenter
Server.

o

Habilite o ASUP para suporte automatizado.

o

URL do proxy ASUP, se necessario.
o> Nome de usuario e senha do administrador.
o Servidores NTP.

> Senha do usuario de manutengéo para acessar fungdes de gerenciamento do console.

o

IP do balanceador de carga.

o

IP virtual para o plano de controle do K8s.
> VM primaria para selecionar a VM atual como primaria (para configuragdes de HA).
> Nome do host para a VM

o Fornecga os campos de propriedades de rede necessarios.

Clique em Avancar para continuar.



Deploy OVF Template Customize template %

Customize the deployment properties of this software solution.

1 Select an OVF template l@ 10 properties havea invalid values *

v System Configur

(5]

Select a name and folder

Application username(™) Username to assign to the Application

Select a compt i
3 Select a compute resource vsphere-services

4 Review details Application password(™) Password ta assign to the Application

5 License agreements Password essssveve &

6 Configuration

Confirm Password ssssssnns @

7 Select storage

8 Select networks Enable ASUP this checkbox to enable ASUP

S omEs empiale ASUP Proxy URL Proxy Url (in case it egress is blocked in datacenter side), through

which we can push the asup bundie

Administrator username(”) Username to assign ta the Administrator. Please use only a letter as

' -, ', 1 special characters are

@

Administrator passworc(*) Password to assign to the Administrator

CANCEL | BACK | NEXT

Deploy OVF Template Customize template 5

. . Maintenance user password(*) Password tor assign to maint user account
1 Select an OVF template
Password ssssssses @
2 Select a name and folder
3 Select a compute resource
Confirm Password sssssssss @

4 Review details

“ Deployment Configuration 3 settings
5 License agreements

Load balancer IP(*) Load balancer IP (*)
6 Configuration 172.21.120.57
Virtual IP for K8s control plane(™) Provide the virtual IP a

7 Select

172.21.120,58

8 Select net s ” : 3 ;
8 Select networks Primary VM Maintain this field as selected to set the current VM as primary and

install the ONTAP tools,
9 Customize template
» Node Configuration 10 settings

HostName(™) ostname for the VM
O]
IP Address(*) Specify the IP address for the appliance
0]
IPv6 Address Specity the IPvE address on the deployed network only when you

e

CANCEL ‘ BACK NEXT
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10. Revise todas as informagdes na pagina Pronto para concluir e clique em Concluir para comecar a
implantar o dispositivo ONTAP Tools.



Conecte o Storage Backend e o vCenter Server as ferramentas ONTAP 10.

O gerenciador de ferramentas ONTAP ¢ usado para configurar definicdes globais para o ONTAP Tools
10.

1. Acesse o Gerenciador de ferramentas ONTAP navegando até
https://<loadBalancelP>:8443/virtualization/ui/ em um navegador da web e
efetuando login com as credenciais administrativas fornecidas durante a implantagao.

ONTAP tools Manager

admin

LOGIN

RESET PASSWORD

2. Na pagina Introdugao, clique em Ir para backends de armazenamento.
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Getting Started 2

ONTAF fools Manager allows you to manage ONTAP Storage Backends and associate them with vCenters. You can
also download support log bundles

@ Storage Backends

Add, modify, and remove storage backends.

Go to Storage Backends

vCenters

Add, modify, and remove vCenters and associate storage backends with them.

Go to vCenters

Log Bundles

Generate and download leg bundles for support purposes.

Go to Log Bundles

[ ] Don't show again

3. Na pagina Storage Backends, clique em ADICIONAR para preencher as credenciais de um sistema
de armazenamento ONTAP a ser registrado no ONTAP Tools 10.

" ONTAP tools Manager

«

Storage Backends
‘ = storage Backend b
The ESXi hosts use Storage Backends for data storage:
B3 vCenters
Log Bundles Name T | Type T | IP Address or FGDN

Ed Certificates

0} Settings

This list 1s empty!

4. Na caixa Adicionar backend de armazenamento, preencha as credenciais para o sistema de
armazenamento ONTAP .



Add Storage Backend

Hostname: * 172.16.9.25

Username: * adrmin

Password: * sssesnenw O
Port: = 443

CANCEL

5. No menu a esquerda, clique em vCenters e depois em ADD para preencher as credenciais de um
servidor vCenter a ser registrado no ONTAP Tools 10.

“ ONTAP tools Manager

«

vCenters ApD
= storage Backend
‘ — vCenters are central management platforms that you to control hosts, virtual machines and storage backends.
E vCenter:
1P Address or FGDN v | Version v | status T | vCenter GUID

Leg Bundles
ER Certificates

{5 Settings
This list is empty!

6. Na caixa Adicionar vCenter, preencha as credenciais para o sistema de armazenamento ONTAP .
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Add vCenter

Server |IP Address or FQDN: =
Username; *
Password: *

Part: *

veoenter-visr.sddo.netapp.com

administrator@vsphere local

LA 2 L1 2012 @

443

CANCEL

7. No menu vertical de trés pontos do servidor vCenter recém-descoberto, selecione Associate

Storage Backend.

" ONTAP tools Manager

«

vCenters

= Sstorage Backend

| ADD

vCenters are central management platforms that allow you to control hosts, virtual machines and storage backends.

Bl vCenters
Log Bundles
Ed Certificates

6% Settings

Associate St
Dissociate St
Modify
Remove

Backend T Version T Status
ackend
D@ 802 & Healthy

8. Na caixa Associar Backend de Armazenamento, selecione o sistema de armazenamento ONTAP a
ser associado ao servidor vCenter e clique em Associar para concluir a agao.



Associate Storage Backend @ vcenter-visrsddc netapp.com b 4

Storage Backend ntaphci-az00=9u25

CANCEL

9. Para verificar a instalagéo, faga login no cliente vSphere e selecione * Ferramentas NetApp ONTAP *
no menu a esquerda.
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vSphere Client

[ Home
& Shortcuts

i |
& Inventory
l'_1| Content Libraries

&b Waorkload Management

m Global Inventory Lists

!_ﬂ Policies and Profiles
2 Auto Deploy
3 Hybrid Cloud Services

<> Developer Center

‘% Administration

[E Tasks

il Events

£ Tags & Custom Attributes

FE:-.:' Lifecycle Manager

NetApp ONTAP tools

@ Nsx
i) VMware Aria Operations Configuration

E] Skyline Health Diagnostics

10. No painel de ferramentas do ONTAP , vocé deve ver que um Storage Backend foi associado ao

vCenter Server.

= vSphere Client O

NetApp ONTAP tools INSTANCE 172.21.120.57:8443 v

«
Overview

£ Overview
E storage Backends

& settings

@ support 1

= Re rt: i
eports Storage Backend

Virtual Machines
Datastores

VASA Provider Status: Not Registered

®v
Storage Backends - Capacity
37.29TB 31.34 TB
USED AND RESERVED  PHYSICAL AVAILABLE
I
0% 20% 40% 60% 80% 100%

VIEW ALL STORAGE BACKENDS (1)
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Crie um armazenamento de dados NFS usando ferramentas ONTAP 10

Conclua as etapas a seguir para implantar um armazenamento de dados ONTAP , em execugao no NFS,
usando as ferramentas ONTAP 10.

1. No cliente vSphere, navegue até o inventario de armazenamento. No menu AGOES, selecione *
Ferramentas NetApp ONTAP > Criar armazenamento de dados®.

— vSphereClient Q)

< = .
& Datacenter
1) B @ Summary  Monitor [ Actions - Datacenter | e (Bt HiGtworiar  Dibeificn
[ Add Host...

v [ veenter-visr.sddc.netapp.com

v Datacenter Details [ New Cluster... E Capacity and Usage

& vsanDatastore New Folder > Last updated at 10:47 AM
- Distributed Switch > Cry 9075 GHz tree
)
i Virtuz &% New Virtual Machine... -
vl 1019 GHz used 100.98 GHz capacity
i Cluste & Deploy OVF Template...
Memory 190.75 GB free
i i O )
Datas y
Edit Default VM Compatibility. e i
Storage ©22.86 GB free
£ Migrate VMs to Another Network... [ )
177.1 GB used 799.97 GB capacity
Move To..
Rename... VIEW STATS
Tags & Custom Attributes » ®
' 6}
Custom Attributes Add Permission.
Alarms
3 Delete

NetApp ONTAP tools
: Crﬁte datastore
No custom attributes assigned

2. Na pagina Tipo do assistente Criar armazenamento de dados, clique no botdo de opg¢do NFS e
depois em Avancgar para continuar.

Create Datastore (Type X
1 Type
Destination: BB Datacenter
Datastore type: O nFs
) VMFS
CANCEL
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3. Na pagina Nome e Protocolo, preencha o nome, o tamanho e o protocolo do armazenamento de
dados. Clique em Avangar para continuar.

Create Datastore Name and Protocol »

1 Type
Datastore name: MNFS_DS1

2 Name and Protocol
Size: 2 TB

Protocol: NFS 2

“  Advanced Options

Datastore Cluster:

CANCEL BACK

4. Na pagina Armazenamento, selecione uma Plataforma (filtra o sistema de armazenamento por tipo)
e uma VM de armazenamento para o volume. Opcionalmente, selecione uma politica de exportagao
personalizada. Clique em Avangar para continuar.

Create Datastore Storage .

1 Type
Platform: * Performance (A)

2 Name and Protocol

Storage VM: ® WCF_MNFS

3 Storage

~ Advanced Options

Custom Export Policy:

CANCEL BACK M

5. Na pagina Atributos de armazenamento, selecione o agregado de armazenamento a ser usado e,
opcionalmente, opgdes avangadas, como reserva de espago e qualidade de servigo. Clique em
Avancgar para continuar.
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Create Datastore Storage Attributes

1 Type Specify the storage details for provisioning the datastore.
2 MName and Protocol Aggregate: * EHCAggr02 (16.61 TB Free)
3 Storage Volume: A new volume will be created automatically.

4 Storage Attributes ~ Advanced Options

Space Reserve: * Thin

Enable QoS @ ]

CANCEL BACK

6. Por fim, revise o Resumo e clique em Concluir para comegar a criar o armazenamento de dados
NFS.

Create Datastore Summary
A new datastore will be created with these settings.
1 Type
Type
2 Name and Protocol
Destination: Datacenter
Datastore type: NFS

3 Storage

4 Storage Attributes Name and Protocol

Datastore name: NFS_DS1

5 Summary Size: 2TB
Protocolk NFS 3
Storage
Platform: Performance (A)
Storage VM: VCF_NFS

CANCEL BACK



Redimensione um armazenamento de dados NFS usando ferramentas ONTAP 10

Conclua as etapas a seguir para redimensionar um armazenamento de dados NFS existente usando as
ferramentas ONTAP 10.

1. No cliente vSphere, navegue até o inventario de armazenamento. No menu AGOES, selecione *
Ferramentas NetApp ONTAP > Redimensionar armazenamento de dados®.

vSphere Client O,

<

B NFS_DS!1
1) 8 @ Summary  Monitor [ Actions - NFS_DSt -

G New Virtual Machine...

v [& veenter-visr.sddc netapp.com

v [f Datacenter Details Ba Browse Files ] Capacity and Usage
1 NFS_D51 . Last updated at 12:14 PM
—
= wvsanDatastore Storage
Ty
" Configure Storage I/O Control.. |
1 968 KB used
vi (C Refresh Capacity Information
Vi
¢ Maintenance Mode
Fe Move To...
Lc 173
Rename...

E® Mount Datastore to Additional Hosts...
55 (| STATS RE

2 Unmount Datastore... VISERSERTS  REEREED
Tags & Custom Attributes

Tags )
Add Permission...

Alarms

MetApp ONTAP tools
Delete datastore
S

e

2. No assistente Redimensionar armazenamento de dados, preencha o novo tamanho do
armazenamento de dados em GB e clique em Redimensionar para continuar.
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Resize Datastore  wrs_psi

VVolume Details

Volume Name: MFS_D51

Total Size: 21TBE

Used Size: 268 KB

Snapshot Reserve (%) 5

Thin Provisioned: Yes

Size

Current Datastore Size: 2TE

New Datastore Size (GB): * 3000 =

CAMNCEL RESIZE

3. Monitore o progresso do trabalho de redimensionamento no painel Tarefas recentes.

st Recent Tasks Alarms

Task Name T Target T Status T Details T

Expand Datastore [ vcenter-visrsddonet I 00% €3 Expand datastore initiated wi
app.com th job id 2807

Informagodes adicionais

Para obter uma lista completa de ONTAP tools for VMware vSphere 10, consulte "ONTAP tools for VMware
vSphere" .

Para obter mais informagbes sobre a configuragdo de sistemas de armazenamento ONTAP , consulte
o"Documentagao do ONTAP 10" centro.

Configurar recuperacao de desastres para armazenamentos
de dados NFS usando o VMware Site Recovery Manager

Implemente a recuperacao de desastres para armazenamentos de dados NFS usando o
VMware Site Recovery Manager (SRM) e as ONTAP tools for VMware vSphere 10. Este
procedimento inclui a configuragdo do SRM com servidores vCenter em sites primarios e
secundarios, a instalagdo do ONTAP Storage Replication Adapter (SRA), o
estabelecimento de relacionamentos SnapMirror entre sistemas de armazenamento
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ONTAP e a configuragao da recuperagéao de site para o SRM.

A utilizagdo de ONTAP tools for VMware vSphere 10 e o Site Replication Adapter (SRA) em conjunto com o
VMware Site Recovery Manager (SRM) traz valor significativo aos esforgos de recuperacao de desastres. As
ferramentas ONTAP 10 fornecem recursos de armazenamento robustos, incluindo alta disponibilidade nativa e
escalabilidade para o VASA Provider, suportando iSCSI e NFS vVols. Isso garante a disponibilidade dos dados
e simplifica o gerenciamento de varios servidores VMware vCenter e clusters ONTAP . Ao usar o SRA com o
VMware Site Recovery Manager, as organizagdes podem obter replicagao e failover perfeitos de maquinas
virtuais e dados entre sites, permitindo processos eficientes de recuperagao de desastres. A combinagao das
ferramentas ONTAP e do SRA capacita as empresas a proteger cargas de trabalho criticas, minimizar o tempo
de inatividade e manter a continuidade dos negécios diante de eventos imprevistos ou desastres.

As ferramentas ONTAP 10 simplificam os recursos de gerenciamento e eficiéncia de armazenamento,
aumentam a disponibilidade e reduzem os custos de armazenamento e a sobrecarga operacional,
independentemente de vocé usar SAN ou NAS. Ele usa as melhores praticas para provisionar
armazenamentos de dados e otimiza as configuragdes do host ESXi para ambientes de armazenamento em
bloco e NFS. Para todos esses beneficios, a NetApp recomenda este plug-in ao usar o vSphere com sistemas
que executam o software ONTAP .

O SRA é usado junto com o SRM para gerenciar a replicagao de dados de VM entre sites de produgao e
recuperacgao de desastres para armazenamentos de dados VMFS e NFS tradicionais e também para testes
nao disruptivos de réplicas de DR. Ajuda a automatizar as tarefas de descoberta, recuperagao e reprotegao.

Neste cenario, demonstraremos como implantar e usar o gerenciador do VMWare Site Recovery para proteger
armazenamentos de dados e executar um teste e um failover final para um site secundario. Reprotecéao e
failback também sao discutidos.

Visao geral do cenario
Este cenario abrange as seguintes etapas de alto nivel:

» Configure o SRM com servidores vCenter em sites primarios e secundarios.

* Instale o adaptador SRA para ONTAP tools for VMware vSphere 10 e registre-se no vCenters.

* Crie relacionamentos SnapMirror entre sistemas de armazenamento ONTAP de origem e destino
» Configurar o Site Recovery para SRM.

* Realizar teste e failover final.

* Discuta sobre reprotecgao e failback.

Arquitetura

O diagrama a seguir mostra uma arquitetura tipica do VMware Site Recovery com ONTAP tools for VMware
vSphere 10 configuradas em uma configuragao de alta disponibilidade de 3 nés.
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vSphere ecosystem vSphere ecosystem

SRM control path SRM control path
; . \4 SRA control path SRA control path <‘\
0 XE = @ O
vCenter Server SRM Appliance SRM Appliance vCenter Server
Appliance w/ SRA installed e N P e e s i = w/ SRA installed Appliance
= e | — o
- o - -
1 ) ] 1
L I | -
'
. : ;
ONTAP Teals 10 ONTAP Tools 10 =
HA Cluster HA Cluster
3
FlexVol FlexVol
ZAP| /| REST ZAPI / REST
Control Path Control Path

SnapMirror T

Pré-requisitos
Este cenario requer os seguintes componentes e configuragoes:

* Clusters vSphere 8 instalados nos locais primario e secundario com rede adequada para comunicagoes
entre ambientes.

» Sistemas de armazenamento ONTAP nos locais primario e secundario, com portas de dados fisicas em
switches Ethernet dedicadas ao trafego de armazenamento NFS.

» As ONTAP tools for VMware vSphere 10 estdo instaladas e tém ambos os servidores vCenter registrados.
» Os dispositivos do VMware Site Replication Manager foram instalados para os sites principal e secundario.
o Mapeamentos de inventario (rede, pasta, recurso, politica de armazenamento) foram configurados

para SRM.

A NetApp recomenda projetos de rede redundantes para NFS, fornecendo tolerancia a falhas para sistemas
de armazenamento, switches, adaptadores de rede e sistemas host. E comum implantar o NFS com uma
Unica sub-rede ou varias sub-redes, dependendo dos requisitos arquitetonicos.

Consulte "Melhores praticas para executar o NFS com o VMware vSphere" para obter informagdes detalhadas
especificas do VMware vSphere.

Para obter orientagao de rede sobre o uso do ONTAP com o VMware vSphere, consulte o "Configuracao de
rede - NFS" secdo da documentacao dos aplicativos empresariais da NetApp .

Para obter a documentagao da NetApp sobre o uso do armazenamento ONTAP com VMware SRM, consulte
"Gerenciador de recuperacao de site VMware com ONTAP"

Etapas de implantagcao

As secgdes a seguir descrevem as etapas de implantagéo para implementar e testar uma configuragédo do
VMware Site Recovery Manager com o sistema de armazenamento ONTAP .
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Crie um relacionamento SnapMirror entre sistemas de armazenamento ONTAP

Um relacionamento SnapMirror deve ser estabelecido entre os sistemas de armazenamento ONTAP de
origem e destino para que os volumes do armazenamento de dados sejam protegidos.

Consulte a documentagdo do ONTAP a partir de "AQUI" para obter informag¢des completas sobre como criar
relacionamentos SnapMirror para volumes ONTAP .

As instrugdes passo a passo estdo descritas no documento a seguir, localizado"AQUI" . Estas etapas
descrevem como criar relacionamentos de peer de cluster e peer de SVM e, em seguida, relacionamentos
SnapMirror para cada volume. Essas etapas podem ser executadas no ONTAP System Manager ou usando o
ONTAP CLI.

Configurar o dispositivo SRM

Conclua as etapas a seguir para configurar o dispositivo SRM e o adaptador SRA.
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Conecte o dispositivo SRM para sites primarios e secundarios

As etapas a seguir devem ser concluidas para os sites primario e secundario.

1. Em um navegador da web, navegue até https://<SRM appliance IP>:5480 e faga login.

Clique em Configurar Appliance para comegar.

vmw SRM Appliance Management

summary Summary

Mornitor Disks

. . VMware Site Recovery Manager Appliance

Certificates Version &80

Networking - 23263427

Time

services o start protecting virtusl machines you must configure the Site Recovery

Update CONFIGURE A RPLIANCE
Syslog Forwarding k

Storage Replication Adapters

RESTART ~ DOWNLOAD SUPPORT BUNDLE  STOP

2. Na pagina Platform Services Controller do assistente Configurar Site Recovery Manager, preencha
as credenciais do servidor vCenter no qual o SRM sera registrado. Clique em Avangar para

continuar.
Configure Site Recovery Platform Services Controller P
M an ager All fields are required uniess marked {optional)
1 Platform Services Controller PSC host name veenter-srm.sddc netapp.com
server PSC port 443

User name administrator@vsphere.local
Password sesssnuee @
Note: If prompted, you must accept the certificate for the configuration to proceed

CANCEL

3. Na pagina vCenter Server, visualize o vServer conectado e clique em Avancgar para continuar.
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4. Na pagina Nome e extensao, preencha um nome para o site do SRM, um endereco de e-mail de
administrador e o host local a ser usado pelo SRM. Clique em Avangar para continuar.

Configure Site Recovery Name and extension
Manager

All fields are required unless marked {optional)

: Enter name and extension for Site Recovery Manager
1 Platform Services Controller

Site name Site 2
2 wvCenter Server

3 Name and extension
Administrator email josh.powell@netapp.com

An email address ta use for system notifications

Local host srm-site2 sddc.netapp.com

be used by Site Recovery Manager

Extension ID ° Default extension ID (com.vmware vcDr)

() Custom extension ID

com.vmware.vcDr-

CANCEL BACK

5. Na pagina Pronto para concluir, revise o resumo das alteragoes



Configurar SRA no dispositivo SRM

Conclua as seguintes etapas para configurar o SRA no dispositivo SRM:

1. Baixe o SRA para ferramentas ONTAP 10 em "Site de suporte da NetApp" e salve o arquivo tar.gz
em uma pasta local.

2. No dispositivo de gerenciamento SRM, clique em Adaptadores de replicagao de armazenamento
no menu a esquerda e depois em Novo adaptador.

vmw SRM Appliance Management

Summary Storage Replication Adapters

Monitor Disks
NEW ADARTER
Access @
Certificates
Networking
Time
Services
Update
Syslog Forwarding

Storage Replication Adapters

3. Siga as etapas descritas no site de documentacao das ferramentas ONTAP 10 em "Configurar SRA
no dispositivo SRM" . Uma vez concluido, o SRA pode se comunicar com o SRA usando o endereco
IP fornecido e as credenciais do servidor vCenter.

Configurar a recuperacgao do site para SRM

Conclua as etapas a seguir para configurar o emparelhamento de sites, criar grupos de protegao,
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Configurar o emparelhamento de sites para SRM

A etapa a seguir é concluida no cliente vCenter do site principal.

1. No cliente vSphere, clique em Site Recovery no menu a esquerda. Uma nova janela do navegador é
aberta na interface de gerenciamento do SRM no site principal.

vSphere Client

(nl Home

&b Shortcuts

=]
sz Inventory

B Content Libraries
&b Workload Management

s Global Inventory Lists

Lﬂ Policies and Profiles
& Auto Deploy
9 Hybrid Cloud Services

< Developer Center

e Administration

Bl Tasks

[ Events

Lr Tags & Custom Attributes
{}' Lifecycle Manager

n MetApp ONTAP tools
{71 Site Recovery

€ NSX

! VVMware Aria Operations Configuration

E] Skyline Health Diagnostics

2. Na pagina Recuperacao de Site, clique em NOVO PAR DE SITES.
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vmw Site Recovery

Before you can use Site Recovery, you must configure the connection between the Site
Recovery Manager server and vSphere Replication server instances on the protected and
recovery sites. This is known as a site pair
NEW SITE PAIR

Learn laYe 7

3. Na pagina Tipo de par do Assistente para novo par, verifique se o servidor vCenter local esta
selecionado e selecione o Tipo de par. Clique em Avangar para continuar.

New Pair Pair type X

Select a local vCenter Server.

1 Pair type vCenter Server Y

© O vcenter-visr sddc.netapp.com

Pair type
° Pair with a peer vCenter Server located in a different S50 domain

-._:_‘- Pair with a peer vCenter Server located in the same S5C domain

4. Na pagina Peer vCenter, preencha as credenciais do vCenter no site secundario e clique em Find
vCenter Instances. Verifique se a instancia do vCenter foi descoberta e clique em Avangar para
continuar.



New Pair Peer vCenter Server

All fields are required unless marked (optional)
1 Pair type Enter the Piatform Services Controller details for the peer vCenter Server
2 Peer vCenter Server PSC host name vecenter-srmsddc.netapp.com
PSC port 443
User name administrator@vsphere local
Password ssssusuee o

FIND VCENTER SERVER INSTANCES

Select a vCenter Server you want to pair

vCenter Server

@ [ weenter-srm sdde netapp.com

CANCEL BACK NEXT

5. Na pagina Servigos, marque a caixa ao lado do pareamento de sites proposto. Clique em Avangar
para continuar.

77



New Pair

1 Pair type

2 Peer vCenter Server

3 Services

Services

The following services were identified on the selected vCenter Server instances. Select the ones you want to pair.

Service

s

T

@ Site Recovery Manager (com.vmware.vc...

veenter-visr.sddc.netapp.com

Site 1

h 4

6. Na pagina Pronto para concluir, revise a configuragao proposta e clique no botdo Concluir para
criar o Emparelhamento de Sites

7. O novo Par de Sites e seu resumo podem ser visualizados na pagina Resumo.

Summary

Site Recovery Manager

) Protection Groups:0 ] Recovery Plans:0

Name
Server
Version

[}

Logged in as

Remote SRM connection
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vCenter Server:

m vCenter Version

vCenter Host Name
Platform Services Controller

veenter-visr.sddc.netapp.com [ vcenter-srm.sddc.netapp.com [
802, 22385739 802, 22385739
vcenter-visr.sddc.netapp.com443  vcenter-srm.sddc.netapp.com:443
vcenter-visr sddcnetapp.com:443  veenter-Smn.sddc netapp.com:443

Site 1 RENAME

srm-sitel sddc netapp com:443 ACTIONS v

8.8.0, 23263429

com.vmware veDr

VSPHERE LOCAL\Administrator

' Connected

Site 2 RENAME

srm-site2 sddc.netapp.com:443 ACTIONS v

8.8.0, 23263429

‘com.vmware vcDr

'VSPHERE LOCAL\AdmMInistrator

 Connected

%
veenter-srm.sddc.netapp.com il
Site 2
>
CANCEL BACK
RECONNECT ] [ BREAK SITE PAIR

EXPORT/IMPORT SRM CONFIGURATION ~



Adicionar um par de matrizes para SRM

A etapa seguinte é concluida na interface do Site Recovery do site principal.

1. Na interface do Site Recovery, navegue até Configurar > Replicagao baseada em matriz > Pares
de matriz no menu a esquerda. Clique em ADICIONAR para comecgar.

vnw Site Recovery

Site Pair {\,-} Protection Groups IZI Recovery Plans

Summary Array Pairs
AD
Issues
ay Pair
Configure b
Array Based Replication W

Storage Replication Adapters
Array Pairs
Network Mappings
Folder Mappings =] EXPORT v
Resource Mappings
Storage Policy Mappings
Placeholder Datastores
Advanced Settings >
Permissions

Recovery Plans History

2. Na pagina Adaptador de replicagao de armazenamento do assistente Adicionar par de matrizes,
verifique se o adaptador SRA esta presente para o site principal e clique em Avangar para continuar.
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Add Array Pair Storage replication adapter
Select a storage replication adapter (SRA).

1 Storage replication adapter Stretched

" ~
Storage Replication Adapter T Status T Vendor T Version T Storage Y
° > NetApp Storage Replication Ada . " OK NetApp 10.1 Not Support.
ltems per page AUTO ~  Titems
CANCEL

3. Na pagina Gerenciador de array local, insira um nome para o array no site principal, o FQDN do
sistema de armazenamento, os enderecos IP do SVM que atendem ao NFS e, opcionalmente, os
nomes dos volumes especificos a serem descobertos. Clique em Avangar para continuar.



Add Array Pair Local array manager %

1 Storage replicatron adapter @ Array managers allow Site Recevery Manager to communicate with array based replication storage systems

2 Local array manager Enter a name for the array manager on "veenter-visr.sdde.netapp.com": Array_1

Storage Array Parameters

Storage System connection parameters

Storage Management IP Acddress or ontap-source.sddc.netapp.com
Hostname

NFS Hostnames or IP Addresses

Storage Virtual Machine(SVM) Name

VM) name: Leave blank if connecting directly to an SVM

Volume include list

& names t

discover all

Volume exclude list

CANCEL

4. No Gerenciador de array remoto preencha as mesmas informagdes da ultima etapa para o sistema
de armazenamento ONTAP no site secundario.
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Add Array Pair Remote array manager

1 Storage replicatlon adapter |_| Do not create a remote array manager now.,

Enter a name for the array manager on "vcenter-srm.sddc.netapp.com™: Array_2
2 Local array manager
3 Remote array manager Storage Array Parameters

Storage System connection parameters

Storage Management |P Address or ontap-destination.sddc.netapp.com

Hostname
NFS Hostnames or IP Addresses 172.21118.51
8 arated list of Hostnames or P addre:
niy.
Storage Virtual Machine(SVM) Name SRM_NFS

Storage Virtual Mac

e blank if connecting directily to an SWM

Volume include list

5 ta discover L

Volume exclude list

exclude. Leave blank to exclude none

CANCEL

5. Na pagina Pares de matrizes, selecione os pares de matrizes a serem habilitados e clique em
Avancar para continuar.



Add Array Pair Array pairs
Select the array pairs to enable

1 Storage replication adapter veenter-visr.sddc netapp.com veenter-srm.sdde netapp.com Status

ontap-source:SQL_NFS (Array_1) ontap-destination:SRM_NFS (Array_2) Ready to be enabled
2 Local array manager

3 Remote array manager

4 Array pairs

1items

CANCEL BACK %

6. Revise as informagdes na pagina Pronto para concluir e clique em Concluir para criar o par de
matrizes.
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Configurar grupos de prote¢cao para SRM

A etapa seguinte é concluida na interface do Site Recovery do site principal.

1. Na interface do Site Recovery, clique na aba Grupos de Protegdo e depois em Novo Grupo de
Protecado para comecar.

vmw Site Recovery

: al > : =
Site Pair "/ Protection Groups D Recovery Plans

Q, ses Protection Groups NEW PROTECTION GROUP

BHDRCE Lot NEW PROTECTION GROUP

A

|:| Mame T Protection Status

2. Na pagina Nome e diregao do assistente Novo Grupo de Protecgao, fornega um nome para o grupo
e escolha a dire¢do do site para protegdo dos dados.

New Protection Group Name and direction i

All fields are required unless marked {optional)

1 Name and direction
Name: SQL_Datastore

Description:
(Optional)

Y

Direction: O site1 > Site 2
() site 2 - Site1
Location: G searc

Protection Groups

CANCEL NEXT
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3. Na pagina Tipo, selecione o tipo de grupo de protecao (datastore, VM ou vVol) e selecione o par de
matrizes. Clique em Avangar para continuar.

New Protection Group Type X
Select the type of protection group you want to create:

1 Name and direction © Datastore groups (array-based replication)

Protect all virtual machines which are on specific

2 Type ~
() Individual VMs (vSphere Replication)

Protect specific virtual machines, regardless of the datastores

() virtual Volumes (vVol replication)

ect virtual machines wh

Select array pair

Array Pair T r Array Manager Pair b §
© ontap-source:NFS_Arrayl < ontap-destination:NFS_Array2 nfs_arrayl < nfs_Array2
() | + ontap-source:SGL_NFS « ontap-destination'SRM_NFS Array_1— Array_2
Items per page AUTO ~ 2 array pairs

CANCEL BACK NEXT

4. Na pagina Grupos de armazenamento de dados, selecione os armazenamentos de dados a serem
incluidos no grupo de protegéo. As VMs atualmente residentes no armazenamento de dados sao
exibidas para cada armazenamento de dados selecionado. Cligue em Avangar para continuar.
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New Protection Group Datastore groups 5

Select the datastore groups to be part of this protection group. Datastore groups contain datastores which must be

1 Name and direction recoversd tagether:
CLEAR SELECTION
2 Type [E‘ Datastore Group 3 7 Status T
NFS_DS1 Add to this protection group

3 Datastore groups

E Items per page  AUTO =~ 1datastore groups

The following virtual machines are in the selected datastore groups:

Virtual Machine T Datastore T Status T
E! SALSRV-O1 NFS_DS1 Add to this protection group
1 SGLSRY-03 NFS_DS1 Add to this protection group
1 SQLSRV-02 NFS_DS1 Add to this protection group
< >

CANCEL BACK NEXT

5. Na pagina Plano de recuperagao, opcionalmente escolha adicionar o grupo de protecdo a um plano
de recuperacao. Nesse caso, o plano de recuperacdo ainda nao foi criado, entdo Nao adicionar ao
plano de recuperagao esta selecionado. Clique em Avangar para continuar.



New Protection Group

1 MName and direction
2 Type
3 Datastore groups

4 Recovery plan

Recovery plan

You can optionally add this protection group to a recovery plan.
() Add to existing recovery plan
':.\ Add to new recovery plan

@ Do not add to recovery plan now

‘ /N The protection group cannot be recovered unless It is added to a recovery plan.

CANCEL BACK NEXT

6. Na pagina Pronto para concluir, revise os novos parametros do grupo de protegéo e clique em

Concluir para criar o grupo.

87



88

New Protection Group

Name and direction

Type

Datastore groups

Recovery plan

Ready to complete

Ready to complete

Review your selected settings
MName
Description
Protected site
Recovery site
Location
Protection group type
Array pair
Datastore groups
Total virtual machines

Recovery plan

SGL_Datastore

Site 1

Site 2

Protection Groups

Datastore groups (array-based replication)

ontap-source:NFS_Arrayl — ontap-destination:NFS_Array2 (nfs_arrayl « nfs_Array2)

NFS_DS1

3

none

CANCEL

FINISH



Configurar o plano de recuperagao para SRM

A etapa seguinte é concluida na interface do Site Recovery do site principal.

1. Na interface do Site Recovery, clique na aba Plano de recuperagédo e depois em Novo plano de
recuperagao para comecar.

Site Pair \H/ Protection Groups D Recovery Plans
Q Searc RECOVEF)’ Plans NEW RECOVERY PLAN
Recovery Plans

MEW RECOVERY PLAN

|:| Name

2. Na pagina Nome e diregao do assistente Criar plano de recuperacgao, fornegca um nome para o
plano de recuperagéo e escolha a diregao entre os sites de origem e destino. Clique em Avangar
para continuar.

Create Recovery Plan Name and direction

All fields are required unless marked {optional)

1 Name and direction

Name: SQL Site 1-to-2)
55 cters remaining
Description:
(Optional)
A
4096 characters remaining
Direction: O site1 » site 2
() site2 + Site 1
Location: Q

Recovery Plans

CANCEL
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3. Na pagina Grupos de protegao, selecione os grupos de protegéo criados anteriormente para incluir
no plano de recuperacgéao. Clique em Avancgar para continuar.

Create Recovery Plan Protection Groups
All Selected (1)
1 Name and direction —
lzj Mame v R Description T
2 Protection Groups ) S0L_Datastore
ltems per page AUTO ~ 1group(s)

CANCEL BACK

4. Em Redes de Teste configure redes especificas que serdo usadas durante o teste do plano. Se nédo
houver mapeamento ou se nenhuma rede for selecionada, uma rede de teste isolada sera criada.
Clique em Avancar para continuar.



Create Recovery Plan Test Networks ><

Select the networks to use while running tests of this plan

1 Name and direction
@ If "Use site-level mapping" is selected and no such mapping exsts; an isolated test network will be created

2 Protection Groups Recovery Network & il 4 Test Network

3 Test Networks fﬁ Datacenter > DPortGroup E= ! Use site-level mapping CHANGE
& Datacenter > Mgmt 3376 E & Mgmt 3376 E= CHANGE
& Datacenter > NFS 3374 B & NFS 3374 B CHANGE
£ Dataceriter > VLAN 181 B Use site-level mapping CHANGE
§ Datacenter > VM Network = § Usesite-level mapping CHANGE
;ﬁ\, Datacenter > vMotion 3372 E= 'ii Use site-level mapping CHAMGE
£ Datacenter > vSAN 3422 B § Use site-level mapping CHANGE

7 network(s)

CANCEL BACK

5. Na pagina Pronto para concluir, revise os parametros escolhidos e clique em Concluir para criar o
plano de recuperagéo.

Operagoes de recuperagao de desastres com SRM

Nesta secéo, varias funcbes de uso de recuperacao de desastres com SRM serdo abordadas, incluindo teste
de failover, execucao de failover, execucgao de reprotecao e failback.

Consulte "Melhores praticas operacionais" para obter mais informagdes sobre como usar o armazenamento
ONTAP com operagdes de recuperagao de desastres do SRM.
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Testando failover com SRM

A etapa seguinte é concluida na interface do Site Recovery.

1. Na interface do Site Recovery, clique na aba Plano de recuperagao e selecione um plano de
recuperacgao. Clique no botao Testar para comegar a testar o failover para o site secundario.

vmw Site Recovery

site Pair |/ Protection Groups |:| Recovery Plans
Q se Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
REEEVEry P NEW RECOVERY PLAN EDIT  MOVE  DELETE TEST RUN
[ saL site -to-2 e 1+ v || Shns
] salL site 1-to-2 -5 Ready

2. Vocé pode visualizar o progresso do teste no painel de tarefas do Site Recovery e também no painel
de tarefas do vCenter.

Recent Tasks Alarms

Task Name T Target T Status T Initiator T Gueued For
Test Recovery Plan |T_’_"J weenter-visr. sddc netapp.com . 6% WSPHERE LOCALWSRM-d1369bbb-62c6 Tims
|"__J veenter-visr.sdde netapp.com +' Compieted VSPHERE LOCALWSRM-d1368bbb-62c6 i0ms
al machine custom value 1 saLsRv-02 +' Coempieted VSPHERE LOCALWSRM-d1369bbb-62¢6 4ms
Set virtual machine custom value &1 saLsrv-01 + Compieted VSPHERE LOCALMSRM-a1363bbb-62¢6... 3ms

3. O SRM envia comandos via SRA para o sistema de armazenamento ONTAP secundario. Um
FlexClone do snapshot mais recente é criado e montado no cluster secundario do vSphere. O
armazenamento de dados recém-montado pode ser visualizado no inventario de armazenamento.

i E NFS_DS1 i ACTIONS

[D] E @ Summary Monitor Configure Permissions Files Hosts V?‘;

v [ vcenter-srm.sddc.netapp.com »
\ISUEIRECOIVETI VM Templates
v [ Datacenter
E NFs_Ds! Quick Filter Enter value

I:J' vsanDatastore

|_\ Name 1 State Status Provisioned Space
[ )% &0 SGLSRV-O1 Powered Of «/ Normal 42428 GB
¥
] 1 SCLSRV-02 Powered OF " Normal 244 28 GB
f
] 1%  Ah SGLSRV-03 Powered Of «/ Normal 24428 GB
f

4. Apds a concluséo do teste, clique em Limpeza para desmontar o armazenamento de dados e
retornar ao ambiente original.
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vmw Site Recovery

. - (W
Site Pair {/ Protection Groups D Recovery Plans
Q ses Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
Hecairy Hions NEW RECOVERY PLAN MOVE CLEATJUP
[¢ saL site 1-to-2 Naive N || atatus
[ SGL Site 1-to-2 € Test complete

Executar plano de recuperagao com SRM

Execute uma recuperacado completa e failover para o site secundario.

1. Na interface do Site Recovery, clique na aba Plano de recuperagao e selecione um plano de
recuperacgao. Clique no botdo Executar para iniciar o failover para o site secundario.

vmw Site Recovery  vecentervisr:

D)
Site Pair \/ Protection Groups |:| Recovery Plans

Q se Recovery Plans NEW RECOVERY PLAN  MEW FOLDER
HEcaery Hlens NEW RECOVERY PLAN EDIT  MOVE  DELETE TEST R
[] saL site 1to-2 N 0 @qatus
El saL site 1-to-2 > Ready

2. Apds a conclusao do failover, vocé podera ver o armazenamento de dados montado e as VMs
registradas no site secundario.

¢ B SQL_NFS | :acrons

[] @ @ Summary Monitor Configure Permissions Files Hosts VMs

~ [} vecenter-srm.sddc.netapp.com
i PP Virtual Machines BRLRGICIEICH

v F§ Datacenter

Quick Filter Enter value
= wvsanDatastore
|_\ MName T State Status Provisioned Space
[ ) SGLSRV-04 Powered Of ~/ Normal 24428 GB
f
O & SGLSRV-05 Powered Of ~/ Normal  244.28 GB

f

Funcodes adicionais sdo possiveis no SRM apos a conclusao de um failover.

Reprotegdo: Uma vez concluido o processo de recuperagao, o local de recuperagao previamente designado
assume a funcao do novo local de producéo. No entanto, é importante observar que a replicagao do
SnapMirror é interrompida durante a operagao de recuperagao, deixando o novo site de producao vulneravel a
desastres futuros. Para garantir protegéo continua, € recomendavel estabelecer uma nova protegao para o
novo local de produgao, replicando-a para outro local. Nos casos em que o site de producgao original
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permanece funcional, o administrador do VMware pode reutiliza-lo como um novo site de recuperagao,
revertendo efetivamente a diregdo da protegao. E crucial destacar que a reprotegdo s6 é viavel em falhas néo
catastroficas, necessitando da eventual recuperacéo dos servidores vCenter originais, servidores ESXi,
servidores SRM e seus respectivos bancos de dados. Caso esses componentes ndo estejam disponiveis,
sera necessaria a criagdo de um novo grupo de protecdo e um novo plano de recuperagéo.

Failback: Uma operacgao de failback é um failover reverso, retornando operacdes ao site original. E crucial
garantir que o site original tenha recuperado a funcionalidade antes de iniciar o processo de failback. Para
garantir um failback tranquilo, é recomendavel realizar um failover de teste apds concluir o processo de
reprotecdo e antes de executar o failback final. Essa pratica serve como uma etapa de verificagao,
confirmando que os sistemas no site original sdo totalmente capazes de lidar com a operagéo. Seguindo essa
abordagem, vocé pode minimizar os riscos e garantir uma transigcao mais confiavel de volta ao ambiente de
produgéo original.

Informagodes adicionais

Para obter a documentacado da NetApp sobre o uso do armazenamento ONTAP com VMware SRM, consulte
"Gerenciador de recuperacao de site VMware com ONTAP"

Para obter informagdes sobre como configurar sistemas de armazenamento ONTAP , consulte
o"Documentacao do ONTAP 9" centro.

Para obter informagdes sobre como configurar o VCF, consulte"Documentacéo do VMware Cloud Foundation"

Cluster de armazenamento VMware vSphere Metro com
sincronizagao ativa do SnapMirror

"Cluster de armazenamento VMware vSphere Metro (vMSC)"é uma solucao de cluster
estendida em diferentes dominios de falhas para fornecer * mobilidade de carga de
trabalho em zonas de disponibilidade ou sites. * prevencéo de tempo de inatividade *
prevencao de desastres * recuperacao rapida

Este documento fornece os detalhes da implementagéo do vMSC com"Sincronizagao ativa do SnapMirror

(SM-as)" utilizando o System Manager e as ferramentas ONTAP . Além disso, ele mostra como a VM pode ser
protegida replicando para um terceiro site e gerenciando com o SnapCenter Plugin para VMware vSphere.
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SnapMirror active sync
General availability release 9.15.1 for symmetric configuration

"os Ml os Wl os W os | "os Ml os Ml os M os |

PP L

ESX HostS Bfi, B2

Shared stretch VMware Virtual Machine '
SITEA File S%stem (\,{'MFSHatastore SITEB

I R .

Active optimized

= = = Active not optimized
ONTAP Mediator

A sincronizagao ativa do SnapMirror suporta matrizes de armazenamento ASA, AFF e FAS . E recomendavel
usar o mesmo tipo (modelos de desempenho/capacidade) em ambos os dominios de falha. Atualmente,
apenas protocolos de bloco como FC e iSCSI sao suportados. Para obter mais orientagbes de suporte,
consulte"Ferramenta de Matriz de Interoperabilidade" e"Hardware Universe"

O vMSC oferece suporte a dois modelos de implantacao diferentes, chamados Acesso uniforme ao host e
Acesso nao uniforme ao host. Na configuragdo de acesso uniforme ao host, cada host no cluster tem acesso
ao LUN em ambos os dominios de falha. Ele normalmente é usado em diferentes zonas de disponibilidade no
mesmo datacenter.
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Clustered Applications:
vMSC, WSFC, Oracle RAC,

and more..,

Failure
Domain B

Failure
Domain A

— Primary Path
- = = Secondary Path

Clustered Applications:
vMISC, WSFC, Oracle RAC,
and more...

Failure
Domain A Domain B

Primary Path
Secondary Path

Na configuracéo de acesso de host ndo uniforme, o host tem acesso somente ao dominio de falha local. Ele é
normalmente usado em diferentes locais onde passar varios cabos pelos dominios de falha € uma opgao
restritiva.

96



No modo de acesso de host nao uniforme, as VMs serao reiniciadas em outro dominio de falha
pelo vSphere HA. A disponibilidade do aplicativo sera impactada com base em seu design. O
modo de acesso de host ndo uniforme € suportado somente a partir do ONTAP 9.15.

Pré-requisitos

* "Hosts VMware vSphere implantados com estrutura de armazenamento dupla (dois HBAs ou VLAN dupla
para iSCSI) por host" .

"Os storage arrays séo implantados com agregacgao de links para portas de dados (para iSCSI)" .
* "VM de armazenamento e LIFs estado disponiveis"

+ "O tempo de ida e volta da laténcia entre clusters deve ser inferior a 10 milissegundos" .

* "A'VM do ONTAP Mediator é implantada em um dominio de falha diferente"

* "O relacionamento entre pares do cluster é estabelecido”

* "O relacionamento entre pares SVM é estabelecido"

* "Mediador ONTAP registrado no cluster ONTAP"

Se estiver usando um certificado autoassinado, o certificado da CA pode ser recuperado do
<caminho de instalagdo>/ontap_mediator/server_config/ca.crt na VM do mediador.

Acesso nao uniforme ao host vMSC com a interface de usuario do ONTAP System
Manager.

Observagao: o ONTAP Tools 10.2 ou superior pode ser usado para provisionar um armazenamento de dados
estendido com modo de acesso de host ndo uniforme sem alternar varias interfaces de usuario. Esta segao &
apenas para referéncia caso o ONTAP Tools n&o seja usado.

1. Anote um dos enderecos IP de dados iSCSI do conjunto de armazenamento de dominio de falha
local.

Network interfaces  Subnets

E— © shounide v

Name Status Storage VM + IPspace Address Current node Currentp..  Portset

Q Q

Protocols Ty..  Throughput
zonea Q Q Q Q Q Qiscs a Q

iscsi02 zonea Default 172.21.226.11 E13A300_1 a0a-3482 iSCSI D..

iscsi03 zonea Default 172.21.225.12 E13A300_2 a0a-3481 iSCSI

iscsi04 zonea Default 172.21.226.12 E13A300_2 a0a-3482 iSCsl

®© ® ® 6

iscsi01 zonea Default 172.21.225.11 E13A300_1 a0a-3481 iSCSI

2. No adaptador de armazenamento iSCSI do host vSphere, adicione o IP iSCSI na guia Descoberta
dinamica.
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Storage Adapters

| Storage acpters |
ISC5 Softwiars Adagter . 5 2 e vk 192801 Conm, 4
B OO adde.
;-?m.:w::d?ﬁ:.‘lm:ﬁ
W | RIS TEIRE0
@ Para o modo de acesso uniforme, é necessario fornecer o enderego de dados iSCSI do
dominio de falha de origem e de destino.

3. Repita a etapa acima nos hosts vSphere para o outro dominio de falha, adicionando seu IP de vida de
dados iSCSI local na guia Descoberta dinamica.

4. Com a conectividade de rede adequada, devem existir quatro conexdes iISCSI por host vSphere que tenha
duas placas de rede VMKernel iSCSI e duas vidas uteis de dados iSCSI por controlador de
armazenamento.

E13A300::> iscsi connection show -vserver zonea -remote-address 172.21.225.71
Tpgroup Conn Local Remote TCP Recv
Vserver S Address Address

iscsiel 3 © 172.21.225.: 172.21.225.7
zonea iscsie3 7 © 172.21.225.: 172.21.225.7
2 entries were displayed.

E13A300::> iscsi connection show -vserver zonea -remote-address 172.21.
Tpgroup Conn Local Remote
Vserver \ S Address Address

@ 172.21.226.11 172.23.226.71
0 172.21.226.12 1720210220671

5. Crie LUN usando o ONTAP System Manager, configure o SnapMirror com a politica de replicacao
AutomatedFailOverDuplex, escolha os iniciadores de host e defina a proximidade do
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Add LUMNs S

snorage and oplmization

Frotection

Haa Cuteryna= in prcienity s

6. Em outro array de armazenamento de dominio de falha, crie o grupo de iniciadores SAN com seus
iniciadores de host vSphere e defina a proximidade do
host.

host.
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smas-dc02 All SAN initiator groups Q Edit (U] Delete

Overview = Mapped LUNs

STORAGE VM
zoneb
TYPE
VMware

PROTOCOL

Mixed (iSCSI & FC)

COMMENT
PORTSET
connecTion status @
® ok
~ Initiators
Name De... Connection status o In proximity to
ign.1998-01.com.vmware:dc02-esxi01.sddc.netap... - @ 0K zoneb
ign.1998-01.com.vmware:dc02-esxi02.sddc.netap... - @ 0K zoneb
@ Para o modo de acesso uniforme, o igroup pode ser replicado do dominio de falha de
origem.

7. Mapeie o LUN replicado com o mesmo ID de mapeamento do dominio de falha de
origem.

smas-dc02  All SAN initiator groups ¢ Edit Tl Delete

Overview  Mapped LUNs

E.CCH  © Map LUNs = Filter

Name D
ds02 1
ds01 0

8. No vCenter, clique com o botao direito do mouse em vSphere Cluster e selecione a opgdo Rescan
Storage.
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Llad) sl el nd b | % I W i sk

[E]] E @ Summary Monitor Configure
v [ smas-vcOlsddc.netapp.com
Services bt
(1] Actions - Cluster0t re DRS
M dcOt-es: [if Add Hosts. re Availability
5] dcOl-es; G New Virtual Machine... -ation W
g ot |
57 dcO2-es
= 1 al
g Demol & Deploy OVF Template..
- ovider
G scv-6.0
re EVC
ast Groups
@l Import VMs st Rules
arrirlac
Storage "
= Mew Datastore..
Host Profiles [:4 Rescan Storage
1aame
Edit Default VM Compatibility g "
@ Assign vSAN Cluster License... Cluster
thority
Settings sfinitions
2d Tasks
Move To..
Cluster Services
Rename,.,
'_I|
Tags & Custom Attributes
ares
Add Permission... W
Alarms =38
State b
23 Delete
~ Recent Tasks VSAN

9. Em um dos hosts vSphere no cluster, verifique se o dispositivo recém-criado aparece com o

armazenamento de dados mostrando Nao
consumido.

Ch
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deQi-esxiOl.sdde netapp.com

Storage v Storage Adapters

Storage Adaplers

I5CS1 Softwane Adapbes el wnkdicn. 199

Netwarking w

Wirtual Machanes

5 - " peratitl admire i
Syitem v i v [(T R we T Capas v v T BTy L iriew Tipe ¥

10. No vCenter, clique com o botéo direito do mouse em vSphere Cluster e selecione a opgdo Novo
armazenamento de
dados.
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Llad) sl el nd b | % I W i sk

[El] E @ Summary

v [ smas-vcOl sddc.netapp.com

Demol

scv-6.0

Monitor Configure
Services w
[[1] Actions - Clusterol re DRS

[iF Add Hosts.

-ﬁ: New Virtual Machine...

& Deploy OVF Template..,

&5 Import VMs

re Availability

~ation W
Al

ovider

re EVC

ast Groups

st Rules

arrirac
Storage &
= Mew Datastore..

Host Profiles

Edit Default VM Compatibility

5= Assign vSAN Cluster License._.

Settings

Move To...
Rename...

Tags & Custom Attributes

Add Permission...

Alarms

23 Delete

vSAN

[ Rescan Storage

Ve
g W
Cluster

thority

=finitions

2d Tasks

Cluster Services

ares
.

BS

State W

LY T

Ch

11. No Wizard, lembre-se de fornecer o nome do armazenamento de dados e selecionar o dispositivo com a
capacidade e o ID do dispositivo

corretos.
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New Datastore Name and device selection

>
| Specify datastore name and 5 disk/LUN for provisioning the datastore
1 Type
Name
2 Name and device selection
f =
i
Sefect a host
Hardware Drive Se =
Name '3 LN T cCapscity ¥ T ¥ WM
Acceieration Type P i

| NETAPP ISCSI Disk (naa. 00.00G Supported
600aD9B03BIVIBIET T2 B
4524975577933)

12. Verifiqgue se o armazenamento de dados esta montado em todos os hosts do cluster em ambos os
dominios de

falha.
= DS0D2

Connectivity and Multipathing

Connectivity and Multipathing

Mounted Connacted

fmisfvomes/GEnadia3-cefa4dac- 3067 005056002 0T e

SnapCenter Plug.m for Ydwi v

Duvice
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2 Ds02

Connectivity and Multipathing

and Multipathing

AmishvolomedfGBLTdIEI-cald 43ad-3567 005 0FEL02dTe

SnapCenter Plug-m lor Vkwi

@ As capturas de tela acima mostram E/S ativas em um unico controlador, ja que usamos
AFF. Para ASA, havera IO ativo em todos os caminhos.

13. Quando armazenamentos de dados adicionais s&o adicionados, é preciso lembrar de expandir o Grupo de
Consisténcia existente para que ele seja consistente em todo o cluster do

vSphere.
PROTECTION POLICY TRANSFER STATUS S HEALTHY?
AutomatedFailOverDuplex Success ®
STATE CONTAINED LUNS (SOURCE]
) In sync /vol/ds01/ds01, /vol/ds02/ds02
1 E13A300 3 ntaphci-a300e9u2s
CONSISTENCY GROUP CONSISTENCY GROUP
ds © ds
A m #5)
© O}
10.61.182.163
Mediator

Modo de acesso uniforme ao host vMSC com ferramentas ONTAP .

1. Certifique-se de que o NetApp ONTAP Tools esteja implantado e registrado no vCenter.
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= vsphereClient O

Shortcuts
Inventories
= = o)
m E @ @
Hosts and Clusters VMs and Templates Storage Networking Content Libraries Global Inventory Lists Workload Management
Monitoring
. & & E &
= tia S K} R/
Task Console Event Console VM Customization VM Storage Policies Host Profiles Lifecycle Manager
Specifications
Plugins
n n @
|\
NetApp ONTAP tools SnapCenter Plug-in for Cloud Provider Services

VMware vSphere

Administration

Q

Licensing

Se nao, siga"lmplantacdo de ferramentas ONTAP" e"Adicionar uma instancia do servidor vCenter"

2. Garanta que os sistemas de armazenamento ONTAP estejam registrados no ONTAP Tools. Isso inclui
sistemas de armazenamento de dominio de falha e um terceiro para replicagdo remota assincrona para
uso na protegao de VM com o plugin SnapCenter para VMware vSphere.

Storage Backends

Se nao, siga"Adicionar backend de armazenamento usando a interface de usuario do cliente vSphere"

3. Atualize os dados dos hosts para sincronizar com o ONTAP Tools e entdo,"criar um armazenamento de
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vSphere Client

ith Clu

@

v [ as-veOlsdd )
N (LIl Actions - ClusterOl

¥ Add Hosts

&t Mew Virtual Machine

{ lc0Z-c
M dcoz-e & Deploy OVF Template
&h Demol
& scv6.C

& Import VMs
storage
Host Profiles
Edit Default WM Compatibility..
2 Assign vSAN Cluster License.
Settings

Move To
Rename

Tags & Custom Attributes

Add Permissior

Alarms

! Delete

vEAN

MetApp ONTAP tools »

[ Manage Columns. |

dados" .-

Summary

sterO1 = @ ac

' b
erge DRS
ere Availability

Jration W

last Groups
lost Rules
verndes
ILers
Options

Frofle

ng W
| Cluster

uthonty

Jefinitions

led Tasks

e Cluster Services
cal

stares

Create datastore
Mount datastore
Erotect

cluster

Lipdate hosts data

Monitor Configure

4. Para habilitar o SM-as, clique com o bot&o direito do mouse no cluster vSphere e selecione Proteger

cluster no NetApp ONTAP Tools (consulte a captura de tela acima)

5. Ele mostrara os armazenamentos de dados existentes para esse cluster, juntamente com os detalhes do

SVM. O nome do CG padrao é <nome do cluster do vSphere>_<nome da SVM>. Clique no botao

Adicionar
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relacionamento.
Protect Cluster | clusteror
Protect the datastores of this cluster using SnapMirror replication. Learn more

Datastore type: *

Source storage VM: *

Cluster: E1

2 datastores

Consistency group name: * ClusterO1_zonea

SnapMirror settings

ADD RELATIONSHIP

Target storage VM Policy Uniform Host Configuration Host proximity

No SnapMirror relationship found. You can protect datastores using one or more SnapMirror relationships.

Objects per page 5 0 Object

CANCEL

6. Selecione o SVM de destino e defina a politica como AutomatedFailOverDuplex para SM-as. Ha uma
chave seletora para configuragéo uniforme do host. Defina a proximidade para cada
host.

v
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Add SnapMirror Relationship

Source storage VM: * E13A300 / zonea
Target storage VM: * zoneb

Cluster: ntaphci-a300e9u25
Policy: * AutomatedFailOverDuplex
Uniform host configuration: ‘)

Host proximity settings

@ As part of protection, all datastores will be mounted on all hosts.

C] Hosts T
C] dcO1-esxi02.sddc.netapp.com
[:] dc02-esxiOl.sddc.netapp.com

Proximal to

Source

Target

CANCEL

4 Objects

ADD

»

v

7. Verifique as informagdes de seguranga do host e outros detalhes. Adicione outro relacionamento ao
terceiro site com politica de replicagdo Assincrona, se necessario. Em seguida, clique em Proteger.
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Protect Cluster | custeron

Protect the datastores of this cluster using SnapMirror replication. Learn more
Datastore type: *

Source storage VM: *

2 datastores

Consistency group name: * ClusterO1_zonea

SnapMirror settings

ADD RELATIONSHIP

Target storage VM Policy Uniform Host Configuration Host proximity
ntaphci-a300e9u25 / zoneb AutomatedFailOverDuplex Yes Source (2), Target (2)

Objects per page 3 1 Object

FOBSERVAQAO: se vocé planeja usar o SnapCenter Plug-in for VMware vSphere 6.0, a replicagdo precisa
ser configurada no nivel do volume e ndo no nivel do grupo de consisténcia.

8. Com acesso uniforme ao host, o host tem conexdo iSCSI com ambos os conjuntos de armazenamento de
dominio de falha.
= DSO1

My St

Connectivity and Multipathing

NeTADR ONTAP tools

£ Waser T Stabiy T Target ¥ LN

OBSERVA(;AO: A captura de tela acima é do AFF. Se for ASA, a E/S ATIVA deve estar em todos os
caminhos com conexdes de rede adequadas.

9. O plugin ONTAP Tools também indica se o volume esta protegido ou
nao.
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1 D501

= Serpge Datkpnm

10. Para mais detalhes e para atualizar as informagdes de proximidade do host, a opgédo Relacionamentos do
cluster do host nas Ferramentas ONTAP pode ser
utilizada.

= vSphereClient (O

NetApp ONTAP tooIs INSTANCE 10.61.182.240:8443 v

«
Host cluster relationships
{a Overview
E storage Backends
ESXi Cluster ¢ Source storage VM Y Consistency group h 4 F
O Protection v
Cluster01 E13A300 / zonea Cluster01_zonea

Host cluster relationships
Manage Columns
{6 Settings
(3@ Support
=] Reports v

Virtual Machines

Datastores

Protecao de VM com plug-in SnapCenter para VMware vSphere.

O SnapCenter Plug-in for VMware vSphere (SCV) 6.0 ou superior oferece suporte a sincronizagéo ativa do
SnapMirror e também em combinagdo com o SnapMirror Async para replicar para o terceiro dominio de falha.
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Fault Domain 1

Il NetApp

Fault Domain 2

VM3 VM4

M NetApp

Fault Domain 3

vSphere

ONTAP cluster

SnapMirror
active sync

ONTAP cluster

o
oxEn
_.I_
L
SnapMirror T -:-
async ONTAP cluster



J HA PAIR

SnapMirror

active sync Failure
Domain C

| HA PAIR
=

SnapMirror
asynchronous

J HA PAIR

SnapMirror

Domain C

| HA PAIR
3

SnapMirror
asynchronous

113



Os casos de uso com suporte incluem: * Fazer backup e restaurar a VM ou o armazenamento de dados de
qualquer um dos dominios de falha com a sincronizagéo ativa do SnapMirror . * Restaurar recursos do terceiro
dominio de falha.

1. Adicione todos os sistemas de armazenamento ONTAP planejados para uso no
SCV.

= viphere Chert

2. Criar politica. Verifique se a opgao Atualizar SnapMirror apds o backup esta marcada para SM-as e
também Atualizar SnapVault apds o backup para replicagéo assincrona no terceiro dominio de
falha.

New Backup Poficy

. iy
]

Vgt

Lphing ey

[

3. Crie um Grupo de Recursos com os itens desejados que precisam ser protegidos, associe a politica e
agende.
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Create Recource Group

1. (e e & SRR

OBSERVAGCAO: Nomes de snapshots terminados em _recent ndo s&o suportados com SM-as.

4. Os backups ocorrem no horario agendado com base na Politica associada ao Grupo de Recursos. Os
trabalhos podem ser monitorados no monitor de trabalhos do Painel ou nas informacdes de backup
desses
recursos.

RECENT JOB ACTHVITEL @

& Bacus Teweey 0 D

& Rt feouts v E 1)

L =}
| FUEER
%! m:

LATEST FROTES T B =y

[,

[PEaEen

« 30143 GB

[ -
w404 GB
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1 Datastore®

Backups

[ ] 8 oumarecn | » a4

3 Dermnodl

<] ¢
—
i : Backups
2] S s T e
Snancenial Pl e for Vibai v 1
Lo TP
n
n

5. As VMs podem ser restauradas no mesmo vCenter ou em um vCenter alternativo a partir do SVM no
dominio de falha primario ou de um dos locais
secundarios.
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Restore b G

v 1. Select scope

Destination datastore Locations
2. Select location

Datastore01 (Primary) 172.21.228.10:Datastore01 v
3. Summary Primary) 1722) 228 fopatesore0t. ]

(Secondary) svms2:vol_Datastore01_dest
(Secondary) zoneb:Datastore01_dest

BACK NEXT FINISH CANCEL

6. Uma opcgéao semelhante também esta disponivel para a operagdo de montagem do
Datastore.
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Mount Backup b4

ESXi host name dc02-esxi01.sddc.netapp.comr v
Selected backup ~ VM_Backup_08-11-2024_16.00.02.0270
Select datastore

[CJ Name Location

[C]  Datastore01 Primary:172.21.228.10:Datastore01:VM_Backup_08-11-2024_16.00.02.0270 v

- Primary:172.21.228.10:Datastore01: VM_Backup_08-11-2024_16.00.02.0270
[J  Datastore02 Secondary:svms2:vol_Datastore01_dest:-VM_Backup_08-11-2024_16.00.02.0270
Secondary:zoneb:Datastore01_destVM_Backup_08-11-2024_16.00.02.0270

Warning for ONTAP 9.12.1 and below version X v

[ CANCEL } [ MOUNT ]

Para obter assisténcia com operacdes adicionais com SCV, consulte"Documentacao do SnapCenter Plug-in
for VMware vSphere"

Converta a sincronizacao ativa SM de assimétrica para
simétrica ativa/ativa com o VMware vSphere Metro Storage
Cluster

Este artigo detalha como converter a sincronizagao ativa do SnapMirror de assimétrica
para simétrica ativa/ativa com o VMware vSphere Metro Storage Cluster (VMSC).

Visao geral

"Sincronizacao ativa do NetApp Snapmirror (sincronizagao ativa SM)"é uma solugao robusta para atingir zero
Recovery Time Objective (RTO) e zero Recovery Point Objective (RPO) em um ambiente virtualizado.

"Cluster de armazenamento VMware vSphere Metro (vMSC)"é uma solugao de cluster estendida em
diferentes dominios de falhas e permite que maquinas virtuais (VMs) sejam distribuidas em dois sites
separados geograficamente, fornecendo disponibilidade continua mesmo se um site falhar.

A combinagdo do vMSC com o SM Active Sync garante consisténcia de dados e recursos de failover imediato
entre dois sites. Essa configuragao € particularmente crucial para aplicativos de missao critica, onde qualquer
perda de dados ou tempo de inatividade € inaceitavel.

O SM Active Sync, anteriormente conhecido como SnapMirror Business Continuity (SMBC), permite que os
servigos empresariais continuem operando mesmo durante uma falha completa do site, permitindo que os
aplicativos executem failover transparente usando uma cépia secundaria. A partir do ONTAP 9.15.1, a
sincronizacao ativa do SM oferece suporte a um recurso ativo/ativo simétrico. Ativo/ativo simétrico permite
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operagoes de E/S de leitura e gravagédo de ambas as copias de um LUN protegido com replicagéo sincrona
bidirecional para que ambas as cépias de LUN possam atender as operacoes de E/S localmente.

Este documento mostra as etapas de como converter SM Active Sync assimétrico ativo/ativo em SM Active
Sync simétrico ativo/ativo em um ambiente de cluster VMware Stretch. Em outras palavras, converte um SM
Active Sync de uma politica de failover automatizada para uma politica de failover duplex automatizada. Para
obter detalhes sobre como configurar o vMSC com sincronizagéo ativa do SnapMirror (SM-as) utilizando o
System Manager e as ferramentas ONTAP , verifique"Cluster de armazenamento VMware vSphere Metro com
sincronizacgao ativa do SnapMirror" .

Pré-requisitos
 Sistemas de armazenamento NetApp : certifique-se de ter dois clusters de armazenamento NetApp
(origem e destino) com licengas Snapmirror.

» Conectividade de rede: verifique a conectividade de rede de baixa laténcia entre os sistemas de origem e
destino.

* Peering de cluster e SVM: configure o peering de cluster e o peering de maquina virtual de
armazenamento (SVM) entre os clusters de origem e de destino.

* Versao do ONTAP : certifique-se de que ambos os clusters estejam executando uma versao do ONTAP
que suporte replicagédo sincrona. Para sincronizagao ativa do SM, € necessario o ONTAP 9.15.1 e
posteriores.

¢ Infraestrutura VMware vMSC: um cluster estendido permite que os subsistemas abranjam areas
geograficas, apresentando um conjunto de recursos de infraestrutura basica Unica e comum ao cluster
vSphere em ambos os locais. Ele estende a rede e 0 armazenamento entre os sites.

* Use as ferramentas ONTAP 10.2 em diante para facilitar o uso do NetApp SnapMirror, para mais detalhes,
consulte"ONTAP tools for VMware vSphere 10."

* Um relacionamento sincrono Snapmirror de RPO zero deve existir entre o cluster primario e o secundario.

» Todos os LUNs no volume de destino devem ser desmapeados antes que o relacionamento Snapmirror
RTO zero possa ser criado.

* A sincronizagao ativa do Snapmirror suporta apenas protocolos SAN (ndo NFS/CIFS). Certifique-se de
que nenhum constituinte do grupo de consisténcia esteja montado para acesso NAS.

Etapas para converter de sincronizagao ativa SM assimétrica para simétrica

No exemplo abaixo, selectrz1 & o site primario e selectrz2 € o site secundario.

1. No site secundario, execute uma atualizagdo do SnapMirror no relacionamento existente.
selectrz2::> snapmirror update -destination-path site2:/cg/CGsitel dest
2. Verifique se a atualizagdo do SnapMirror foi concluida com sucesso.
selectrz2::> snapmirror show

3. Pause cada um dos relacionamentos sincronos de RPO zero.
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selectrz2::> snapmirror quiesce -destination-path
site2:/cg/CGsitel_dest

4. Exclua cada um dos relacionamentos sincronos de RPO zero.

selectrz2::> snapmirror delete -destination-path site2:/cg/CGsitel dest

5. Libere o relacionamento SnapMirror de origem, mas mantenha os snapshots comuns.

selectrzl::> snapmirror release -relationship-info-only true
-destination-path svm0.1l:/cg/CGsitel dest

6. Crie um relacionamento sincrono SnapMirror RTO zero com a politica AutomatedFailoverDuplex.

selectrz2::> snapmirror create -source-path svm0.1l:/cg/CGsitel
-destination-path site2:/cg/CGsitel dest -cg-item-mappings
sitellunl:@sitellunl dest -policy AutomatedFailOverDuplex

7. Se os hosts existentes forem locais no cluster primario, adicione o host ao cluster secundario e estabeleca
a conectividade com o respectivo acesso a cada cluster.

8. No site secundario, exclua os mapas de LUN nos igroups associados aos hosts remotos.

selectrz2::> lun mapping delete -vserver svm0 -igroup wlkdOl -path
/vol/wk1ld01/wk1d01l

9. No site principal, modifique a configuragéo do iniciador para hosts existentes para definir o caminho
préximo para iniciadores no cluster local.

selectrzl::> set -privilege advanced

selectrzl::*> igroup initiator add-proximal-vserver -vserver sitel
-initiator ign.1998-01.com.vmware:vcf-wkld-
esx01l.sddc.netapp.com:575556728:67 -proximal-vserver sitel

10. Adicione um novo igroup e iniciador para os novos hosts e defina a proximidade do host para afinidade
com seu site local. Habilite a replicagédo do igroup para replicar a configuragao e inverter a localidade do
host no cluster remoto.
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selectrzl::*> igroup modify -vserver sitel -igroup smbc2smas
-replication-peer svm0.1

selectrzl::*> igroup initiator add-proximal-vserver -vserver sitel
—-initiator ign.1998-01.com.vmware:vcf-wkld-
esx01l.sddc.netapp.com:575556728:67 -proximal-vserver svmO.1l

11. Descubra os caminhos nos hosts e verifique se eles tém um caminho ativo/otimizado para o LUN de
armazenamento do cluster preferencial.

12. Implante o aplicativo e distribua as cargas de trabalho da VM entre os clusters.

13. Ressincronize o grupo de consisténcia.
selectrz2::> snapmirror resync -destination-path site2:/cg/CGsitel dest

14. Examine novamente os caminhos de E/S do LUN do host para restaurar todos os caminhos para os LUNSs.

Saiba mais sobre o uso do VMware Virtual Volumes (vVols)
com armazenamento ONTAP

Saiba mais sobre os beneficios do VMware Virtual Volumes (vVols), provisionamento de
ONTAP tools for VMware vSphere, estratégias de protecéo de dados e diretrizes de
migracao de VM.

Visao geral

A API vSphere para Consciéncia de Armazenamento (VASA) facilita para um administrador de maquinas
virtuais usar quaisquer recursos de armazenamento necessarios para provisionar maquinas virtuais sem
precisar interagir com sua equipe de armazenamento. Antes do VASA, os administradores de VMs podiam
definir politicas de armazenamento de VMs, mas precisavam trabalhar com seus administradores de
armazenamento para identificar os datastores apropriados, geralmente usando documentagéo ou convengoes
de nomenclatura. Com o VASA, os administradores do vCenter com as permissdes apropriadas podem definir
uma variedade de recursos de armazenamento que os usuarios do vCenter podem usar para provisionar
magquinas virtuais. O mapeamento entre a politica de armazenamento da VM e o perfil de capacidade de
armazenamento do datastore permite que o vCenter exiba uma lista de datastores compativeis para selegao,
além de possibilitar que outras tecnologias, como o VCF Automation (anteriormente conhecido como Aria ou
vRealize Automation) ou o VMware vSphere Kubernetes Service, selecionem automaticamente o
armazenamento a partir de uma politica atribuida. Essa abordagem é conhecida como gerenciamento
baseado em politicas de armazenamento. Embora perfis e politicas de capacidade de armazenamento
também possam ser usados com datastores tradicionais, nosso foco aqui esta nos datastores vVols . O
provedor VASA para ONTAP esta incluido como parte das ONTAP tools for VMware vSphere.

As vantagens de ter um VASA Provider fora do Storage Array incluem:

* Uma unica instancia pode gerenciar varios storage arrays.
* O ciclo de langamento nao precisa depender do langamento do sistema operacional de armazenamento.

* Os recursos no Storage Array sao muito caros.
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Cada armazenamento de dados vVol é apoiado pelo Storage Container, que € uma entrada légica no provedor
VASA para definir a capacidade de armazenamento. O contéiner de armazenamento com ferramentas ONTAP
€ construido com volumes ONTAP . O contéiner de armazenamento pode ser expandido adicionando volumes
ONTAP dentro do mesmo SVM.

O Protocol Endpoint (PE) é gerenciado principalmente por ferramentas ONTAP . No caso de vVols baseados
em iSCSI, um PE é criado para cada volume ONTAP que faz parte desse contéiner de armazenamento ou
armazenamento de dados vVol. O PE para iSCSI € um LUN de tamanho pequeno (4 MiB para 9.x e 2 GiB
para 10.x) que é apresentado ao host vSphere e politicas de multipathing s&o aplicadas ao PE.

vSphere Datacenter

O i (o] (A1) (o] 1l Standard VASA
Control Path

ONTAP Tools
Appliance

ZAPI | REST
Control Path
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Para NFS, um PE é criado para exportacédo do sistema de arquivos raiz com cada vida util de dados NFS no
SVM no qual o contéiner de armazenamento ou o armazenamento de dados vVol reside.
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vSphere Datacenter

o 1l e 1l e 1 ol
o 1l e 1l e 1 e
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; vVols Datastore

i‘\fm vim

lif1
Protocol Endpoint:
NFS Export “/" on lif2

ONTAP Tools
Appliance

ZAP| | REST
Control Path
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As ferramentas ONTAP gerenciam o ciclo de vida do PE e também a comunicagéo do host vSphere com
expansao e reducao do cluster vSphere. A API das ferramentas ONTAP esta disponivel para integragdo com
ferramentas de automacao existentes.

Atualmente, as ONTAP tools for VMware vSphere estao disponiveis em duas versoes.

Ferramentas ONTAP 9.x

* Quando o suporte vVol para NVMe/FC é necessario
» Requisitos regulatérios federais dos EUA ou da UE

» Mais casos de uso integrados com o SnapCenter Plug-in for VMware vSphere

Ferramentas ONTAP 10.x

« Alta disponibilidade

* Multilocagao

* Grande escala

» Suporte de sincronizagao ativa do SnapMirror para armazenamento de dados VMFS

* Integracgéo futura para determinados casos de uso com o SnapCenter Plug-in for VMware vSphere

Por que vVols?

O VMware Virtual Volumes (vVols) oferece os seguintes beneficios:
* Provisionamento simplificado (ndo € necessario se preocupar com limites maximos de LUN por host
vSphere ou criar exportagdes NFS para cada volume)
* Minimiza o numero de caminhos iSCSI/FC (para vVol baseado em bloco SCSI)

» Snapshots, clones e outras operagdes de armazenamento geralmente sdo descarregadas para uma
matriz de armazenamento e sdo executadas muito mais rapido.

» Migragdes de dados simplificadas para as VMs (nao ha necessidade de coordenagéo com outros
proprietarios de VMs no mesmo LUN)

* Politicas de QoS aplicadas no nivel do disco da VM e nao no nivel do volume.

« Simplicidade operacional (os fornecedores de armazenamento fornecem seus recursos diferenciados no
provedor VASA)

« Suporta grande escala de VMs.
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» Suporte a replicagao vVol para migrar entre vCenters.

* Os administradores de armazenamento tém a opg¢ao de monitorar no nivel do disco da VM.

Opcoes de conectividade

O ambiente de malha dupla é normalmente recomendado para redes de armazenamento para atender a alta
disponibilidade, desempenho e tolerancia a falhas. Os vVols s&o suportados com iSCSI, FC, NFSv3 e
NVMe/FC. NOTA: Consulte"Ferramenta de Matriz de Interoperabilidade (IMT)" para a verséo suportada da

ferramenta ONTAP

A opcao de conectividade permanece consistente com as opg¢des de armazenamento de dados VMFS ou
NFS. Um exemplo de rede de referéncia vSphere € mostrado abaixo para iSCSI e NFS.
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¥

VMKernel | vMotion VMKernel
Mgmt Network iSCSI 2
vds01
vSphere host

vmnic2
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Provisionamento usando ONTAP tools for VMware vSphere
O armazenamento de dados vVol pode ser provisionado de forma semelhante ao armazenamento de dados

VMFS ou NFS usando ferramentas ONTAP . Se o plug-in de ferramentas ONTAP nao estiver disponivel na
interface do cliente do vSphere, consulte a secdo Como comecar abaixo.

128



Com ferramentas ONTAP 9.13

1. Clique com o botao direito do mouse no cluster ou host do vSphere e selecione Provisionar Datastore nas
ferramentas NetApp ONTAP .

2. Mantenha o tipo como vVols, forneca o nome do armazenamento de dados e selecione o protocolo

desejado
New Datastore General
Specity the detais of the datastore 10 provision. @
1 General
Provistening destination:
Type: NFS VMFS @ wWols
Narme: TMEDT_ISCSI
Description:
Protocat NFS ﬂ ESCSH FC/ FCoE MWMsFC
New Datastore General
SD&CH)’ the detalls of the datastore to provisisn e
1 General

Provisioning destination:

Type: NFS vMFs @ wWals

Name: TMED2_NFY

Description:

Protocok 0 NFS ISCSL FC/ FCoE NV Me/FC

CANCEL m

3. Selecione o perfil de capacidade de armazenamento desejado, escolha o sistema de armazenamento e o
SVM.
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New Datastore Storage system

Specily the storage capabiity profikes and the storage system you want to use

1 General
Storage capabiiity profiles: Default profiles -
2 Storage system Platinum_AFF_A
. Platinum_AFF_C
Platinum_ASA_A
Platinum_ASA_C o

Create storage capabilly profde

Storage system: ntaphcl-a230065u2S (172.16.9.25)

Storage VM zoneh

CAMCEL | BACK NEXT

4. Crie novos volumes ONTAP ou selecione um existente para o armazenamento de dados
vVol.

New Datastore Storage attributes
Specify the storaae details for proviskoning the datastone =

1 General

Volumes: ° Croate new woiumas Select volumes
2 Storage system

Creale new volumes

3 Storage attributes

Hame T Size Storage Capability Protile Agatenate
TMEDI_SCSL_ O /0GR Flatinum_»AFF_A EHCAgorOl
TMEQT_ISCSI_02 250 GB Platinim_AFF_& EHCAQgro2
1-2 ot 3 items
MName Stze(GB) @ Storage capabllity profile Aggraegates Space reserve
Flatinum_AFF_& o EMCAggro2 - (17109.63 Gi ~ Thir

s

Os volumes ONTAP podem ser visualizados ou alterados posteriormente na opgdo de armazenamento de
dados.
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T TMEOT_ISCS!

. Revise o resumo e clique em Concluir para criar o armazenamento de dados

vVol.
New Datastore Summary
General "
1 General vCenter server: viol-weD2 sddc netapn com
Provisianing destination: ClasterOl
2 Storage system
: Catastore name:
4 Datastore type: Wi
3 Storage attnbutes ) .
Protacal: 5CS
4 Summary Storage capability profile: Fatinum_AFF_a
Storage system details
Storage system: ntaphci-a200e9u2s
SWME: onep
Storage attribiutes
Hew FlexWol Hame Hew FlexVol Size Aggregate Storage Capability Profile
TMEDT_ 565101 250 GB EHCAggrdl Flatinum_AFF_a
TMEDI_ISCS1_02 250 GB EHCAggro2 Piatinum_AFF_a
Clickt 'F SHOr atasto

\-:--“.r-E_ EI\.L” m

. Depois que o armazenamento de dados vVol é criado, ele pode ser consumido como qualquer outro
armazenamento de dados. Aqui esta um exemplo de atribuicdo de armazenamento de dados com base na
politica de armazenamento de VM para uma VM que esta sendo

criada.
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New Virtual Machine Select storage -

Select the storage for the configuranios

VM Storage Policy

Compatible 500 GB

Manage Columng |

Compatibility checks succesded

CANCEL | BACK | MNEXT

7. Os detalhes do vVol podem ser recuperados usando a interface CLI baseada na web. A URL do portal é a
mesma que a URL do provedor VASA, sem o0 nome de arquivo
version.xml.

B3 wWel-WCOR sdde netapp.com

Lermngs - Storage Providers

A credencial deve corresponder as informagées usadas durante o fornecimento das ferramentas
ONTAP
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& O € Notsecure | hips://10.61.182.13:9083/jsp/loginjsp

Welcome to VASA Client Login
Username* |administrator
Password *

Token * | |
Login |

¥ Where can I find Token

L LI L L] ‘

You can generate Token by logging into maint console.

In main menu

Select option 1) Application Configuration

Select option 12) Generate Web-Cli Authentication token

ou use a senha atualizada com o console de manutencao das ferramentas ONTAP .
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Application Configuration Henu:

Display - ; suMnary
Start Virtua G
sole
SRA
A Provider and
administrator’

8 ) k t databe
9) Change LOG level for Virtual Storage Co )le service
10) Change LOG level for UASA Provider and A seruvice
i . configuration
erate Web-Cli Authentication token
art ONTAP tools plug-i i
op ONTAP tools plug—in

art Log Integrity
Stop Log Int
17) Change datal

b ) Back
x ) Exit

Enter your choice: 12

Starting token creation
Your webcli auth token is

This token is for one time use only.Its valid for 20 minutes.

ENTER to continue.

Selecione a interface CLI baseada na Web.
NetApp ONTAP tools for VMware vSphere - Control Panel:

_ Operation | Description

|Web based CLI interface | Web based access to the command line interface for admimstrative tasks

Inventory [ Listing of all objects and information currently known in Unified Virtual Appliance database|
Statistics | Listing of all counters and information regarding internal state

R izht Now [ See what operations are in flight right now

Logout | Logout

Build Release  9.13P1

Build Timestamp 03/08/2024 11:11:42 AM
Svstem up since Thu Aug 1502:23: 18 UTC 2024
Current ume Thu Auwg 15 17:59:26 UTC 2024

Digite o comando desejado na lista de comandos disponiveis. Para listar os detalhes do vVol junto com as
informagdes de armazenamento subjacentes, tente vvol list -
verbose=true



Availalibe Comimandy

Execatyd Commandy

Para LUNs baseados, o ONTAP CLI ou o System Manager também podem ser usados.

Search actiom, objecis, and pages

A b (7] l "'N"
RAD Mama Thariga Vil ol (=N oPs [ Tistsmacgira
L]
NITWORK
O ¥
1]

Para baseado em NFS, o Gerenciador do Sistema pode ser usado para navegar no armazenamento de
dados.
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Com ferramentas ONTAP 10.1

L

1. Clique com o botao direito do mouse no cluster ou host do vSphere e selecione Criar armazenamento de

dados (10.1) em Ferramentas NetApp ONTAP .

2. Selecione o tipo de armazenamento de dados como vVols.

Create Datastore Type
1 Type
Destination: i Clustendl
Datastore type: [} NFS

Se a opgéao vVols nao estiver disponivel, certifique-se de que o provedor VASA esteja
registrado.
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vSphere Client

HCE 1061182 236:8443

& Settings

fal Owerview

wh B storage Backends

imil

a & settmgs Threshold Settings

(a1 @) support VASA Provider Settings
(=] Reparts ~ MNFS VAAI Tools

Virtual Machines

Datastores

-~
L

P
B

7

D
h&

Manage Network Access

VASA Provider Settings

reqister or unregister the VASA provider d
VASA Provider Registration State:

VASA Provider Name

Version

. Fornega o nome do armazenamento de dados vVol e selecione o protocolo de

transporte.

Create Datastore

i Type

Datastore name:

2 Name and Protocol
Protocol:

. Selecione a plataforma e a VM de
armazenamento.

MName and Protocaol

Damad

Registerad

MEtApD-VR-NG

3.0

CANGEL HALE m
, |
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Create Datastore Storage

1 Type
Matform: * Parformance (A)

2 MName and Protocol
Asymmetric: ¢ ‘:,"

3 Storage
Storage WM: * 2oneb

~  Advanced Options

Custom initiater group Search or specily custem inlliator group name
nanmd:

ANCEL | BACK

5. Crie ou use volumes ONTAP existentes para o armazenamento de dados vVol.

Create Datastore Storage Attributes

' T Create new volumes or use the existing Flexvol volumes with free size equal to or greater than 5 GB o add storage
I Type
to the datastore

2 Name and Protocol

Yolumes: o Create new volumes Lise existing volumes
3 Storage
| A Wi E
4 Storage Attributes
Harne T re T Space Reseive T Qo5 Conbgured T Local Tier
O1_fell 250 GE Thir M EHC Agarit
& f Thin Ag

Os volumes ONTAP podem ser visualizados ou atualizados posteriormente na configuragéo do
armazenamento de
dados.

€

= Demol

Datasicre protosot

b TAR

Biodage Vi
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6. Depois que o armazenamento de dados vVol for provisionado, ele podera ser consumido de forma
semelhante a qualquer outro armazenamento de dados.

7. As ferramentas ONTAP fornecem o relatério da VM e do
Datastore.

Virtual Machines

Reooein
—

-

Datastores

Protecao de dados de VMs no armazenamento de dados vVol

A visao geral da protegcédo de dados de VMs no armazenamento de dados vVol pode ser encontrada
em"protegendo vVols" .

1. Registre o sistema de armazenamento que hospeda o armazenamento de dados vVol e quaisquer

parceiros de
replicagao.
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2. Crie uma politica com os atributos
necessarios.
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New Backup Policy

Name
Description
Frequency
Locking Period
Retention

Replication

Advanced

Daily

[descnplion

Daily -

[ | Enable Snapshot Locking @

Days to keep - |1 >0

Update SnapMirror after backup @
& Update SnapVault after backup @

Snapshot label

(| VM consistency @
| Include datastores with independent disks

Scripts ©
Enter script path

cancee | [EER

3. Crie um grupo de recursos e associe-0 a politica (ou Politicas).
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Create Resource Group b4

1. General info & notification

Scope: [Virtual Machines ~
Parent entity: -
1. Spanning disks Tags
Folders

W Erer gvaname entity name

5. Schedulos Available entities Selected entities

6. Summary & TMED

| BACK | | FINISH CANCEL
—] —) w

OBSERVACAO: Para o armazenamento de dados vVol, é necessario proteger com VM, tag ou pasta. O
armazenamento de dados vVol ndo pode ser incluido no grupo de recursos.

4. O status especifico do backup da VM pode ser visualizado na guia de

configuragao.
S & TMEO!
I | i-g\’ F )
o - Backups
- » 5 A o ra A D y 3 [ o
T —

5. AVM pode ser restaurada de seu local primario ou secundario.

Referir'Documentacao do plug-in SnapCenter" para casos de uso adicionais.

Migracao de VM de datastores tradicionais para datastores vVol
Para migrar VMs de outros armazenamentos de dados para um armazenamento de dados vVol, varias op¢des

estdo disponiveis com base no cenario. Pode variar de uma simples operagéo de armazenamento vMotion até
migragao usando HCX. Referir'migrar vms para o armazenamento de dados ONTAP" para mais detalhes.
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Migracao de VM entre datastores vVol

Para migragédo em massa de VMs entre datastores vVol, verifique"migrar vms para o armazenamento de
dados ONTAP" .

Arquitetura de referéncia de amostra

As ONTARP tools for VMware vSphere e SCV podem ser instaladas no mesmo vCenter que ele esta

gerenciando ou em servidores vCenter diferentes. E melhor evitar hospedar no armazenamento de dados vVol

que ele esta gerenciando.

= S = e ==
I//I[.i Workload Domain 1 \I // ([_‘D_\ Workload Domain 2 N f/ |[_\D Workload Domain 31\\'\

) - N 8 6

ONTAP SCV ONTAD SCV ONTAP SCV
Tools for Tesis far J:“‘:::q

VMware | ViMware
%

e BN 10000

Como muitos clientes hospedam seus servidores vCenter em um diferente, em vez de gerencia-los, uma
abordagem semelhante é recomendada para ferramentas ONTAP e SCV também.

(= g T v ™
[ Waorkload Domain 1 | Workload Domain 2 |
0 O

ﬂj@ -
I e

'/ﬂ\_—ﬁ] Workicad Domain 3-\

|
LS

I\‘L—; D / Ao ‘ J

o~
—

Lﬂ Management Domain
|

—————t— — — — — .

o DR |

Com as ferramentas ONTAP 10.x, uma Unica instancia pode gerenciar varios ambientes do vCenter. Os

k { I f iy h

| I ;

B ONTAP SCV Wl cntar SCV | : g SCV

| Tools for | Tools | | | ools for I

I vMware H : ViMware : Viware :
~ s e e o s e g /J
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sistemas de armazenamento sao registrados globalmente com credenciais de cluster e as SVMs sao
atribuidas a cada servidor vCenter do locatario.

(et W L)

M NetApp

Uma mistura de modelos dedicados e compartilhados também é suportada.

= I k.
[ﬁl Workload Domain 1 | | [r‘[:” Workload Domain 2. | Waorkload Domain 3
T
- oy SCV
N -/ VMware
.' I
/[IEJ s s % _____________ %\ h
f \
l onTAP SCV SCV
B B B
_ e ey - j;‘

N NetApp
(e (O | EEERERECES

Como comecgar

Se as ferramentas ONTAP nao estiverem instaladas em seu ambiente, faca o download em"Site de suporte da
NetApp" e siga as instrugdes disponiveis em"usando vVols com ONTAP" .

Coletar dados com o Virtual Machine Data Collector
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Aprenda a avaliar sua infraestrutura VMware usando o Virtual Machine Data
Collector

O Virtual Machine Data Collector (VMDC) é uma ferramenta gratuita e leve com uma GUI
projetada para ambientes VMware. Ele reune dados de inventario e desempenho em
VMs, hosts, armazenamento e redes, oferecendo insights para otimizacéo de recursos e
planejamento de capacidade.

Introducao

O Virtual Machine Data Collector (VMDC) é um kit de ferramentas gratuito, leve e simples baseado em GUI
para ambientes VMware que permite aos usuarios coletar informacdes detalhadas de inventario sobre suas
maquinas virtuais (VMs), hosts, armazenamento e redes.

Para obter mais informacdes sobre o Virtual Machine Data Collector, consulte"Documentacao do coletor de
dados da maquina virtual" .

Capacidades VMDC

O VMDC ¢ apenas um trampolim para coletar estatisticas rapidas e instantaneas para projetar possibilidades
de otimizagao para licenciamento de nucleo VMWare junto com vCPU e RAM. O NetApp Data Infrastructure
Insights , que requer a instalacéo de AUs e coletores de dados, deve ser o proximo passo obvio para entender
a topologia detalhada de VMs, o agrupamento de VMs usando anotag¢des para dimensionar corretamente as
cargas de trabalho e preparar a infraestrutura para o futuro.

Amostragem das métricas coletadas com o VMDC:

* Informacdes da VM
> Nome da VM
o Estado de energia da VM
o Informacgdes da CPU da VM
> Informagbes de memoria da VM
o Localizacdo da VM
o Informacodes de rede da VM
° e mais
* Desempenho da VM
o Dados de desempenho para VMs no intervalo selecionado
o Informacgdes de leitura/gravagéo da VM
o Informacodes de IOPS de VM
o Laténcia da VM
° e mais
* Informacgdes do host ESXi
o Informacdes do datacenter do host
o Informacdes do cluster do host

o Informagdes do modelo de host
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o Informacdes da CPU do host
o Informagbes de memoria do host

° € mais

Coletor de dados de maquina virtual (VMDC)

O Virtual Machine Data Collector (VMDC) é um kit de ferramentas gratuito, leve e
simples baseado em interface grafica de usuario (GUI) para ambientes VMware que
permite aos usuarios coletar informacdes detalhadas de inventario sobre suas maquinas
virtuais (VMs), hosts, armazenamento e redes.

@ Esta é uma versao de pré-visualizagdo do VMDC.

Visédo geral

A principal fungdo do VMDC é gerar relatorios sobre a configuragado do vCenter, dos servidores ESXi e das
magquinas virtuais (VMs) que residem em um ambiente vSphere, incluindo configuragao de cluster, rede,
armazenamento e dados de desempenho. Depois que dados ambientais abrangentes forem coletados, eles
podem ser utilizados para produzir informacdes Uteis sobre a infraestrutura. A exibicao da saida do relatério é
uma interface grafica do usuario (GUI) no estilo de planilha com varias guias para suas diversas secoes. Ele
fornece relatorios faceis de ler e ajuda a otimizar o uso de recursos e a planejar a capacidade.

O VMDC ¢ apenas um trampolim para coletar estatisticas rapidas e instantaneas para projetar possibilidades
de otimizagao para licenciamento de nucleo VMWare junto com vCPU e RAM. "Data Infrastructure Insights da
NetApp" que requer a instalacao de AUs e coletores de dados deve ser o proximo passo obvio para entender
a topologia detalhada da VM, agrupando as VMs usando anotag¢ao para dimensionar corretamente as cargas
de trabalho e preparar a infraestrutura para o futuro.

O VMDC pode ser baixado"aqui" e esta disponivel somente para sistemas Windows.

Instalando e configurando o VMDC

O VMDC pode ser executado no Windows versao 2019 e 2022. O pré-requisito é ter conectividade de rede da
instancia VMDC aos servidores vCenter designados. Apos a verificagao, baixe o pacote VMDC de"Caixa de
ferramentas NetApp" e entdo descompacte o pacote e execute o arquivo em lote para instalar e iniciar o
servico.

Ap6s a instalacdo do VMDC, acesse a interface do usuario usando o endereco IP mencionado durante a
instalacdo. Isso abrira a interface de login do VMDC, onde os vCenters podem ser adicionados inserindo o
endereco IP ou o nome DNS e as credenciais de um vCenter Server.

1. Download"Pacote VMDC" .
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Recycle Bin 3 - Eract Dawmloads - a x

File Home  Shate View Compresied Falder Toals (7]

& 4 &+ ThisPC » Downloads v earch Downlos o

Name Diate mao

s Cuick access
[ Desktop
& Downloads

%zl Documents

¢ vmdc_package_windows TI/aaned S48 AM Compressed [zigp..

= Pictures
W This BC
B DVD Drive (D:) 555 %1

i Metwork

Titem  1item selected 47.9 MB

2. Extraia o pacote para a pasta designada.

« v 4 » ThisPC » Downloads » wvmdc_package windows » vmdc_package_windows
Name Date modified Type Size
# Quick access
logs 12/3 4 1:04 AM File folde
I Desktop 9
storage 1/25/202 File tolde
I 5 e = = e
‘ Download 0 analytics-server 1/2 4147TAM A «t 4k
Documents ' NetApp_VMAnalytics_1733205401715.xdsx 19:56 PM File 4 KE
= Pictures f N nssm 11/25/2024 1:42 AM  Applicat 324 KB
; [%] RESET_VMDC 11/25/2024 1:42 AM W vs Batch File KE
3 This PC pe =
[ START_VMDC 25/2 12 AM  Windows Batch File KE
¥ Network STOP_VMDC ‘ 41:42AM Wi Batch File b

3. Execute o pacote VMDC clicando no arquivo em lote Start VMDC. Isso abrira o prompt de comando e
solicitara que vocé insira o endereco IP.

- . B » ThisPC » Downloads » vmdc_package_windows » vmdc_package_windows
a Date modified [ z
# Quick access
logs 12/3/2024 4 AM File folde
@ Desktop 9
storage 22/2024 12:5 File folde
I S . - = e
¥ Download D analytics-server 41:47AM  Applicat 4Rl
Documents NetApp_VMAnalytics_1733205401715.xsx 1 24 9:56 PM Fil KE
= Pictures N nssm 1/25/2024 22 AM  Applhcatior 24 KE
RESET VM 11/2 1 1:42 AM Wi Batch File
B3 This PC — 2 DC
START_VMDC Wi E
g¥ Network STOP_VMDC 1 41:42 AM Wi Bat ” K
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4. O instalador iniciara o processo de instalacéo e iniciara o servico VMDC.

This PC » Downloads » vmdc_package windows > vmdc_package_windows

# Quick sccess
logs
B Desktop o
storage
& Downloads

@ analytics-server
2 Documents

= Pictures

B This PC

$ Network sToP.vMDC | B

C:A\Windows\system.

This PC »+ Downloads > wvmdc_package windows > vmdc_package windows

# Quick sccess
logs
B Desktop >

storage
4 Downloads
@ analytics-server

2 Decuments NetAio V
= Pictures N nszm
. RESET_VMDC
£31 This PC AL
START VMDC
# Network STOP_VMDC

5. Uma vez feito isso, "Pressione qualquer tecla para continuar" para fechar o prompt de comando.
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& Quick access
Il Desktop
¥ Downloads
3 Documents
& Pictures

B3 This PC

# Network

©

Para remover os dados coletados e redefinir o VMDC, execute o arquivo em lote reset VMDC.
@ Lembre-se de que executar reset bat file excluira todos os dados existentes e comecara do

This PC

Downloads > vmdc_package windows >

logs

storage

@ analytics-server

NetApp_VMAnalytics_1733205401715.dsx

N nssm

RESET_VMDC

— START_VMDC

STOP.VMDC | B C:\Windows\system32\cmd.exe

Zero.

# Quick access

I Desktop

& Downloads
Documents

= Pictures
3 This PC

¥ Network

Usando a GUI

Executar VMDC

vmdc_package_ windows

F

This PC » Downloads

logs
storage

) analytics-server

vmdc_package_windows

NetApp_VMAnalytics_1733205401715.xdsx

N ossm

| RESET_VMDC |

=] START VMDC

[ STOP_VMDC |

Para interromper a coleta de dados, clique em Stop_VMDC batch file.

vmdc_package_windows

» Usando o navegador, acesse a interface do usuario do VMDC
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 Adicione o vCenter designado usando a op¢ao "Adicionar vCenter"

3 0,

> Nome do vCenter - Fornega um nome para o vCenter

> Ponto de extremidade - Insira o enderecgo IP ou FQDN do servidor vCenter

£
£
&

oo N

o Nome de usuario - nome de usuario para acessar o vCenter (no formato UPN:
nomedeusuario@dominio.com)

o Senha

» Modifique os “Detalhes Adicionais” conforme os requisitos

o Tempo de intervalo de dados — Especifica o intervalo de tempo de agregagédo da amostra. O padrao é
5 minutos, mas pode ser modificado para 30 segundos ou 1 minuto, conforme necessario.

o Retencéo de dados — especifica o periodo de retencéo para armazenar as métricas historicas.

o Coletar métricas de desempenho — quando habilitado, coleta as métricas de desempenho para cada

VM. Se nao for selecionado, o VMDC fornece funcionalidades como o RVtools, fornecendo apenas os
detalhes da VM, do host e do armazenamento de dados.

* Uma vez feito isso, clique em "Adicionar vCenter"

5 | B v DbnColectr | Hattgg - % i
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A coleta de dados comeca imediatamente apds a adicdo do vCenter. Ndo ha necessidade de

@ agendar um horario para a coleta, pois o processo buscaria os dados disponiveis no banco de
dados do vCenter e comecaria a agrega-los com base no "intervalo de tempo de dados"
especificado.

Para visualizar os dados de um vCenter especifico, acesse o painel e clique em "Exibir inventario" ao lado do
nome do vCenter apropriado. A pagina exibira o inventario da VM junto com os atributos da VM. Por padréao,
"Métricas de desempenho" esta desabilitada na interface do usuario, mas pode ser habilitada usando a opgao
de alternancia. Depois que as métricas de desempenho forem habilitadas, os dados de desempenho de cada
VM seréao exibidos. Para informacdes sobre a apresentacdo ao vivo, clique no botédo atualizar.

Exibir topologia de VM

O VMDC fornece a opgao "Mostrar topologia" para cada VM, que fornece uma interface interativa para
visualizar recursos e seus relacionamentos em relacédo ao disco da VM, VM, host ESXi, armazenamentos de
dados e redes. Ajuda a gerenciar e monitorar com insights dos dados de desempenho coletados. A topologia
ajuda a realizar diagndsticos basicos e solucionar problemas usando os dados atuais. Para solugéo de
problemas detalhada e MTTR rapido, use"Data Infrastructure Insights da NetApp" que fornece uma visao
detalhada da topologia com mapeamento de dependéncias de ponta a ponta.

Para acessar a visualizagéo da topologia, siga as etapas abaixo:

* Acesse o painel do VMDC.

» Selecione 0 nome do vCenter e clique em "Exibir inventario".

T
1}

- & G [ Iocattioes- 30000 o LB 8T Sb &R <D 8- Aact- 3600 -Ba T SN YT B 1 306 T Gt 0 A8 s B oD o2 T R AT O dermiat, o T 2

2 a
®

M NetApp VM Dats Collector |  [misboad

Back
VM List

SRE vCrme LD | wCnbers 172IT258,14)

0 i Pefarreance Menc: =@ QD

T weroony (o) Sniiones 20 Capeiny g | lomoed T e 1 petency Repazw 3 | Thooog

w e jPamardon s Dema o 7 = s | can
4 urh i ditartors-2. 5.1 (0 Prmered Sn D Dermoh 0534 2 fpon | 408

W Redidabatne (1 Pt Sy Jibe Durmie 1 X e o8

W HOBIEL-IE08 (13 Paered Do D _Denvm D5 2 3 R | 4ne

w o b dalitan-2R a1 L Prmmied £ it et D21 2 LD 4G

2
&
L rx ]
T

w heldidutatare 3900 (1) Pawmered Sn fien Deravhd D21 2 [ 4 | a8 A T i | B 2z 0 1R n
|
Lo
L om ]

W hHg-dstetonaRd £'3 Pawmred O Quen Dwrravid D51 7 D | 4

» Selecione a VM e clique em "Mostrar topologia".
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Exportar para Excel

Para capturar os dados coletados em um formato utilizavel, use a opgao "Baixar relatério" para baixar o
arquivo XLSX.

Para baixar o relatério, siga os passos abaixo:

* Acesse o painel do VMDC.

» Selecione o nome do vCenter e clique em "Exibir inventario".

i - L L - - o
- [+ ] O DY st A0 it 1 2 &0 =
FMINtAPP M Data Collector | Dastibosn o 9
[ i
1. e @ B =R
o e a0
== vCenter-WELDA (E‘t
@ TrLnaari o Sucss

» Selecione a opgao "Baixar relatorio”
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» Selecione o intervalo de tempo. O intervalo de tempo oferece varias opgdes, de 4 horas a 7 dias.

B vk Coloe Hedpe - % £ w - 1 S
- < T st i L T & fH =

Downdoad Repart
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T

Por exemplo, se os dados necessarios forem das ultimas 4 horas, escolha 4 ou escolha o valor apropriado
para capturar os dados daquele periodo especifico. Os dados gerados s&o agregados de forma continua.
Portanto, selecione o intervalo de tempo para garantir que o relatério gerado capture as estatisticas de carga
de trabalho necessarias.

Contadores de dados VMDC

Apo6s o download, a primeira planilha exibida pelo VMDC ¢ "VM Info", uma planilha que contém informacdes
sobre as VMs que residem no ambiente vSphere. Isso mostra informagdes genéricas sobre as maquinas
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virtuais: nome da VM, estado de energia, CPUs, memoaria provisionada (MB), memoria utilizada (MB),
capacidade provisionada (GB), capacidade utilizada (GB), versao das ferramentas VMware, versédo do
sistema operacional, tipo de ambiente, datacenter, cluster, host, pasta, armazenamento de dados primario,
discos, NICs, ID da VM e UUID da VM.

A guia 'Desempenho da VM' captura os dados de desempenho de cada VM amostrada no nivel de intervalo
selecionado (o padrao € 5 minutos). A amostra de cada maquina virtual abrange: IOPS médio de leitura, IOPS
meédio de gravagao, IOPS médio total, IOPS de pico de leitura, IOPS de pico de gravagao, IOPS de pico total,
throughput médio de leitura (KB/s), throughput médio de gravagao (KB/s), throughput médio total (KB/s),
throughput de pico de leitura (KB/s), throughput de pico de gravagao (KB/s), throughput de pico total (KB/s),
laténcia média de leitura (ms), laténcia média de gravacao (ms), laténcia média total (ms), laténcia de pico de
leitura (ms), laténcia de pico de gravagao (ms) e laténcia de pico total (ms).

A aba "ESXi Host Info" captura para cada host: Datacenter, vCenter, Cluster, SO, Fabricante, Modelo,
Soquetes de CPU, Nucleos de CPU, Velocidade do clock liquido (GHz), Velocidade do clock da CPU (GHz),
Threads de CPU, Meméria (GB), Memodria usada (%), Uso da CPU (%), Contagem de VMs convidadas e
Numero de NICs.

Préximos passos

Use o arquivo XLSX baixado para exercicios de otimizacao e refatoragao.

Descricao dos atributos do VMDC
Esta sec¢do do documento aborda a definicdo de cada contador usado na planilha do Excel.

Folha de informag6es da VM
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Informag¢oes do host ESXi

Hasal ; e afthe ESKi Hyperdsor Server

Datacentar Wirtual DataCenter Name under which the EsXi Hypervisor Hosts exi sts

wCanter Wersion of the Whiaare vCenter Server used to Manage & Monitor the ESKi Hosts
Cluster Mame ofthe O uster under which the ESXi Hypervisar Hosts exists

05 '-'Hsinnnf‘.fhl'umESHlH'ﬂ:Enrimrthatisin!:allud on the Host [ Server
Manufacturer Wendor Company name of the Physical Server afthe Host

Model Server Madel ) Model Mumber of the Physical Server

CPU Sochats Total number of CPU Sockets installed on the Physical Server

CPU Cores Total number of Cores acrass all CPU Sockets instal led on the Physical Server

CPU ﬂll-ﬂb‘lh.l‘l Wendor Compary & Mode Infarmatian of the CPU Type instal led on the Physical Server
Met Clock Sum of (P U Clock Speed of all €FU cores running on the Physical Server. Units GHz
CPU C H' Clock Speed of each CPU core running on the Phys cal Server. Units GHz

CPU Threads Total Number of threads supparted for all Cores on the Physical Server

Meinary (GB) Total RAM installed on the Physical Server. Units GB

Memory Used (%) Percentage of Memory Used on the Physical Server / Host

CPU usage (%) Percentage af CPU Used on the Physical Server / Host

Guest VM Count Total Humiber of Guest Virtual Machines running on the P| cal Server f Host
Mumber of NICs Total Number of Network Interface Connection Ports on the Physical Hypervisor Server / Host
Concluséao

Com as mudangas iminentes no licenciamento, as organizagdes estdo abordando proativamente o potencial
aumento no Custo Total de Propriedade (TCO). Eles estao otimizando estrategicamente sua infraestrutura
VMware por meio de gerenciamento agressivo de recursos e dimensionamento correto para melhorar a
utilizagéo de recursos e simplificar o planejamento de capacidade. Por meio do uso eficaz de ferramentas
especializadas, as organizagdes podem identificar e recuperar recursos desperdicados de forma eficiente,
reduzindo subsequentemente as contagens de nucleos e as despesas gerais de licenciamento. O VMDC
oferece a capacidade de coletar rapidamente dados de VM que podem ser divididos para gerar relatérios e
otimizar o ambiente existente.

Usando o VMDC, realize uma avaliagao rapida para identificar recursos subutilizados e, em seguida, use o
NetApp Data Infrastructure Insights (DIl) para fornecer analises detalhadas e recomendacgdes para
recuperacao de VM. Isso permite que os clientes entendam as potenciais economias de custos e otimizagao
enquanto o NetApp Data Infrastructure Insights (DIl) é implantado e configurado. O NetApp Data Infrastructure
Insights (DII) pode ajudar as empresas a tomar decisbes informadas sobre a otimizagéo de seu ambiente de
VM. Ele pode identificar onde os recursos podem ser recuperados ou os hosts desativados com impacto
minimo na produgédo, ajudando as empresas a navegar pelas mudangas trazidas pela aquisicdo da VMware
pela Broadcom de maneira estratégica e ponderada. Em outras palavras, o VMDC e o DIl, como um
mecanismo de analise detalhada, ajudam as empresas a eliminar a emocéo da decisdo. Em vez de reagir as
mudangas com panico ou frustragéo, eles podem usar os insights fornecidos por essas duas ferramentas para
tomar decisdes racionais e estratégicas que equilibrem a otimizagdo de custos com a eficiéncia operacional e
a produtividade.

Com a NetApp, dimensione corretamente seus ambientes virtualizados e introduza desempenho de
armazenamento flash econémico, juntamente com solugbes simplificadas de gerenciamento de dados e
ransomware para garantir que as organizagdes estejam preparadas para o novo modelo de assinatura, ao
mesmo tempo em que otimiza os recursos de Tl atualmente em vigor.
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25-50% optimization

savings (based on

Optimize VMware core licensing VMDC reports showing

Optimize VMware core licensing and right-size workloads CPU utilization of ~30%
or less)

VSAN VS ONTAP

Optimize your on-premises VMware ; e

deployment with ONTAP L TTTr™s [T T T
Optimize: NetApp® Data Infrastructure
VM i . Insights
- VMware core licensing  n——) < Untissiare fapoliay
- VM CPU and memory + Drive density

* Right-size workloads

Proximos passos

Baixe o pacote VMDC e reuna os dados e use"Estimador de TCO do vSAN" para facil proje¢do e depois
usar"DI|" fornecer continuamente inteligéncia, impactando a Tl agora e no futuro para garantir que ela possa
se adaptar conforme novas necessidades surgirem.
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Informacgoes sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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