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Instalar e configurar

Instalar o plug-in NFS do NetApp para VMware VAAI

A instalacdo do plug-in NFS envolve a ativacdo do VMware vStorage para NFS no
sistema de storage NetApp, a verificagdo de que o VAAI (VMware vStorage APIs for
Array Integration) esta habilitado no host VMware, o download e a instalacdo do plug-in
no host VMware ESXi e a verificacdo de que a instalacdo € bem-sucedida.

Antes de comecgar
* O NFSv3 ou o0 NFSv4,1 devem estar ativados no sistema de armazenamento.

@ O NFSv4,1 esta disponivel apenas em sistemas ONTAP 9.0 e o NFSv3 esta disponivel em
ambos os sistemas de modo 7 e modo de cluster.

* O VMware vSphere 7.0U1 deve estar disponivel.

Para obter informacdes adicionais sobre como ativar o NFS e usar o VMware vSphere, consulte os manuais
listados em Passo 10.

Sobre esta tarefa
» Se vocé estiver usando a CLI do VMware ESXi para instalar o plug-in, comece com Passo 10 .
» Se vocé estiver usando o Virtual Storage Console para VMware vSphere (VSC) para instalar o plug-in,
comece com Passo 30 .

O VSC habilita o VMware vStorage for NFS no controlador de storage e habilita o VAAI no host ESXi, que
séo etapas 1 2deste procedimento.

» Se vocé estiver usando as ferramentas do ONTAP para o VMware vSphere para instalar o plug-in, comece
com Passo 30 .

As convengodes de endereco IP utilizadas:

* Os enderecos IP do formulario 192.168.42.2xx referem-se as portas VMkernel do servidor ESXi.

» Os enderecos IP do formulario 192.168.42.6x referem-se a sistemas que executam o Data ONTAP
operando no modo 7.

* Os enderecgos IP do formulario 192.168.42.8x referem-se a maquinas virtuais de armazenamento (SVMs,
anteriormente conhecidas como VServers) em sistemas ONTAP.

Passos
1. ative o VMware vStorage para NFS:

Se vocé usar a... Entao...

CLI do ONTAP Habilite o VMware vStorage for NFS no SVM: vserver nfs
modify -vserver vserver name -vstorage enabled
<vserver name> E 0 nome do SVM.



Se vocé usar a... Entao...

CLI de 7 modos Habilite o VMware vStorage para NFS no sistema de storage:
options nfs.vstorage.enable on

CLI de 7 modos para unidades do Habilite a instalagao do vStorage para NFS do plug-in NetApp NFS

vFiler na unidade do vFiler da MultiStore que hospeda armazenamentos de
dados VMware NFS: vfiler run vfiler name options
nfs.vstorage.enable on

Verifique se o VAAI esta habilitado em cada host ESX.

No VMware vSphere 5,0 e posterior, o0 VAAI é habilitado por padréo.

Se vocé usar a... Entao...

CLI do VMware ESXi a. Verifique se o VAAI esta ativado: esxcfg-advcfg -g
/DataMover/HardwareAcceleratedMove esxcfg-advcfg
-g /DataMover/HardwareAcceleratedInit

Se o VAAI estiver ativado, esses comandos exibem a seguinte
saida:

~ # esxcfg-advcfg -g
/DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is **1**
~ # esxcfg-advcfg -g
/DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is **1**

b. Se o VAAI ndo estiver ativado, ative o VAAI: esxcfg-advcfg
-s 1 /DataMover/HardwareAcceleratedInit esxcfg-
advcfg -s 1 /DataMover/HardwareAcceleratedMove

Estes comandos apresentam a seguinte saida:

~ # esxcfg-advcfg -s 1
/DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is **1**
~ # esxcfg-advcfg -s 1
/DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is **1*x*



Se vocé usar a... Entao...
Cliente vSphere a. Faca login no vCenter Server.
b. Para cada servidor ESXi, clique no nome do servidor.

c. Na secéo Software da guia Configuracgéo, clique em
Configuragdes avangadas.

d. Selecione DataMover e, em seguida, verifique se
DataMover.HardwareAcceleratedMove 0S parametros e
DataMover.HardwareAcceleratedInit estdo definidos
como 1.

3. Faca o download do plug-in NFS do NetApp para VMware VAAI:
a. Va para a pagina Download em "Plug-in NFS do NetApp para downloads do VMware VAAI".
b. Baixe a versao mais recente do software para 2,0 e vSphere 7.0U1 e posterior.

4. Verifique o binario com a imagem assinada e a chave publica:
a. Transfira o seguinte zip para a /tmp pasta:
NetAppNasPlugin-<version>.Signed.zip
Este zip contém os seguintes arquivos:

" NetAppNasPlugin-<version>.zip
" NetAppNasPlugin-<version>.zip.sig
" csc-prod-CFSG-NFS-Plugin.pem

b. Obtenha a chave publica da cadeia de certificados usando o seguinte comando:

openssl x509 -in csc-prod-CFSG-NFS-Plugin.pem -pubkey -noout > csc-prod-
CFSG-NFS-Plugin.pub

" csc-prod-CFSG-NFS-Plugin.pem a cadeia de certificados esta presente em
NetAppNasPlugin-<version>.Signed.zip

* csc-prod-CFSG-NFS-Plugin.pub é uma chave publica

c. Verifique a imagem assinada com a chave publica:

openssl dgst -sha256 -verify csc-prod-CFSG-NFS-Plugin.pub -signature /tmp/
NetAppNasPlugin-<version>.zip.sig /tmp/NetAppNasPlugin-<version>.zip

Se a verificagao for bem-sucedida, € apresentada a seguinte saida:

Verified OK

5. Instale o plug-in no host ESXi executando os seguintes comandos:

/etc/init.d/vaai-nasd stop


https://mysupport.netapp.com/site/products/all/details/nfsplugin-vmware-vaai/downloads-tab

esxcli software component apply -d /tmp/<some path>/NetAppNasPlugin-
<version>.zip

/etc/init.d/vaai-nasd start

° <some_path> € 0 caminho para a localizagdo do arquivo baixado
° NetAppNasPlugin-<version>.zip esta contido no zip baixado

. Verifique se o plug-in foi instalado com sucesso no host na linha de comando do VMware ESXi:
esxcli software component list
O plug-in funciona automaticamente apds a instalagéo e reinicializagéo.

O uso desses comandos garante que o componente permanega compativel com o novo recurso vLCM do
vSphere, disponivel em 7,0x e posterior.

. Se vocé estiver instalando o plug-in em um novo sistema host ou se o servidor executando o ONTAP tiver
sido configurado recentemente, crie ou modifique regras de politica de exportagao para os volumes raiz e
para cada volume de armazenamento de dados NFS nos servidores ESXi que usam o VAAI em
"Configurar politicas de exportacéo para o ONTAP para permitir o VAAI em NFS".

Ignore esta etapa se estiver usando o Data ONTAP operando no modo 7D.

Vocé pode usar politicas de exportagao para restringir o acesso a volumes a clientes especificos. O
NFSv4 é necessario na politica de exportagdo para que o descarregamento de cépias VAAI funcione,
portanto, talvez seja necessario modificar as regras de politica de exportagéo para volumes de datastore
em SVMs. Se vocé estiver usando protocolos diferentes de NFS em um datastore, verifique se a
configuragdo de NFS na regra de exportagdo ndo removera esses outros protocolos.

Se vocé usar... Entao...

CLI do ONTAP Defina nfs como o protocolo de acesso para cada regra de politica
de exportacao para servidores ESXi que usam VAAI: “vserver export-
policy rule modify -vserver vs1 -policyname mypolicy -ruleindex 1
-protocol nfs -rwrule krb5

krb5i any -rorule krb5
krb5i any’

No exemplo a seguir:

vs1 E o nome do SVM. mypolicy é o nome da politica de
exportagéo. 1 é o numero de indice da regra. nfs Inclui os
protocolos NFSv3 e NFSv4. ** O estilo de seguranga para RO
(somente leitura) e RW (leitura-gravagéao) € krb5, krb5i ou qualquer. +
[listing] ---- cluster1::> vserver export-policy rule modify -vserver vs1
-policyname mypolicy -ruleindex 1 -protocol nfs -rwrule krb5

krb5i any -rorule krb5
krbSi any ----



Se vocé usar... Entao...
Gerente do sistema da ONTAP a. Na guia Inicio, clique duas vezes no cluster apropriado.

b. Expanda a hierarquia de maquinas virtuais de armazenamento
(SVMs) no painel de navegagao esquerdo.

Se vocé estiver usando uma versédo do System
@ Manager anterior a 3,1, o termo VServers sera

usado em vez de maquinas virtuais de

armazenamento na hierarquia.

c. No painel de navegagéo, selecione a maquina virtual de
armazenamento (SVM) com armazenamentos de dados
habilitados para VAAI e clique em politicas > politicas de
exportagao.

d. Na janela Exportar politicas, expanda a politica de exportagéo e,
em seguida, selecione o indice de regras.

A interface do usuario ndo especifica que o armazenamento de
dados esta habilitado para VAAL

e. Clique em Modificar regra para exibir a caixa de dialogo
Modificar regra de exportagao.

f. Em Access Protocols, selecione NFS para habilitar todas as
versdes do NFS.

g. Clique em OK.

8. Se vocé estiver usando o Data ONTAP operando no modo 7, execute 0 exportfs comando para exportar
caminhos de volume.

Ignore esta etapa se estiver usando o ONTAP.

Para obter mais informagdes sobre 0 exportfs comando, consulte "Guia de gerenciamento de
protocolos e acesso a arquivos do Data ONTAP 8.2 para o modo 7" .

Ao exportar o volume, vocé pode especificar um nome de host ou endereco IP, uma sub-rede ou um
netgroup. Pode especificar o endereco IP, a sub-rede ou os anfitrides para rw as opgoes e root . Por
exemplo:

sysl> exportfs -p root=192.168.42.227 /vol/VAAI
Vocé também pode ter uma lista, separada por dois pontos. Por exemplo:
sysl> exportfs -p root=192.168.42.227:192.168.42.228 /vol/VAAI

Se vocé exportar o volume com o sinalizador real, o caminho de exportacado devera ter um Unico
componente para que a descarga de coépia funcione corretamente. Por exemplo:


https://library.netapp.com/ecm/ecm_download_file/ECMP1401220
https://library.netapp.com/ecm/ecm_download_file/ECMP1401220

sysl> exportfs -p actual=/vol/VAATI,root=192.168.42.227 /VAAI-ALIAS

(D A descarga de copia nao funciona para caminhos de exportagao de varios componentes.

9. Monte o datastore NFSv3 ou NFSv4,1 no host ESXi:
a. Para montar o datastore NFSv3, execute o seguinte comando:
esxcli storage nfs add -H 192.168.42.80 -s share name -v volume name
Para montar o datastore NFSv4,1, execute o seguinte comando:

esxcli storage nfs4l add -H 192.168.42.80 -s share name -v volume name -a
AUTH SYS/SEC KRB5/SEC _KRB5I

O exemplo a seguir mostra o comando a ser executado no ONTAP para a montagem do datastore e a
saida resultante:

~ # esxcfg-nas -a onc_src -o 192.168.42.80 -s /onc_src
Connecting to NAS volume: onc_src
/onc_src created and connected.

Para sistemas que executam o Data ONTAP operando no modo 7, o /vol prefixo precede o nome do
volume NFS. O exemplo a seguir mostra o comando 7-Mode para montar o datastore e a saida
resultante:

~ # esxcfg-nas -a vms_7m -o 192.168.42.69 -s /vol/vms_ 7m
Connecting to NAS volume: /vol/vms_ 7m
/vol/vms Tm created and connected.

b. Para gerenciar montagens nas:
esxcfg-nas -1

E apresentada a seguinte saida:

VMS voll03 is /VMS voll03 from 192.168.42.81 mounted available
VMS voll04 is VMS voll04 from 192.168.42.82 mounted available
dbenchl is /dbenchl from 192.168.42.83 mounted available
dbench2 is /dbench2 from 192.168.42.84 mounted available
onc_src is /onc_src from 192.168.42.80 mounted available

Apds a conclusao, o volume é montado e disponivel no diretdrio /vmfs/volumes.

10. Verifique se o datastore montado suporta VAAI usando um dos seguintes métodos:



Se vocé usar... Entao...

CLI ESXi vmkfstools -Ph /vmfs/volumes/onc src/ E apresentada a
seguinte saida:

NFS-1.00 file system spanning 1 partitions.
File system label (if any):

onc_src Mode: public Capacity 760 MB, 36.0 MB
available,

file block size 4 KB

UUID: fb9cccc8-320a99a6-0000-000000000000
Partitions spanned (on "notDCS") :

nfs:onc_src

NAS VAAI Supported: YES

Is Native Snapshot Capable: YES
~ #

Cliente vSphere a. Clique em ESXi Server > Configuration > Storage.

b. Exiba a coluna aceleracédo de hardware para um datastore NFS
com VAAI habilitado.

Para obter mais informagbes sobre o VMware vStorage sobre NFS, consulte o seguinte:

"Visao geral de referéncia de NFS da ONTAP 9"

"Guia de gerenciamento de protocolos e acesso a arquivos do Data ONTAP 8.2 para o modo 7"

Para obter detalhes sobre como configurar volumes e espago nos volumes, consulte o seguinte:

"Viséo geral do gerenciamento l6gico de storage com a CLI"

"Guia de gerenciamento de storage do Data ONTAP 8.2 para o modo 7"

Para obter mais informacdes sobre o VMware vSphere Lifecycle Manager, que também pode ser usado
para instalar e gerenciar plugins em varios hosts usando a GUI do cliente da Web do vCenter, consulte o
seguinte:

"Sobre o VMware vSphere Lifecycle Manager"

Para obter informacdes sobre como usar o VSC para provisionar armazenamentos de dados NFS e criar
clones de maquinas virtuais no ambiente VMware, consulte o seguinte:

"Guia de instalagdo e administracdo do Virtual Storage Console 6.2.1 para VMware vSphere"
Para obter mais informagbes sobre como usar as ferramentas do ONTAP para o VMware vSphere para
provisionar armazenamentos de dados NFS e criar clones de maquinas virtuais no ambiente VMware,

consulte o seguinte:

"Ferramentas do ONTAP para documentacdo do VMware vSphere"


http://docs.netapp.com/ontap-9/topic/com.netapp.doc.cdot-famg-nfs/home.html
https://library.netapp.com/ecm/ecm_download_file/ECMP1401220
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-vsmg/home.html
https://library.netapp.com/ecm/ecm_download_file/ECMP1368859
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere-lifecycle-manager.doc/GUID-74295A37-E8BB-4EB9-BFBA-47B78F0C570D.html
https://library.netapp.com/ecmdocs/ECMLP2561116/html/index.html
https://docs.netapp.com/vapp-98/topic/com.netapp.doc.vsc-dsg/home.html

1.

Para obter mais informacdes sobre como trabalhar com armazenamentos de dados NFS e executar
operagoes de clonagem, consulte o seguinte:

"Armazenamento do VMware vSphere"

Se vocé estiver usando o Data ONTAP operando no modo 7, execute 0 sis on comando para habilitar o
volume do datastore para descarregamentos de copias e deduplicacéo.

Para o ONTAP, veja os detalhes de eficiéncia de um volume:

volume efficiency show -vserver vserver name -volume volume name
@ Para sistemas AFF (AFF), a eficiéncia de volume é ativada por padrao.

Se a saida do comando nao exibir nenhum volume com eficiéncia de storage habilitada, habilite a
eficiéncia:

volume efficiency on -vserver vserver name -volume volume name

Ignore esta etapa se vocé estiver usando as ferramentas do VSC ou do ONTAP para o VMware vSphere
para configurar os volumes porque a eficiéncia de volume esta habilitada nos datastores por padrao.

sysl> volume efficiency show
This table is currently empty.

sysl> volume efficiency on -volume testvoll
Efficiency for volume "testvoll" of Vserver "vsl" is enabled.

sysl> volume efficiency show

Vserver Volume State Status Progress
Policy
vsl testvoll Enabled 1Idle Idle for 00:00:06 -

Para obter detalhes sobre como ativar a deduplicagdo nos volumes do datastore, consulte o seguinte:
"Viséo geral do gerenciamento légico de storage com a CLI"

"Guia de gerenciamento de protocolos e acesso a arquivos do Data ONTAP 8.2 para o modo 7"

Depois de terminar

Use os recursos de reserva de espaco de plug-in NFS e descarga de copia para tornar as tarefas de rotina
mais eficientes:

» Crie maquinas virtuais no formato VMDK (thick virtual machine disk) em volumes tradicionais do NetApp
ou volumes FlexVol, e reserve espaco para o arquivo quando vocé o criar.

» Clonar maquinas virtuais existentes dentro ou entre volumes do NetApp:

> Armazenamentos de dados que sdo volumes na mesma SVM no mesmo né.


http://pubs.vmware.com/vsphere-60/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-60-storage-guide.pdf
http://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-vsmg/home.html
https://library.netapp.com/ecm/ecm_download_file/ECMP1401220

o Armazenamentos de dados que s&o volumes na mesma SVM em nos diferentes.
o Armazenamentos de dados que s&o volumes no mesmo sistema de 7 modos ou unidade do vFiler.

» Executar operagdes de clonagem que sdo concluidas mais rapidamente do que operagdes de clone ndo
VAAI porque elas ndo precisam passar pelo host ESXi.

Configurar politicas de exportacao para o ONTAP para
permitir o VAAI em NFS

Vocé deve configurar politicas de exportagao para fornecer conformidade entre os
recursos de storage VMware vStorage APIs for Array Integration (VAAI) no servidor NFS
e no storage NetApp. No ONTAP, as exportac¢des de volume sao restritas por politicas de
exportacao aplicadas em maquinas virtuais de storage (SVMs, anteriormente conhecidas
como VServers).

Antes de comecgar
* As chamadas NFSv4 devem ser permitidas pelos volumes NFS relevantes.

* O usuario raiz deve ser mantido como o usuario principal.
* NFSv4 deve ser permitido em todos os volumes principais interligados.

* A opcao de suporte VAAI deve ser definida no servidor NFS relevante.

Sobre esta tarefa
Vocé pode configurar diferentes politicas de exportagédo para varias condiges e protocolos.

Passos

1. Se uma politica de exportacéo nao for criada, crie uma politica de exportagédo para o SVM no volume raiz
do host VMware ESXi que contenha o nome do SVM, o nome da politica, o indice de regras padrao, o
protocolo e assim por diante:

vserver export-policy rule modify -vserver vserver name -policyname default
-ruleindex rule index -protocol NFSv3\ |NFSv4

2. Modifique a politica de exportagdo para permitir os protocolos NFSv3 e NFSv4 com as seguintes
condigdes:

> Vocé deve ter configurado a regra de politica de exportagao para o respetivo servidor ESX e o volume
com todas as permissdes de acesso relevantes.

° Vocé deve ter definido os valores de RW, RO e superuser para SYS ou ANY para a correspondéncia do
cliente.

o Tem de ter permitido o protocolo NFSv3 e NFSv4.

O Protocolo de Acesso na politica de exportagédo € definido da seguinte forma:

* Protocolo de acesso nfs (para incluir todas as versdes do NFS)

* Protocolo de acesso: nfsv3, nfsv4 (NFSv3 para acesso ao datastore NFSv3) e NFSv4 (NFSv4
para acesso ao datastore NFSv4,1).

Os comandos a seguir exibem os detalhes do SVM e definem a politica de exportagéao:



cm3240c-rtp::> vol show -vserver vmware -volume vmware VAAT
-fields policy (volume

show)

vserver volume policy junction-path

vmware vmware VAAT vmware access /VAATI

cm3240c-rtp::> export-policy rule show -vserver vmware -policyname

vmware access-ruleindex 2 (vserver export-policy rule show)

Vserver: vmware

Policy Name: vmware access

Rule Index: 1

Access Protocol: nfs3,nfs4 (can also be nfs for NFSv3)
Client Match Spec: 192.168.1.6

RO Access Rule: sys

RW Access Rule: sys

User ID To Which Anonymous Users Are Mapped: 65534
Superuser Security Flavors: sys

Honor SetUID Bits In SETATTR: true

Allow Creation of Devices: true

Qualquer alteragao de politica € aplicada a todos os volumes usando a politica relevante e néo é restrita
aos volumes do armazenamento de dados NFS.

3. Modifique a politica de exportacao para definir o superusuario como SYS com as seguintes condigdes:

> Vocé deve ter configurado todos os volumes pai no caminho de jungdo com permissao de acesso de
leitura para o volume raiz, acesso NFSv4 e acesso VAAI ao volume de jungao.

O superusuario do volume raiz para o SVM é definido como SYS para o cliente relevante.

> Vocé deve ter negado a permisséo de acesso de gravagao para o volume raiz do SVM. Os comandos
a seguir exibem os detalhes do SVM e definem a politica de exportacéo:

cm3240c-rtp::> vol show -vserver vmware -volume vmware root -fields
policy,

junction-path (volume show)

vserver volume policy Jjunction-path

vmware vmware root root policy /

10



cm3240c-rtp::> export-policy rule show -vserver vmware -policyname
root policy
-ruleindex 1 (vserver export-policy rule show)

Vserver: vmware

Policy Name: root policy

Rule Index: 1

Access Protocol: nfs <--- as in scenario 1, set to nfs or nfs3,nfs4
Client Match Spec: 192.168.1.5

RO Access Rule: sys

RW Access Rule: never <--- this can be never for security reasons
User ID To Which Anonymous Users Are Mapped: 65534

Superuser Security Flavors: sys <--- this is required for VAAI to
be set, even

in the parent volumes like vsroot

Honor SetUID Bits In SETATTR: true

Allow Creation of Devices: true

O usuario raiz € mantido porque o superusuario esta definido como SYS. Portanto, o usuario root pode
acessar o volume que tem o caminho de jungéo /VAAL.

Se houver volumes adicionais nas jungdes entre o volume raiz e o volume VMware_VAAI, esses
volumes deverao ter uma regra de politica para o respetivo cliente, em que o superusuario esta
definido como SYS ou ANY.

Na maioria dos casos, o volume raiz usa uma politica com o Nome da politica definido como padrao.

Qualquer alteragéo de politica é aplicada a todos os volumes usando a politica relevante e nao é restrita
ao volume raiz.

4. Ative o recurso vStorage: nfs modify -vserver vserver name vmware -vstorage enabled
O servigo NFS na SVM exige a ativagéo do recurso vStorage.

5. Verifique se o recurso vStorage esta ativado:
nfs show -fields vstorage
A saida deve afixar enabled:

cm3240c-rtp::> nfs show -fields vstorage

vserver vstorage

6. Crie a politica de exportagao:

11



vserver export-policy rule create

Os comandos a seguir criam a regra de politica de exportagao:
Userl-vserver2::> protocol export-policy rule create -vserver vsl
-policyname default -clientmatch 0.0.0.0/0 -rorule any -rwrule any

-superuser
any —anon O

Userl-vserver2::> export-policy rule show vserver export-policy rule

show)

Virtual Policy Rule Access Client RO
Server Name Index Protocol Match Rule
vsl default 1 any 0.0.0.0/0 any

Userl-vserver2: :>

7. Exibir a politica de exportacao:

12

vserver export-policy show

Os comandos a seguir exibem a politica de exportagao:

Userl-vserver2::> export-policy show (vserver export-policy show)
Virtual Server Policy Name

vsl default
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POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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