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Compreender mais sobre eventos

Compreender os conceitos sobre eventos ajuda vocé a gerenciar seus clusters e objetos
de cluster com eficiéncia e a definir alertas adequadamente.

Definicoes de estado do evento

O estado de um evento ajuda a identificar se é necessaria uma agao corretiva adequada.
Um evento pode ser novo, reconhecido, resolvido ou Obsoleto. Observe que eventos
novos e reconhecidos sao considerados eventos ativos.

Os estados do evento sédo os seguintes:
* Novo
O estado de um novo evento.
* Reconhecido
O estado de um evento quando vocé o reconheceu.
* Resolvido
O estado de um evento quando ele € marcado como resolvido.
* Obsoleto

O estado de um evento quando ele é corrigido automaticamente ou quando a causa do evento ndo é mais
valida.

@ N&o é possivel reconhecer ou resolver um evento obsoleto.

Exemplo de estados diferentes de um evento

Os exemplos a seguir ilustram as alteragbes manuais e automaticas do estado do evento.

Quando o Cluster de Eventos nao alcancavel é acionado, o estado de evento é novo. Quando vocé reconhece
o evento, o estado do evento muda para confirmado. Quando vocé tiver tomado uma agéo corretiva
apropriada, vocé deve marcar o evento como resolvido. O estado do evento muda entédo para resolvido.

Se o evento Cluster Not reachable for gerado devido a uma falha de energia, entdo, quando a energia for
restaurada, o cluster comega a funcionar sem qualquer intervengao do administrador. Portanto, o evento
Cluster Not reachable nao € mais valido e o estado do evento muda para Obsoleto no préximo ciclo de
monitoramento.

O Unified Manager envia um alerta quando um evento esta no estado Obsoleto ou resolvido. A linha de
assunto do e-mail e o conteudo de um alerta fornecem informagdes sobre o estado do evento. Uma armadilha
SNMP também inclui informacdes sobre o estado do evento.



Descricao dos tipos de gravidade do evento

Cada evento é associado a um tipo de gravidade para ajuda-lo a priorizar os eventos que
exigem acgao corretiva imediata.

» Critica

Ocorreu um problema que pode levar a interrupgao do servigo se nao forem tomadas medidas corretivas
imediatamente.

Eventos criticos de desempenho sao enviados apenas a partir de limites definidos pelo usuario.
* Erro

A origem do evento ainda esta em execucao; no entanto, € necessaria uma acao corretiva para evitar
interrupcéo do servico.

* Aviso
A origem do evento experimentou uma ocorréncia que vocé deve estar ciente ou um contador de
desempenho de um objeto de cluster esta fora do intervalo normal e deve ser monitorado para garantir
que ele néo atinja a gravidade critica. Os eventos desta gravidade ndo causam interrup¢des no servigo e

podem n&o ser necessarias ag¢des corretivas imediatas.

Os eventos de aviso de desempenho séo enviados a partir de limites definidos pelo usuario, definidos pelo
sistema ou dinamicos.

* Informacgao
O evento ocorre quando um novo objeto é descoberto ou quando uma agéo do usuario é executada. Por
exemplo, quando qualquer objeto de armazenamento € excluido ou quando ha alteragdes de

configuragéo, o evento com informagdes de tipo de gravidade é gerado.

Os eventos de informagao séo enviados diretamente do ONTAP quando deteta uma alteragdo de
configuragéao.

Descrigcao dos niveis de impactos do evento

Cada evento é associado a um nivel de impactos (Incidente, risco ou evento) para ajuda-
lo a priorizar os eventos que exigem agao corretiva imediata.

* Incidente
Um incidente € um conjunto de eventos que podem fazer com que um cluster pare de fornecer dados ao
cliente e fique sem espacgo para armazenar dados. Os eventos com um nivel de impactos de Incidente sédo
0s mais graves. Devem ser tomadas medidas corretivas imediatas para evitar interrupgdes no servico.

* Risco
Um risco € um conjunto de eventos que podem potencialmente fazer com que um cluster pare de fornecer

dados ao cliente e fique sem espaco para armazenar dados. Eventos com um nivel de impacto de risco
podem causar interrupgdes no servigo. Pode ser necessaria uma agao corretiva.



* Evento

Um evento é uma alteragao de estado ou status de objetos de armazenamento e seus atributos. Os
eventos com um nivel de impactos de evento sdo informativos e ndo requerem agao corretiva.

Descricao das areas de impactos de eventos

Os eventos sdo categorizados em cinco areas de impactos (disponibilidade, capacidade,
configuragao, desempenho e protecao) para que vocé se concentre nos tipos de eventos
pelos quais vocé é responsavel.

* Disponibilidade

Os eventos de disponibilidade notificam se um objeto de armazenamento ficar offline, se um servigo de
protocolo ficar inativo, se ocorrer um problema com failover de armazenamento ou se ocorrer um
problema com hardware.

» Capacidade

Os eventos de capacidade notificam vocé se agregados, volumes, LUNs ou namespaces estao proximos
ou atingiram um limite de tamanho, ou se a taxa de crescimento é incomum para o seu ambiente.

» Configuragao

Os eventos de configuragéo informam sobre a descoberta, exclusdo, adigdo, remog¢ao ou renomeagéao de
seus objetos de armazenamento. Os eventos de configuragao tém um nivel de impactos de evento e um
tipo de informacgao de gravidade.

* Desempenho

Os eventos de desempenho notificam vocé sobre as condigdes de recursos, configuragéo ou atividade no
cluster que podem afetar negativamente a velocidade de entrada ou recuperagédo de armazenamento de
dados em seus objetos de armazenamento monitorados.

* Protecgao

Eventos de protegéo notificam vocé sobre incidentes ou riscos envolvendo relacionamentos do
SnapMirror, problemas com a capacidade de destino, problemas com relacionamentos do SnapVault ou
problemas com tarefas de protegéo. Todos os objetos ONTAP (especialmente agregados, volumes e
SVMs) que hospedam volumes secundarios e relacionamentos de protegdo sao categorizados na area de
impacto de protecao.

Como o status do objeto é calculado

O status do objeto € determinado pelo evento mais grave que atualmente detém um
estado novo ou reconhecido. Por exemplo, se um status de objeto for erro, um dos
eventos do objeto tem um tipo de gravidade de erro. Quando a acéao corretiva tiver sido
tomada, o estado do evento passa para resolvido.



Fontes de eventos de desempenho

Eventos de performance sao problemas relacionados a performance de workload em um
cluster. Eles ajudam a identificar objetos de storage com tempos de resposta lentos,
também conhecidos como alta laténcia. Juntamente com outros eventos de saude que
ocorreram ao mesmo tempo, vocé pode determinar os problemas que podem ter
causado ou contribuido para os tempos de resposta lentos.

O Unified Manager recebe eventos de desempenho das seguintes fontes:
* Eventos de politica de limite de desempenho definidos pelo usuario

Problemas de desempenho baseados em valores de limite personalizados definidos por vocé. Vocé
configura politicas de limite de performance para objetos de storage, por exemplo, agregados e volumes,
para que eventos sejam gerados quando um valor de limite para um contador de performance for violado.

Vocé deve definir uma politica de limite de desempenho e atribui-la a um objeto de storage para receber
esses eventos.

* Eventos de politica de limite de desempenho definidos pelo sistema

Problemas de performance com base em valores de limite definidos pelo sistema. Essas politicas de limite
sdo incluidas na instalagéo do Unified Manager para cobrir problemas comuns de desempenho.

Essas politicas de limite sdo ativadas por padrao e vocé pode ver eventos pouco depois de adicionar um
cluster.

* Eventos de limite de desempenho dinamico

Problemas de performance resultantes de falhas ou erros em uma INFRAESTRUTURA DE Tl ou de
workloads que sobreutilizam recursos de cluster. A causa desses eventos pode ser um problema simples
que se corrige ao longo de um periodo de tempo ou que pode ser resolvido com um reparo ou alteragao
de configuragédo. Um evento de limite dindmico indica que os workloads de volume em um sistema ONTAP
estao lentos devido a outros workloads com alta utilizagdo de componentes de cluster compartilhados.

Esses limites sao ativados por padrao e vocé pode ver eventos apos trés dias de coleta de dados de um
novo cluster.

Detalhes do grafico de eventos de desempenho dinamico

Para eventos de desempenho dinamico, a se¢ao Diagndstico do sistema da pagina de
detalhes do evento lista as principais cargas de trabalho com a maior laténcia ou uso do
componente do cluster que esta em disputa. As estatisticas de desempenho baseiam-se
no tempo em que o evento de desempenho foi detetado até a ultima vez que o evento foi
analisado. Os graficos também exibem estatisticas histéricas de desempenho para o
componente do cluster que esta em disputa.

Por exemplo, vocé pode identificar workloads com alta utilizagcdo de um componente para determinar qual
workload mover para um componente menos utilizado. Mover a carga de trabalho reduziria a quantidade de
trabalho no componente atual, possivelmente deixando o componente fora da contencéo. Na desta secgao
encontra-se a hora e o intervalo de datas em que um evento foi detetado e analisado pela ultima vez. Para



eventos ativos (novos ou reconhecidos), a ultima hora analisada continua a ser atualizada.

Os graficos de laténcia e atividade exibem os nomes das principais cargas de trabalho quando vocé passa o
cursor sobre o grafico. Clicar no menu tipo de carga de trabalho a direita do grafico permite classificar as
cargas de trabalho com base em sua fungéo no evento, incluindo sharks, bullies ou vitimas, e exibe detalhes
sobre sua laténcia e seu uso no componente de cluster em disputa. Vocé pode comparar o valor real com o
valor esperado para ver quando o workload estava fora do intervalo esperado de laténcia ou uso. \Workloads
monitorados pelo Unified ManagerConsulte .

Quando vocé classifica por desvio de pico na laténcia, as cargas de trabalho definidas pelo

@ sistema nao sdo exibidas na tabela, porque a laténcia se aplica somente a cargas de trabalho
definidas pelo usuario. As cargas de trabalho com valores de laténcia muito baixos nao séo
exibidas na tabela.

Para obter mais informagbes sobre os limites de desempenho dindmico, Quais sao os eventosconsulte . Para
obter informagdes sobre como o Unified Manager classifica as cargas de trabalho e determina a ordem de
classificagdo, Como o Unified Manager determina o impacto no desempenho de um eventoconsulte .

Os dados nos graficos mostram 24 horas de estatisticas de desempenho antes da ultima vez em que o evento
foi analisado. Os valores reais e os valores esperados para cada workload baseiam-se no tempo em que a
carga de trabalho foi envolvida no evento. Por exemplo, uma carga de trabalho pode se envolver em um
evento depois que o evento foi detetado, portanto, suas estatisticas de desempenho podem né&o corresponder
aos valores no momento da detegéo de eventos. Por padrdo, as cargas de trabalho sao classificadas por
desvio de pico (mais alto) na laténcia.

Como o Unified Manager retém no maximo 30 dias de dados de eventos e performance
histéricos de 5 minutos, se o evento tiver mais de 30 dias, nenhum dado de performance sera
exibido.

» Coluna de ordenacao de carga de trabalho
o Grafico de laténcia
Exibe o impactos do evento na laténcia da carga de trabalho durante a ultima analise.
o Coluna de uso de componentes

Exibe detalhes sobre o uso do workload do componente do cluster na contengéo. Nos graficos, o uso
real € uma linha azul. Uma barra vermelha destaca a durac&o do evento, desde o tempo de detecéo
até o ultimo tempo analisado. Para obter mais informagbées, Medicoes de desempenho da carga de
trabalhoconsulte .

@ Para o componente de rede, uma vez que as estatisticas de desempenho da rede provém
de atividades fora do cluster, esta coluna nao é apresentada.

o Uso do componente

Exibe o historico de utilizagdo, em porcentagem, para os componentes de processamento de rede,
Data Processing e agregado ou o histérico de atividade, em porcentagem, para o componente do
grupo de politicas de QoS. O grafico ndo é exibido para os componentes de rede ou interconexao.
Vocé pode apontar para as estatisticas para visualizar as estatisticas de uso em um ponto especifico
no tempo.
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o * Total Write Mbps History*

Somente para o componente recursos do MetroCluster, a mostra a taxa de transferéncia de gravagao
total, em megabytes por segundo (Mbps), para todas as cargas de trabalho de volume que estéao
sendo espelhadas para o cluster de parceiros em uma configuragao do MetroCluster.

> Histoérico do evento
Exibe linhas sombreadas em vermelho para indicar os eventos histéricos para o componente em

disputa. Para eventos obsoletos, o grafico exibe eventos que ocorreram antes do evento selecionado
ser detetado e depois de resolvido.

Tipos de politicas de limite de performance definidas pelo
sistema

O Unified Manager fornece algumas politicas de limite padrdo que monitoram o
desempenho do cluster e geram eventos automaticamente. Essas politicas séo
habilitadas por padréo e geram eventos de aviso ou informag¢des quando os limites de
desempenho monitorados s&o violados.

@ As politicas de limite de performance definidas pelo sistema ndo estdo habilitadas em sistemas
Cloud Volumes ONTAP, ONTAP Edge ou ONTAP Select.

Se estiver a receber eventos desnecessarios de quaisquer politicas de limite de desempenho definidas pelo
sistema, pode desativar politicas individuais a partir da pagina Configuracao/gerir Eventos.

Politicas de limite de no

As politicas de limite de performance de nos definidos pelo sistema sao atribuidas, por padrao, a todos os nés
dos clusters que estdo sendo monitorados pelo Unified Manager:

* Recursos do no sobreutilizados

Identifica situagcdes em que um Unico no esta operando acima dos limites de sua eficiéncia operacional e,
portanto, potencialmente afetando as laténcias de workload. Este € um evento de aviso.

Para nos instalados com o ONTAP 8,3.x e software anterior, ele faz isso procurando nés que estejam
usando mais de 85% de seus recursos de CPU e RAM (utilizagdo de n6s) por mais de 30 minutos.

Para nés instalados com o ONTAP 9.0 e o software posterior, ele faz isso procurando nés que estejam
usando mais de 100% da capacidade de performance por mais de 30 minutos.

» Par de HA de nés sobreutilizado

Identifica situacdes em que os nés de um par de HA estao operando acima dos limites da eficiéncia
operacional do par de HA. Este € um evento informativo.

Para nds instalados com o ONTAP 8,3.x e o software anterior, ele faz isso analisando o uso da CPU e da
RAM para os dois nés no par de HA. Se a utilizagdo combinada de nés dos dois nés exceder 140% por
mais de uma hora, o failover de controladora afetara as laténcias de workload.

Para nés instalados com o ONTAP 9.0 e o software posterior, ele faz isso analisando o valor da



capacidade de performance usada para os dois nés no par de HA. Se a capacidade de performance
combinada usada nos dois nés exceder 200% por mais de uma hora, um failover de controladora afetara
as laténcias de workload.

* Fragmentagao de disco do n6

Identifica situagbes em que um disco ou discos em um agregado sao fragmentados, retardando os
principais servigos do sistema e potencialmente afetando as laténcias de workload em um né.

Ele faz isso observando certas taxas de operagao de leitura e gravagdo em todos os agregados em um
no. Essa politica também pode ser acionada durante a ressincronizagao do SyncMirror ou quando erros
sdo encontrados durante operacgdes de limpeza de disco. Este € um evento de aviso.

@ A politica ""fragmentagao de disco de nés™ analisa agregados somente HDD; agregados
Flash Pool, SSD e FabricPool ndo sdo analisados.

Politicas de limite de agregado

A politica de limite de desempenho agregado definido pelo sistema é atribuida por padrdo a todos os
agregados nos clusters que estdo sendo monitorados pelo Unified Manager.

« Agregar discos sobreutilizados

Identifica situagcdes em que um agregado esta operando acima dos limites de sua eficiéncia operacional,
afetando potencialmente as laténcias de workload. Ele identifica essas situacdes procurando agregados
onde os discos no agregado sdo mais de 95% utilizados por mais de 30 minutos. Essa politica de
multicondigdo entdo executa a seguinte analise para ajudar a determinar a causa do problema:

> Um disco no agregado esta atualmente em atividade de manutencédo em segundo plano?

Algumas das atividades de manutengdo em segundo plano que um disco pode estar passando sédo a
reconstruc¢ado de disco, a limpeza de disco, a ressincronizagdo de SyncMirror e a reparidade.

o Existe um gargalo de comunicac¢ao na interconexao Fibre Channel do compartimento de disco?

> Ha muito pouco espaco livre no agregado? Um evento de aviso é emitido para esta politica apenas se
uma (ou mais) das trés politicas subordinadas também forem consideradas violadas. Um evento de
desempenho néo é acionado se apenas os discos no agregado forem mais de 95% utilizados.

@ A politica de "discos agregados sobre-utilizados" analisa agregados somente HDD e agregados
Flash Pool (hibridos); agregados SSD e FabricPool ndo s&o analisados.

Politicas de limite de QoS

As politicas de limite de performance de QoS definidas pelo sistema sao atribuidas a qualquer workload que
tenha uma politica de taxa de transferéncia maxima de QoS ONTAP configurada (IOPS, IOPS/TB ou Mbps). O
Unified Manager aciona um evento quando o valor da taxa de transferéncia de workload € 15% menor do que
o valor de QoS configurado.

* * Limite maximo de IOPS ou Mbps de QoS*

Identifica volumes e LUNs que excederam o limite maximo de IOPS ou taxa de transferéncia em Mbps de
QoS e que estao afetando a laténcia de workload. Este € um evento de aviso.



Quando um unico workload ¢é atribuido a um grupo de politicas, ele faz isso procurando cargas de trabalho
que tenham excedido o limite maximo de taxa de transferéncia definido no grupo de politicas QoS
atribuidas durante cada periodo de coleta da hora anterior.

Quando varios workloads compartilham uma unica politica de QoS, isso acontece adicionando o IOPS ou
Mbps de todos os workloads na politica e verificando esse total em relagdo ao limite.

* IOPS/TB de pico de QoS ou IOPS/TB com limite de tamanho de bloco

Identifica volumes que excederam o limite de taxa de transferéncia de IOPS/TB de pico de QoS adaptavel
(ou IOPS/TB com limite de tamanho de bloco) e que estao afetando a laténcia de workload. Este é um
evento de aviso.

Ele faz isso convertendo o limite maximo de IOPS/TB definido na politica de QoS adaptavel em um valor
maximo de IOPS de QoS com base no tamanho de cada volume e, em seguida, busca volumes que
excederam o IOPS maximo de QoS durante cada periodo de coleta de desempenho da hora anterior.

@ Essa politica é aplicada a volumes somente quando o cluster é instalado com o ONTAP 9.3
e o software posterior.

Quando o elemento ""tamanho do bloco™ foi definido na politica de QoS adaptavel, o limite é convertido
em um valor de Mbps maximo de QoS com base no tamanho de cada volume. Em seguida, ele procura
volumes que excederam o QoS maximo Mbps durante cada periodo de coleta de desempenho para a
hora anterior.

@ Essa politica é aplicada a volumes somente quando o cluster € instalado com o software
ONTAP 9.5 e posterior.

Lista de eventos e tipos de gravidade

Vocé pode usar a lista de eventos para se familiarizar mais com categorias de eventos,
nomes de eventos e o tipo de gravidade de cada evento que vocé pode ver no Unified
Manager. Os eventos sao listados em ordem alfabética por categoria de objeto.

Agregar eventos

Os eventos agregados fornecem informagdes sobre o status dos agregados para que
vocé possa monitorar possiveis problemas. Os eventos s&o agrupados por area de
impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de
origem e a gravidade.

Area de impactos: Disponibilidade

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.



Nome do evento (Nome
da armadilha)

Agregar Offline
(ocumEvtAggregateState
Offline)

Falha agregada
(ocumEvtAggregateState
Failed)

Agregado restrito
(ocumEvtAggregateStates
Restricted)

Reconstrucao de
agregados
(ocumEvtAggregateRaidS
tatesReconstructing)

Agregado degradado
(ocumEvtAggregateRaidS
tatement Degraded)

Camada de nuvem
parcialmente acessivel
(ocumEventCloudTierPart
iallyReachable)

Camada de nuvem
inacessivel
(ocumEventCloudTierUna
tingivel)

MetroCluster agregado
deixado para tras
(ocumEvtMetroClusterAg
gregatelLeftBehind)

Espelhamento de
agregados MetroCluster
degradado(ocumEvtMetro
ClusterAggregateMirrorDe
graded)

Acesso ao
armazenamento de
objetos negado para
realocagao agregada *

Nivel de impactos

Incidente

Incidente

Risco

Risco

Risco

Risco

Risco

Risco

Risco

Risco

Tipo de origem

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Gravidade

Critico

Critico

Aviso

Aviso

Aviso

Aviso

Erro

Erro

Erro

Erro



Nome do evento (Nome Nivel de impactos
da armadilha)

Acesso ao Risco
armazenamento de

objetos negado para

realocacao agregada

durante failover de
armazenamento *

Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Agregado espago quase  Risco
cheio

(ocumEvtAggregateNearl

yFull)

Agregado espago cheio Risco
(ocumEvtAggregateFull)

Agregar dias até completo Risco
(ocumEvtAggregateDays
UntilFullSoon)

Agregado overcommitted Risco
(ocumEvtAggregateOverc
ommitted)

Agregado quase Risco
sobrecomprometido
(ocumEvtAggregateAlmos
tOvercommitted)

Reserva de Snapshot Risco
agregada completa
(ocumEvtAggregateSnap
ReserveFull)

Taxa de crescimento Risco

agregado anormal
(ocumEvtAggregateGrowt
hRateAbnormal)

Area de impactos: Configuragao
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Tipo de origem

Agregado

Tipo de origem

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Gravidade

Erro

Gravidade

Aviso

Erro

Erro

Erro

Aviso

Aviso

Aviso



Nome do evento (Nome
da armadilha)

Agregado descoberto
(n&o aplicavel)

Agregado renomeado
(n&o aplicavel)

Agregado excluido (n&o
aplicavel)

Nivel de impactos

Evento

Evento

Evento

Area de impactos: Desempenho

Nome do evento (Nome
da armadilha)

Limite critico de IOPS
agregado violado
(ocumAggregatelopsincid
ent)

Limite de aviso de IOPS
agregado violado
(ocumAggregatelopsWarn

ing)

Limite critico de Mbps
agregado violado
(ocumAggregateMbpsinci
dent)

Limite de Adverténcia de
MbpsWarning de
MbsWarning de
agregacao de Mbps

Limite critico de laténcia
agregado violado
(ocumAggregatelLatencyl
ncident)

Limite de aviso de
laténcia agregada violado
(
ocumAggregateLatencyW
arning)

Nivel de impactos

Incidente

Risco

Incidente

Risco

Incidente

Risco

Tipo de origem

Agregado

Agregado

No

Tipo de origem

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Gravidade

Informacoes

Informacoes

Informacoes

Gravidade

Critico

Aviso

Critico

Aviso

Critico

Aviso
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Nome do evento (Nome Nivel de impactos
da armadilha)

Perf. Agregado Limite Incidente
critico violado
(ocumAggregatePerfCapa
cityUsedIncident)

Perf. Agregado Limite de  Risco
aviso de capacidade

usado violado
(ocumAggregatePerfCapa
cityUsedWarning)

Limite critico de utilizagdo Incidente
de agregados violado
(ocumAggregateUtilizatio

nincident)

Limite de aviso de Risco
utilizagdo de agregados

violado

(ocumAggregateUtilizatio
nWarning)

Limite excedido de Risco
utilizacdo excessiva de

discos agregados
(ocumAggregateDisksOve
rUtilizedWarning)

Limite dindmico agregado Risco
violado
(ocumAggregateDynamic
EventWarning)

Eventos de cluster

Tipo de origem

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Gravidade

Critico

Aviso

Critico

Aviso

Aviso

Aviso

Os eventos do cluster fornecem informacdes sobre o status dos clusters, o que permite
monitorar os clusters em busca de possiveis problemas. Os eventos sdo agrupados por
area de impactos e incluem o nome do evento, o nome da armadilha, o nivel de

impactos, o tipo de origem e a gravidade.

Area de impactos: Disponibilidade

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.

12



Nome do evento (Nome Nivel de impactos

da armadilha)

Cluster ndo possui discos
de reserva
(ocumEvtDisksNoSpares)

Cluster nao alcancavel
(ocumEvtClusterUnreach
able)

Falha no monitoramento
de cluster
(ocumEvtClusterMonitorin
gFailed)

Limites de capacidade de
licenca de cluster
FabricPool violados
(ocumEvtExternalCapacit
yTierSpaceFull)

Periodo de caréncia
NVMe-of iniciado
*(nvmfGracePeriodStart)

Periodo de caréncia
NVMe-of Ativo
*(nvmfGracePeriodActive)

Periodo de caréncia de
NVMe-of expirado
*(nvmfGracePeriodExpire
d)

Janela Manutencéo
Objeto
iniciada(objectMaintenanc
e WindowStarted)

Janela Manutencéao
Objeto
terminado(objectMaintena
nce WindowEnded)

Discos de reposicao
MetroCluster deixados
para tras
(ocumEvtSpareDiskLeftB
ehind)

Risco

Risco

Risco

Risco

Risco

Risco

Risco

Evento

Evento

Risco

Tipo de origem

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Gravidade

Aviso

Erro

Aviso

Aviso

Aviso

Aviso

Aviso

Critico

Informacoes

Erro
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Nome do evento (Nome Nivel de impactos
da armadilha)

Comutagao automatica Risco
nao planejada do

MetroCluster
desativada(ocumEvtMccA
utomaticUnplannedSwitch
OverDisabled)

Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Planejamento de camada Risco
de nuvem de cluster
(clusterCloudTierPlanning
Warning)

Espago FabricPool quase Risco
cheio *

Area de impactos: Configuragao

Nome do evento (Nome Nivel de impactos
da armadilha)

N6 adicionado (ndo Evento
aplicavel)
N6 removido (ndo Evento
aplicavel)
Cluster removido (ndo Evento
aplicavel)
Falha na adicédo de Evento

cluster (n&o aplicavel)

Nome do cluster alterado Evento
(ndo aplicavel)

EMS de emergéncia Evento
recebido (n&o aplicavel)

EMS critico recebido (ndo Evento
aplicavel)

14

Tipo de origem

Cluster

Tipo de origem

Cluster

Cluster

Tipo de origem

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Gravidade

Aviso

Gravidade

Aviso

Erro

Gravidade

Informacoes

Informacoes

Informacoes

Erro

Informacoes

Critico

Critico



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Alerta EMS recebido (ndo Evento Cluster Erro
aplicavel)

Erro EMS recebido (ndo  Evento Cluster Aviso
aplicavel)

Aviso EMS recebido (ndo Evento Cluster Aviso
aplicavel)

Depurar EMS recebido Evento Cluster Aviso

(n&o aplicavel)

Aviso EMS recebido (ndo Evento Cluster Aviso
aplicavel)
EMS informativo recebido Evento Cluster Aviso

(ndo aplicavel)

Os eventos do ONTAP EMS séao categorizados em trés niveis de gravidade de evento do Unified Manager.

Nivel de gravidade do evento do Unified Manager Nivel de gravidade do evento EMS do ONTAP

Critico Emergéncia

Critico
Erro Alerta

Aviso Erro
Aviso
Depurar
Aviso

Informativo

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite critico de IOPS do Incidente Cluster Critico
cluster violado
(ocumClusterlopsincident)



Nome do evento (Nome Nivel de impactos Tipo de origem

da armadilha)

Limite de aviso de IOPS  Risco Cluster
do cluster violado
(ocumClusterlopsWarning

)

Limite critico do cluster Incidente Cluster
Mbps violado
(ocumClusterMbpslinciden

t)

Limite de aviso de cluster Risco Cluster
Mbps violado
(ocumClusterMbpsWarnin

g)

Limite dindmico do cluster Risco Cluster
violado

(ocumClusterDynamicEve

ntWarning)

Eventos de discos

Gravidade

Aviso

Critico

Aviso

Aviso

Os eventos do Disks fornecem informacdes sobre o status dos discos para que vocé
possa monitorar possiveis problemas. Os eventos sdo agrupados por area de impactos e
incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de origem e a

gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem

da armadilha)

Discos flash - blocos de  Risco Cluster
reposigao quase

consumidos(ocumEvtClus

terFlashDiskFewerSporeB

lockError)

Discos flash - sem blocos Incidente Cluster
de

reposigao(ocumEvtCluste

rFlashDiskNoSporeBlock

Critical)
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Gravidade

Erro

Critico



Nome do evento (Nome Nivel de impactos
da armadilha)

Alguns discos néo Risco
atribuidos
(ocumEvtClusterUnassign
edDisksNome)

Alguns discos falhados Incidente
(ocumEvtDisksSomeFaile
d)

Eventos de cercos

Tipo de origem

Cluster

Cluster

Gravidade

Aviso

Critico

Os eventos de compartimentos fornecem informacdes sobre o status dos
compartimentos de gaveta de disco em seu data center para que vocé possa monitorar
possiveis problemas. Os eventos sdo agrupados por area de impactos e incluem o nome
do evento e da armadilha, o nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Ventiladores de prateleira Incidente
de disco falharam
(ocumEvtShelfFanFailed)

Falha nas fontes de Incidente
alimentacao da prateleira

de disco

(ocumEvtShelfPowerSupp

lyFailed)

Multipath ndo configurado Risco
(ocumDiskShelfConnectivi
tyNotInMultiPath)

Este evento ndo se aplica
a:

* Clusters que estao
em uma configuracao
MetroCluster

* As seguintes
plataformas:
FAS2554, FAS2552,
FAS2520 e FAS2240

Tipo de origem

Compartimento de
armazenamento

Compartimento de
armazenamento

No

Gravidade

Critico

Critico

Aviso
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Falha do caminho da Risco Compartimento de Aviso
prateleira de disco armazenamento
(ocumDiskShelfConnectivi

tyPathFailure)

Area de impactos: Configuragao

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Compartimento de disco  Evento No6 Informacgdes
descoberto (ndo

aplicavel)

Compartimentos de disco Evento N6 Informacoes

removidos (n&o aplicavel)

Eventos de fas

Os eventos de fas fornecem informacgdes sobre os fas de status nos nés do seu data
center para que vocé possa monitorar se ha problemas em potencial. Os eventos sao
agrupados por area de impactos e incluem o nome do evento e da armadilha, o nivel de
impactos, o tipo de origem e a gravidade.

Area de impactos: Disponibilidade
Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Um ou mais fas Incidente No6 Critico
falidos(ocumEvtFansOne
OrMoreFailed)

Eventos do cartao flash

Os eventos do cartao flash fornecem informacgdes sobre o status das placas flash
instaladas nos nés do data center para que vocé possa monitorar se ha problemas em
potencial. Os eventos sdo agrupados por area de impactos e incluem o nome do evento
e da armadilha, o nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Disponibilidade
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Flash Cards Offline Incidente N6 Critico
(ocumEvtFlashCardOfflin
e)

Inodes eventos

Os eventos do inode fornecem informagdes quando o inode esta cheio ou quase cheio
para que vocé possa monitorar possiveis problemas. Os eventos s&o agrupados por
area de impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo

de origem e a gravidade.

Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Inodes quase Full Risco Volume Aviso
(ocumEvtinodesAlmostFul

1)

Inodes Full Risco Volume Erro
(ocumEvtinodesFull)

Eventos de interface l6gica (LIF)

Os eventos de LIF fornecem informacgdes sobre o status de seus LIFs, para que vocé
possa monitorar possiveis problemas. Os eventos s&o agrupados por area de impactos e
incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de origem e a

gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Status de LIF para baixo Risco Interface Erro
(ocumEvtLifStatusDown)

Failover de LIF ndo Risco Interface Aviso

possivel
(ocumEvtLifFailoverNotPo
ssible)
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

LIF ndo esta na portade Risco Interface Aviso
casa(ocumEvtLifNotAtHo
mePort)

Area de impactos: Configuragio

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Rota LIF ndo configurada Evento Interface Informagdes
(n&o aplicavel)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite critico de Mbps de Incidente Interface Critico
LIF de rede violado

(ocumNetworkLifMbpslInci

dent)

Limite de aviso de rede Risco Interface Aviso
de LIF Mbps violado

(ocumNetworkLifMbpsWa

rning)

Limite critico de Mbps de  Incidente Interface Critico
LIF entre FCP violado
(ocumFcpLifMbpslincident

)

Limite de aviso de Risco Interface Aviso
MbpsWarning

(ocumFcpLifMbpsWarning

)

Limite critico de LIF entre Incidente Interface Critico

Mbpsincidente e
Mbpsincidente
(ocumNvmfFcLifMbpsinci
dent)
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite de aviso de Risco Interface Aviso
MbpsWarning de

MbpsWarning

(ocumNvmfFcLifMbpsWar

ning)

Eventos LUN

Os eventos LUN fornecem informacgdes sobre o status dos LUNs, para que vocé possa
monitorar possiveis problemas. Os eventos sdo agrupados por area de impactos e
incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de origem e a
gravidade.

Area de impactos: Disponibilidade

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)
LUN Incidente LUN Critico

Offline(ocumEvtLunOffline
)

LUN destruido * Evento LUN Informacoes

Caminho Ativo Unico para Risco LUN Aviso
acessar

LUN(ocumEvtLunSingleA

ctivePath)

Sem caminhos ativos Incidente LUN Critico
para acessar

LUN(ocumEvtLunNotRea

chable)

Sem caminhos otimizados Risco LUN Aviso
para acessar

LUN(ocumEvtLunOptimiz

edPathlnactive)

Sem caminhos para Risco LUN Aviso
acessar LUN do HA

Partner(ocumEvtLunHaPa

thinactive)
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Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Espaco insuficiente para  Risco
copia Snapshot LUN
(ocumEvtLunSnapshotNot
Possible)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos
da armadilha)

Limite critico de IOPS Incidente
LUN violado
(ocumLunlopsincident)

Limite de aviso de IOPS  Risco
LUN violado
(ocumLunlopsWarning)

Limiar critico de LUN Incidente
Mbps violado
(ocumLunMbpsincident)

Limite de aviso de Mbps  Risco
LUN violado
(ocumLunMbpsWarning)

Laténcia de LUN ms/op Incidente
limite critico
violado(ocumLunLatencyl

ncident)

Limite de aviso ms/op de Risco
laténcia LUN
violado(ocumLunLatency
Warning)

Laténcia de LUN e limite  Incidente
critico de IOPS violado
(ocumLunLatencylopsinci

dent)
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Tipo de origem

Volume

Tipo de origem

LUN

LUN

LUN

LUN

LUN

LUN

LUN

Gravidade

Aviso

Gravidade

Critico

Aviso

Critico

Aviso

Critico

Aviso

Critico



Nome do evento (Nome
da armadilha)

Limite de aviso de
laténcia de LUN e IOPS
violado
(ocumLunLatencylopsWar

ning)

Laténcia de LUN e limite
critico de Mbps violados

(ocumLunLatencyMbpsin
cident)

Laténcia de LUN e limite
de aviso de Mbps
violado(ocumLunLatency
MbpsWarning)

Laténcia LUN e Perf
agregado. Capacidade
utilizada limite critico
violado
(ocumLunLatencyAggreg
atePerfCapacityUsedIncid
ent)

Laténcia LUN e Perf
agregado. Limite de aviso
de capacidade usado
violado
(ocumLunLatencyAggreg
atePerfCapacityUsedWar

ning)

Laténcia de LUN e
utilizagdo agregada limiar
critico
violado(ocumLunLatency
AggregateUtilizationIncide
nt)

Limite de aviso de
laténcia de LUN e
utilizagdo de agregados
violado(ocumLunLatency
AggregateUtilizationWarni

ng)

Nivel de impactos

Risco

Incidente

Risco

Incidente

Risco

Incidente

Risco

Tipo de origem

LUN

LUN

LUN

LUN

LUN

LUN

LUN

Gravidade

Aviso

Critico

Aviso

Critico

Aviso

Critico

Aviso
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Nome do evento (Nome
da armadilha)

Laténcia LUN e perf n6
Capacidade utilizada
limite critico violado
(ocumLunLatencyNodePe
rfCapacityUsedIncident)

Laténcia LUN e perf no6
Limite de aviso de
capacidade usado violado
(ocumLunLatencyNodePe
rfCapacityUsedWarning)

Laténcia LUN e perf n6
Capacidade utilizada -
limite critico de aquisigao
violado(ocumLunLatency
AggregatePerfCapacityUs
edTakooverincident)

Laténcia LUN e perf n6
Capacidade utilizada -
limite de aviso de
aquisicao
violado(ocumLunLatency
AggregatePerfCapacityUs
edTakeover Warning)

Limite critico de laténcia e
utilizacéo do no violado
(ocumLunLatencyNodeUti
lizationIncident)

Limite de aviso de
laténcia de LUN e
utilizacéo de n6
violado(ocumLunLatency
NodeUtilizationWarning)

Limite maximo de aviso
de IOPS de LUN QoS
violado
(ocumQosLunMaxlopsWa
rning)

Limite de aviso de LUN
maximo de QoS
violado(ocumQosLunMax
MbpsWarning)
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Nivel de impactos

Incidente

Risco

Incidente

Risco

Incidente

Risco

Risco

Risco

Tipo de origem

LUN

LUN

LUN

LUN

LUN

LUN

LUN

LUN

Gravidade

Critico

Aviso

Critico

Aviso

Critico

Aviso

Aviso

Aviso



Eventos da estacao de gerenciamento

Os eventos da estagcédo de gerenciamento fornecem informagdes sobre o status do
servidor no qual o Unified Manager esta instalado para que vocé possa monitorar
possiveis problemas. Os eventos sdo agrupados por area de impactos e incluem o nome
do evento e da armadilha, o nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Configuragao

Nome do evento (Nome Nivel de impactos
da armadilha)

Espacgo em disco do Risco
Unified Manager Server

quase
cheio(ocumEvtUnifiedMan
agerDiskSpaceNearlyFull)

Espaco em disco do Incidente
Unified Manager Server

Full

(ocumEvtUnifiedManager
DiskSpaceFull)

Unified Manager Server  Risco
com pouca memoria
(ocumEvtUnifiedManager
MemoryLow)

Unified Manager Server  Incidente
quase sem memoria
(ocumEvtUnifiedManager
MemoryAlmostOut)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos
da armadilha)

A analise de dados de Risco
desempenho é
impactada(ocumEvtUnifie
dManagerDataMissingAn

alyze)

A coleta de dados de Incidente
desempenho é impactada
(ocumEvtUnifiedManager
DataMissCollection)

Tipo de origem

Estacdo de
gerenciamento

Estacdo de
gerenciamento

Estacao de
gerenciamento

Estacao de
gerenciamento

Tipo de origem

Estacao de
gerenciamento

Estacao de
gerenciamento

Gravidade

Aviso

Critico

Aviso

Critico

Gravidade

Aviso

Critico
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Esses dois ultimos eventos de desempenho estavam disponiveis apenas para o Unified

@ Manager 7,2. Se algum desses eventos existir no estado novo e, em seguida, vocé atualizar
para uma versao mais recente do software Unified Manager, os eventos néo serao eliminados
automaticamente. Vocé precisara mover os eventos para o estado resolvido manualmente.

Rio de Janeiro events MetroCluster

Os eventos Ponte MetroCluster fornecem informagdes sobre o status das pontes para
gque vocé possa monitorar possiveis problemas. Os eventos sdo agrupados por area de
impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de
origem e a gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Ponte inalcancavel Incidente Ponte de MetroCluster Critico
(ocumEvtBridgeUnreacha
ble)

Temperatura da ponte Incidente Ponte de MetroCluster Critico

anormal
(ocumEvtBridgeTemperat
ureAbnormal)

Eventos de conetividade MetroCluster

Os eventos de conectividade fornecem informacdes sobre a conectividade entre os
componentes de um cluster e entre clusters em uma configuragéo do MetroCluster para
gue vocé possa monitorar se ha problemas em potencial. Os eventos sao agrupados por
area de impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo

de origem e a gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Todos os links Inter- Incidente Ligagao entre interrutores Critico
Switch para MetroCluster

baixo(ocumEvtMetroClust
erAllISLBetweenSwitches
Down)
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Nome do evento (Nome Nivel de impactos

da armadilha)

Todos os links entre
parceiros MetroCluster
Down(ocumEvtMetroClust
erAllLinksBetweenPartner
sDown)

Link de ponte FC-SAS
para pilha de
armazenamento para
baixo(ocumEvtBridgeSas
PortDown)

Configuragao do
MetroCluster comutada
sobre((ocumEvtMetroClus
terDRStatusImpated)

Configuragao do
MetroCluster
parcialmente comutada
(ocumEvtMetroClusterDR
StatusPartiallylmpated)

Capacidade de
recuperacao de desastres
do MetroCluster
impactada
(ocumEvtMetroClusterDR
Statusimpaced)

Parceiros MetroCluster
nao alcancgaveis através
da rede de peering
(ocumEvtMetroClusterPar
tnersNotReachableOverP
eeringNetwork)

Todos os links de
interconexao FC-VI para
baixo
(ocumEvtMccNodeSwitch
FcviLinksDown)

Um ou mais links do FC-
Iniciador para baixo
(ocumEvtMccNodeSwitch
FcLinkOneOrMoreDown)

Incidente

Incidente

Risco

Risco

Risco

Incidente

Incidente

Risco

Tipo de origem

Relagéao de MetroCluster

Conexao de pilha de
ponte MetroCluster

Relagao de MetroCluster

Relacao de MetroCluster

Relagao de MetroCluster

Relagao de MetroCluster

Conexéo do switch do né
MetroCluster

Conexéo do switch do né
MetroCluster

Gravidade

Critico

Critico

Aviso

Erro

Critico

Critico

Critico

Aviso
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Todos os links do FC- Incidente Conexéo do switch do n6  Critico
Initiator para MetroCluster
baixo(ocumEvtMccNodeS

witchFcLinksDown)

Mudar para FC-SAS Incidente Ligacao ponte do Critico
Bridge FC Link DOWN interrutor MetroCluster
(ocumEvtMccSwitchBridg

eFcLinkSWE)

Interné todos os links de  Incidente Conexao entre nos Critico
interconexdo FC VI para

baixo

(ocumEvtMcclInterNodelLi

nksDown)

Um ou mais links de Risco Conexao entre nos Aviso
interconexao FC VI para

baixo

(ocumEvtMcclinterNodelLi

nksOneOrMoreDown)

N6 para Ponte Link para  Incidente Conexao de ponte dond  Critico
baixo

(ocumEvtMccNodeBridge

LinkSDown)

No para pilha de Incidente Conexao da pilha de nés  Critico
armazenamento todos os

links SAS para baixo (

ocumEvtMccNodeStackLi

nkSDown)

Um ou mais links SAS Risco Conexao da pilha de nés  Aviso
para baixo (

ocumEvtMccNodeStackLi

nkOneOrMoreDown)

Eventos do switch MetroCluster

Os eventos do switch MetroCluster fornecem informacdes sobre o status dos switches
MetroCluster para que vocé possa monitorar possiveis problemas. Os eventos sao
agrupados por area de impactos e incluem o nome do evento e da armadilha, o nivel de
impactos, o tipo de origem e a gravidade.
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Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Interrutor de temperatura Incidente
anormal

(ocumEvtSwitchTemperat
ureAbnormal)

Interrutor inalcangavel Incidente
(ocumEvtSwitchUnreacha
ble)

Falha dos ventiladores de Incidente
interrutor(ocumEvtSwitch
FansOneOrMoreFailed)

Falha nas fontes de Incidente
alimentacao do interrutor
(ocumEvtSwitchPowerSu
ppliesOneOrMoreFailed)

Falha dos sensores de Incidente
temperatura do interrutor
(ocumEvtSwitchTemperat
ureSensorFailed)

Este
evento é
aplicavel
@ apenas
para
switches
Cisco.

Eventos de namespace NVMe

Tipo de origem

Interrutor MetroCluster

Interrutor MetroCluster

Interrutor MetroCluster

Interrutor MetroCluster

Interrutor MetroCluster

Gravidade

Critico

Critico

Critico

Critico

Critico

Os eventos de namespace do NVMe fornecem informacgdes sobre o status de seus
namespaces para que vocé possa monitorar se ha possiveis problemas. Os eventos séo
agrupados por area de impactos e incluem o nome do evento e da armadilha, o nivel de

impactos, o tipo de origem e a gravidade.

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.

Area de impactos: Disponibilidade
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Nome do evento (Nome Nivel de impactos
da armadilha)

NVMeNS Offline Evento
*(nvmeNamespaceStatus
Offline)

NVMeNS Online Evento
*(nvmeNamespaceStatus
Online)

NVMeNS fora do espago  Risco
*(nvmeNamespaceSpace
OutOfSpace)

NVMeNS Destroy Evento
*(nvmeNamespaceDestro

y)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos
da armadilha)

Limite critico de IOPS do Incidente
NVMe violado
(ocumNvmeNamespacelo
psincident)

Limite de aviso de IOPS  Risco
do namespace NVMe

violado
(ocumNvmeNamespacelo
psWarning)

Limite critico de Mbps Incidente
violado(ocumNvmeName
spaceMbpsincident)

Limite de aviso de Mbps  Risco
excedido
(ocumNvmeNamespaceM
bpsWarning)

Laténcia do namespace  Incidente
NVMe ms/op Critical

Threshold

violado(ocumNvmeName
spaceLatencylncident)
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Tipo de origem

Namespace

Namespace

Namespace

Namespace

Tipo de origem

Namespace

Namespace

Namespace

Namespace

Namespace

Gravidade

Informacoes

Informacoes

Aviso

Informacoes

Gravidade

Critico

Aviso

Critico

Aviso

Critico



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite de aviso ms/op de Risco Namespace Aviso
laténcia do namespace

NVMe

violado(ocumNvmeName

spacelLatencyWarning)

Laténcia do namespace  Incidente Namespace Critico
NVMe e limite critico de

IOPS violado

(ocumNvmeNamespaceL

atencylopsincident)

Laténcia do namespace  Risco Namespace Aviso
NVMe e limite de aviso de

IOPS violado

(ocumNvmeNamespaceL

atencylopsWarning)

Laténcia do namespace  Incidente Namespace Critico
NVMe e limite critico de

Mbps

violado(ocumNvmeName

spaceLatencyMbpsincide

nt)

Laténcia do namespace  Risco Namespace Aviso
NVMe e limite de aviso de

Mbps

violado(ocumNvmeName

spaceLatencyMbpsWarni

ng)

Eventos do no

Os eventos do né fornecem informacgdes sobre o status do né para que vocé possa
monitorar possiveis problemas. Os eventos sao agrupados por area de impactos e
incluem o0 nome do evento e da armadilha, o nivel de impactos, o tipo de origem e a
gravidade.

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.

Area de impactos: Disponibilidade



Nome do evento (Nome
da armadilha)

Espaco de volume raiz do
no quase cheio

(ocumEvtClusterNodeRoo
tVolumeSpaceNearlyFull )

Cloud AWS
MetaDataConnFail
*(ocumCloudAwsMetadat
aConnFail)

Cloud AWS
IAMCredsExpired
*(ocumCloudAwslamCred
sExpired)

Nuvem AWS
IAMCredslnvalid
*(ocumCloudAwslamCred
sInvalid)

Cloud AWS
IAMCredsNotFound
*(ocumCloudAwslamCred
sNotFound)

Cloud AWS
IAMCredsNotlInitialized
*(ocumCloudAwslamCred
sNotlnitialized)

Nuvem AWS
IAMRolelnvalid
*(ocumCloudAwslamRolel
nvalid)

Cloud AWS
IAMRoleNotFound
*(ocumCloudAwslamRole
NotFound)

Objstore Host
unresolvable

*(ocumObjstoreHostUnres

olvable)
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Nivel de impactos

Risco

Risco

Risco

Risco

Risco

Evento

Risco

Risco

Risco

Tipo de origem

No

No

No6

No6

No

No

No

No6

No6

Gravidade

Aviso

Erro

Erro

Erro

Erro

Informacoes

Erro

Erro

Erro



Nome do evento (Nome Nivel de impactos
da armadilha)

InterClusterLifDown Risco
*(ocumObjstorelnterClust
erLifDown)

Solicitar assinatura de Risco

armazenamento de
objetos incoerente *

Uma das NFSv4 piscinas Incidente
esgotada *

Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Memoéria do monitor QoS Risco
maximizada *
(ocumQosMonitorMemory
Maxed)

Memoéria do monitor QoS Evento
abatido *
(ocumQosMonitorMemory
Abated)

Area de impactos: Configuragao

Nome do evento (Nome Nivel de impactos
da armadilha)

N6 renomeado (néo Evento
aplicavel)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos
da armadilha)

Limite critico de IOPS do Incidente
no violado
(ocumNodelopslincident)

Limite de aviso de IOPS  Risco
do né violado
(ocumNodelopsWarning)

Tipo de origem

No

No

No

Tipo de origem

No

No

Tipo de origem

No

Tipo de origem

No6

No

Gravidade

Erro

Erro

Critico

Gravidade

Erro

Informacoes

Gravidade

Informacoes

Gravidade

Critico

Aviso
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Nome do evento (Nome
da armadilha)

Limite critico do né Mbps
violado
(ocumNodeMbpsincident)

Limite de aviso do n6
Mbps violado
(ocumNodeMbpsWarning)

Laténcia do n6 ms/op
limite critico
violado(ocumNodeLatenc
yIncident)

Limite de aviso ms/op de
laténcia do né
violado(ocumNodeLatenc
yWarning)

Perf. N6 Limite critico
violado
(ocumNodePerfCapacityU
sedIncident)

Perf. N6 Limite de aviso
de capacidade usado
violado
(ocumNodePerfCapacityU
sedWarning)

Capacidade do n6 usada
- limite critico de
aquisicao violado
(ocumNodePerfCapacityU
sedTakooverincident)

Capacidade do n6 usada
- limite de aviso de
aquisicao violado
(ocumNodePerfCapacityU
sedTakooverWarning)

Limite critico de utilizagao
do no violado
(ocumNodeUtilizationIncid
ent)
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Nivel de impactos

Incidente

Risco

Incidente

Risco

Incidente

Risco

Incidente

Risco

Incidente

Tipo de origem

No

No

No

No

No

No

No6

No6

No6

Gravidade

Critico

Aviso

Critico

Aviso

Critico

Aviso

Critico

Aviso

Critico



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite de aviso de Risco N6 Aviso
utilizagéo do né violado
(ocumNodeUtilizationWar

ning)

N6 HA par sobre-utilizado Evento N6 Informagdes
Threshold violado

(ocumNodeHaPairOverUti

lizedInformation)

Limite de fragmentagao Risco N6 Aviso
do disco do n6 violado

(ocumNodeDiskFragment

ationWarning)

Limite sobreutilizado do Risco N6 Aviso
no violado

(ocumNodeOverUtilizedW

arning)

Limite dindmico do no Risco No6 Aviso
violado

(ocumNodeDynamicEvent

Warning)

Eventos da bateria do NVRAM

Os eventos de bateria NVRAM fornecem informagdes sobre o estado das suas baterias
para que possa monitorizar potenciais problemas. Os eventos sdo agrupados por area
de impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de
origem e a gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Bateria de NVRAM baixa Risco N6 Aviso
(ocumEvtNvramBatterylLo
w)

NVRAM bateria Risco N6 Erro
descarregada

(ocumEvtNvramBatteryDi

scharted)
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

NVRAM bateria Incidente N6 Critico
excessivamente

carregada

(ocumEvtNvramBatteryOv

erCharged)

Eventos portuarios

Os eventos de porta fornecem status sobre as portas do cluster para que vocé possa
monitorar alteracdes ou problemas na porta, como se a porta esta inativa.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Status da porta para Incidente No Critico
baixo

(ocumEvtPortStatusDown

)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite critico de Mbps da  Incidente Porta Critico
porta de rede violado

(ocumNetworkPortMbpsin

cident)

Limite de aviso de porta  Risco Porta Aviso
de rede Mbps violado

(ocumNetworkPortMbpsW

arning)

Limite critico de Mbps da Incidente Porta Critico
porta FCP violado

(ocumFcpPortMbpsincide

nt)

Limite de aviso de Mbps  Risco Porta Aviso
da porta FCP violado
(ocumFcpPortMbpsWarni

ng)
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite critico de utilizagdo Incidente Porta Critico
de porta de rede violado

(ocumNetworkPortUtilizati

onlincident)

Limite de aviso de Risco Porta Aviso
utilizagdo de porta de

rede

violado(ocumNetworkPort

UtilizationWarning)

Limiar critico de utilizagdo Incidente Porta Critico
de portas FCP violado

(ocumFcpPortUtilizationIn

cident)

Limite de aviso de Risco Porta Aviso
utilizacéo de porta FCP

violado(ocumFcpPortUtiliz

ationWarning)

Eventos de fontes de alimentacao

Os eventos de fontes de alimentacéo fornecem informacgdes sobre o status do hardware
para que vocé possa monitorar possiveis problemas. Os eventos sdo agrupados por
area de impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo
de origem e a gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Uma ou mais fontes de Incidente N6 Critico
alimentacao falhadas

(ocumEvtPowerSupplyOn

eOrMoreFailed)

Eventos de protecao

Os eventos de protecdo informam se um trabalho falhou ou foi abortado para que vocé
possa monitorar problemas. Os eventos sdo agrupados por area de impactos e incluem
o nome do evento e da armadilha, o nivel de impactos, o tipo de origem e a gravidade.
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Area de impactos: Protegdo

Nome do evento (Nome Nivel de impactos
da armadilha)

Falha no trabalho de Incidente
protecéo
(ocumEvtProtectiondobTa

skFailed)

Trabalho de proteg¢éo Risco
abortado(ocumEvtProtecti
onJobAborted)

Eventos de Qtree

Tipo de origem

Servico de volume ou
storage

Servigo de volume ou
storage

Gravidade

Critico

Aviso

Os eventos Qtree fornecem informacgdes sobre a capacidade de qtree e os limites de
arquivo e disco para que vocé possa monitorar possiveis problemas. Os eventos sao
agrupados por area de impactos e incluem o nome do evento e da armadilha, o nivel de

impactos, o tipo de origem e a gravidade.

Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Qtree Space quase Full  Risco
(ocumEvtQtreeSpaceNea

rlyFull)

Qtree Space Full Risco

(ocumEvtQtreeSpaceFull)

Qtree espago normal Evento
(ocumEvtQtreeSpaceThre
sholdOk)

Limite rigido dos arquivos Incidente
Qtree

atingido(ocumEvtQtreeFil
esHardLimitReached)

Qtree Files Soft Limit Risco
violado(ocumEvtQtreeFile
sSoftLimitBreached)
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Tipo de origem

Qtree

Qtree

Qtree

Qtree

Qtree

Gravidade

Aviso

Erro

Informacoes

Critico

Aviso



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite rigido do espaco Incidente Qtree Critico
de Qtree

atingido(ocumEvtQtreeSp

aceHardLimitReached)

Qtree Space Soft Limit Risco Qtree Aviso
violado(ocumEvtQtreeSpa
ceSoftLimitBreached)

Eventos do processador de servigo

Os eventos do processador de servigo fornecem informagdes sobre o status do
processador para que vocé possa monitorar possiveis problemas. Os eventos séo

agrupados por area de impactos e incluem o nome do evento e da armadilha, o nivel de

impactos, o tipo de origem e a gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Processador de Servico  Risco N6 Aviso
nao configurado

(ocumEvtServiceProcess

orNotConfigured)

Processador de Servico  Risco N6 Erro
Offline

(ocumEvtServiceProcess

orOffline)

Eventos de relacionamento do SnapMirror

Os eventos de relacionamento do SnapMirror fornecem informagdes sobre o status de
seus relacionamentos do SnapMirror para que vocé possa monitorar possiveis
problemas. Os eventos sdo agrupados por area de impactos e incluem o nome do
evento e da armadilha, o nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Protegdo

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.
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Nome do evento (Nome
da armadilha)

Replicagao de espelho
nao saudavel
(ocumEvtSnapmirrorRela
cionagcaoDessaudavel)

Replicagao de espelho
quebrado(ocumEvtSnapm
irrorRelacionagaoStateBr
okenoff)

Falha na inicializacao da
replicagao do
espelho(ocumEvtSnapmir
rorRelationshiplnitializeFa
iled)

Falha na atualizacéo de
replicagao do
espelho(ocumEvtSnapmir
rorRelationshUpdateFaile
d)

Erro de atraso de
replicagao do espelho
(ocumEvtSnapMirrorRelat
ionshipLagError)

Aviso de atraso de
replicagao do espelho
(ocumEvtSnapMirrorRelat
ionshipLagWarning)

Falha na ressincronizagéo
da replicagdo do espelho
(ocumEvtSnapmirrorRelat
ionshipResyncFailed)

Replicagao de espelho
DeletedocumEvtSnapmirr
orRelacionagdoDeleciona
do

Replicagao sincrona fora
de sincronizagao *

Replicagao sincrona
restaurada *
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Nivel de impactos

Risco

Risco

Risco

Risco

Risco

Risco

Risco

Risco

Risco

Evento

Tipo de origem

Relacao de SnapMirror

Relacao de SnapMirror

Relagao de SnapMirror

Relagao de SnapMirror

Relagao de SnapMirror

Relagao de SnapMirror

Relagao de SnapMirror

Relacao de SnapMirror

Relagao de SnapMirror

Relagao de SnapMirror

Gravidade

Aviso

Erro

Erro

Erro

Erro

Aviso

Erro

Aviso

Aviso

Informacoes



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Falha na ressincronizagdo Risco Relacao de SnapMirror Erro
automatica de replicagao
sincrona *

Eventos de snapshot

Os eventos de snapshot fornecem informagdes sobre o status dos snapshots, o que
permite monitorar os snapshots em busca de possiveis problemas. Os eventos séo
agrupados por area de impactos e incluem o nome do evento, 0 nome da armadilha, o
nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Eliminacao automatica de Evento Volume Informacoes
instantaneos desativada
(n&o aplicavel)

Eliminagcéo automatica de Evento Volume Informacgdes
instantaneos ativada (nao

aplicavel)

Configuragéo de Evento Volume Informacdes

eliminagcédo automatica de
instantaneos Modificada
(n&o aplicavel)

Eventos de relacionamento do SnapVault

Os eventos de relacionamento do SnapVault fornecem informacgdes sobre o status de
seus relacionamentos do SnapVault para que vocé possa monitorar possiveis problemas.
Os eventos sdo agrupados por area de impactos e incluem o nome do evento e da
armadilha, o nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Protegio

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Nao saudavel do cofre Risco Relagao de SnapMirror Aviso
assincrono(ocumEvtSnap

VaultRelationshipUnHealt

hy)
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Asynchronous Vault Risco Relacao de SnapMirror Erro
Broken-

off(ocumEvtSnapVaultRel

ationshipStateBrokenoff)

Falha na inicializacdo do  Risco Relacao de SnapMirror Erro
cofre

assincrono(ocumEvtSnap

VaultRelationshiplnitialize

Failed)

Falha na Atualizacao Risco Relacao de SnapMirror Erro
assincrona do

Vault(ocumEvtSnapVault

RelationshUpdateFailed)

Erro de lag do Vault Risco Relagao de SnapMirror Erro
assincrono(ocumEvtSnap
VaultRelationshipLagError

)

Aviso de lag do Vault Risco Relagao de SnapMirror Aviso
assincrono(ocumEvtSnap

VaultRelationshipLagWar

ning)

Falha na ressincronizagdo Risco Relagao de SnapMirror Erro

assincrona do
Vault(ocumEvtSnapvaultR
elationshipResyncFailed)

Eventos de configuragoes de failover de storage

Os eventos de configuragdes de failover de armazenamento (SFO) fornecem
informagdes sobre se o failover de armazenamento esta desativado ou n&o configurado
para que vocé possa monitorar possiveis problemas. Os eventos sdo agrupados por
area de impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo
de origem e a gravidade.

Area de impactos: Disponibilidade
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Nome do evento (Nome Nivel de impactos
da armadilha)

Um ou mais links para Risco
baixo

(ocumEvtSfolnterconnect
OneOrMoreLinkDown)

Failover de Risco
armazenamento
Desativado(ocumEvtSfoS
ettingsDisabled)

Failover de Risco
armazenamento ndo

configurado
(ocumEvtSfoSettingsNotC
onfigured)

Estado de failover de Risco
armazenamento -
Takeover(ocumEvtSfoStat
esTakover)

Estado de failover de Risco
armazenamento -

reembolso parcial
(ocumEvtSfoStatePartialG
iveback)

Status do no6 de failover Risco
de armazenamento para

baixo

(ocumEvtSfoNodeStatusD

own)

Possibilidade de Risco
aquisicao de failover de
armazenamento
(ocumEvtSfoTakeoversNo
tPossible)

Eventos de servigcos de armazenamento

Tipo de origem

No

No

No6

No

No6

No6

No6

Gravidade

Aviso

Erro

Erro

Aviso

Erro

Erro

Erro

Os eventos de servicos de armazenamento fornecem informagdes sobre a criagcao e
subscricéo de servigos de armazenamento para que possa monitorizar potenciais
problemas. Os eventos s&o agrupados por area de impactos e incluem o nome do
evento e da armadilha, o nivel de impactos, o tipo de origem e a gravidade.
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Area de impactos: Configuragao

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Servico de Evento Servigo de storage Informacoes
armazenamento criado
(n&o aplicavel)

Servigo de Evento Servigo de storage Informacbes
armazenamento subscrito
(n&o aplicavel)

Servico de Evento Servigo de storage Informacoes
armazenamento
cancelado (n&o aplicavel)

Area de impactos: Protegdo

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Exclusdo inesperadada  Risco Servigo de storage Aviso
Relacionagaodo

SnapMirror gerenciado

EvtStorageServiceUnsup

ported

RelationshipDeletation

Exclusado inesperada do  Incidente Servigo de storage Critico
volume de membro do

servigo de

armazenamento

(ocumEvtStorageService

UnexpectedVolumeDeleta

tion)

Eventos de prateleira de armazenamento

Os eventos do compartimento de armazenamento informam se o compartimento de
armazenamento apresenta alteracdes anormais, para que vocé possa monitorar se ha
problemas em potencial. Os eventos sao agrupados por area de impactos e incluem o
nome do evento e da armadilha, o nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Disponibilidade
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Nome do evento (Nome Nivel de impactos
da armadilha)

Faixa de tensdo anormal Risco
(ocumEvtShelfVoltageAbn
ormal)

Faixa de corrente anormal Risco
(ocumEvtShelfCurrentAbn
ormal)

Temperatura anormal Risco
(ocumEvtShelfTemperatur
eAbnormal)

Eventos SVM

Tipo de origem

Compartimento de
armazenamento

Compartimento de
armazenamento

Compartimento de
armazenamento

Gravidade

Aviso

Aviso

Aviso

Os eventos SVM fornecem informacdes sobre o status de seus SVMs para que vocé
possa monitorar em busca de possiveis problemas. Os eventos sdo agrupados por area
de impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de

origem e a gravidade.

Area de impactos: Disponibilidade

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.

Nome do evento (Nome Nivel de impactos
da armadilha)

SVM CIFS Service Down Incidente
(ocumEvtVserCifsService
StatusDown)

Servico SVM CIFS néo Evento
configurado (ndo
aplicavel)

Tentativas de conetar Incidente
compartilhamento CIFS
inexistente *

Conflito de nomes Risco
NetBIOS CIFS *

Falha na operagao de Risco
copia sombra CIFS *

Muitas conexodes CIFS *  Risco

Tipo de origem

SVM

SVM

SVM

SVM

SVM

SVM

Gravidade

Critico

Informacoes

Critico

Erro

Erro

Erro
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Nome do evento (Nome
da armadilha)

Ligacdo CIFS max.
Excedida *

NUumero maximo de
ligacao CIFS por
utilizador excedido *

SVM FC/FCoE Service
Down
(ocumEvtVserFcServiceSt
atusDown)

SVM iSCSI Service Down
(ocumEvtVserlscsiService
StatusDown)

SVM NFS Service Down
(ocumEvtVserNfsService
StatusDown)

Servigo SVM FC/FCoE
nao configurado (ndo
aplicavel)

Servico iISCSI SVM néo
configurado (ndo
aplicavel)

SVM NFS Service néo
configurado (ndo
aplicavel)

SVM parado
(ocumEvtVserDown)

Servidor AV demasiado
ocupado para aceitar
novo pedido de
digitalizacao *

Nenhuma conexao do
servidor AV para
verificagdo de virus *

Nenhum servidor AV
registado *
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Nivel de impactos

Risco

Risco

Incidente

Incidente

Incidente

Evento

Evento

Evento

Risco

Risco

Incidente

Risco

Tipo de origem

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

Gravidade

Erro

Erro

Critico

Critico

Critico

Informacoes

Informacoes

Informacbes

Aviso

Erro

Critico

Erro



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Sem ligagéo de servidor  Evento SVM Informacgdes

AV com resposta *

Tentativa de usuario ndo  Risco SVM Erro
autorizado para o servidor

AV *

Virus encontrado por AV  Risco SVM Erro
Server *

SVM com Infinite volume Incidente SVMs com Infinite volume Critico

Storage nao disponivel
(ocumEvtVserStorageNot
Available)

SVM com Infinite volume  Risco SVMs com Infinite volume Erro
Storage parcialmente

disponivel

(ocumEvtVserStoragePart

iallyAvailable)

SVM com Infinite volume  Risco SVMs com Infinite volume Aviso
namespace componentes

de espelhamento com

problemas de

disponibilidade

(ocumEvtVserNsMirrorDis

ponibilidade de

Havinglssues)

Area de impactos: Capacidade

Os eventos de capacidade a seguir se aplicam somente a SVMs com Infinite volume.

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

SVM com Infinite volume Risco SVM Erro
Space Full
(ocumEvtVserFull)

SVM com Infinite volume Risco SVM Aviso
Space quase cheio

(ocumEvtVserverNearlyF

ull)
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Nome do evento (Nome Nivel de impactos
da armadilha)

SVM com limite de uso de Risco
Snapshot de volume

infinito excedido
(ocumEvtVserSnapshotU
sageExceeded)

SVM com espago de Risco
namespace Infinite

volume Full
(ocumEvtVserverNamesp
aceFull)

SVM com espago de Risco
namespace Infinite

volume quase cheio
(ocumEvtVserverNamesp
aceNearlyFull)

Area de impactos: Configuragao

Nome do evento (Nome Nivel de impactos
da armadilha)

SVM descoberto (ndo Evento
aplicavel)
SVM excluido(nédo Evento
aplicavel)
SVM renomeado (n&o Evento
aplicavel)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos
da armadilha)

Limite critico de IOPS do Incidente
SVM violado
(ocumSvmlopslincident)

Limite de aviso de IOPS  Risco
do SVM violado
(ocumSvmlopsWarning)
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Tipo de origem

SVM

SVM

SVM

Tipo de origem

SVM

Cluster

SVM

Tipo de origem

SVM

SVM

Gravidade

Aviso

Erro

Aviso

Gravidade

Informacbes

Informacoes

Informacbes

Gravidade

Critico

Aviso



Nome do evento (Nome Nivel de impactos
da armadilha)

Limite critico da SVM Incidente
Mbps violado
(ocumSvmmbpsincident)

Limite de aviso do SVM Risco
Mbps violado
(ocumSvmMbpsWarning)

Limite critico de laténcia  Incidente
do SVM violado
(ocumSvmLatencylnciden

t)

Limite de aviso de Risco
laténcia do SVM violado
(ocumSvmLatencyWarnin

9)

Eventos de classe de storage SVM

Tipo de origem

SVM

SVM

SVM

SVM

Gravidade

Critico

Aviso

Critico

Aviso

Os eventos de classe de storage da SVM fornecem informagdes sobre o status de suas
classes de storage para que vocé possa monitorar se ha problemas em potencial. As
classes de storage SVM s6 existem em SVMs com Infinite volume. Os eventos sdo
agrupados por area de impactos e incluem o nome do evento e da armadilha, o nivel de

impactos, o tipo de origem e a gravidade.

Os eventos de classe de storage do SVM a seguir se aplicam somente a SVMs com Infinite volume.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos
da armadilha)

Classe de Incidente
armazenamento SVM nao
disponivel

(ocumEvtVserStorageCla
ssNotAvailable)

Classe de Risco
armazenamento SVM
parcialmente disponivel
(ocumEvtVserStorageCla
ssPartiallyDisponivel)

Tipo de origem

Classe de
armazenamento

Classe de
armazenamento

Gravidade

Critico

Erro

49



Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos

da armadilha)

SVM Storage Class Risco
Space quase cheio
(ocumEvtVserStorageCla
ssNearlyFull)

SVM Storage Class Risco
Space Full
(ocumEvtVserStorageCla

ssFull)

Limite de uso do Risco

Snapshot da classe de
storage SVM excedido
(ocumEvtVserStorageCla
ssSnapshotUsageExceed
ed)

Eventos de quota de utilizador e grupo

Tipo de origem Gravidade
Classe de Aviso
armazenamento

Classe de Erro
armazenamento

Classe de Aviso
armazenamento

Os eventos de cota de usuario e grupo fornecem informagdes sobre a capacidade da
cota de usuario e grupo de usuarios, bem como os limites de arquivo e disco para que
vocé possa monitorar possiveis problemas. Os eventos s&o agrupados por area de
impactos e incluem o nome do evento e da armadilha, o nivel de impactos, o tipo de

origem e a gravidade.

Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos

da armadilha)

Limite de espaco em Risco
disco de quota de usuario

ou grupo
violado(ocumEvtUserOrG
roupQuotaDiskSpaceSoft
LimitBreached)

Limite rigido de espaco Incidente
em disco de quota de

utilizador ou de grupo
atingido(ocumEvtUserOr
GroupQuotaDiskSpaceHa
rdLimitReached)
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Tipo de origem Gravidade
Quota de utilizador ou Aviso
grupo

Quota de utilizador ou Critico
grupo



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite de arquivos de cota Risco Quota de utilizador ou Aviso
de usuario ou grupo grupo
violado(ocumEvtUserOrG

roupQuotaFileCountSoftLi
mitBreached)

Limite rigido de contagem Incidente Quota de utilizador ou Critico
de ficheiros de quota de grupo

utilizador ou grupo

atingido(ocumEvtUserOr

GroupQuotaFileCountHar

dLimitReached)

Eventos de volume

Os eventos de volume fornecem informacgdes sobre o status dos volumes, o que permite
monitorar possiveis problemas. Os eventos sao agrupados por area de impactos e
incluem o nome do evento, o nome da armadilha, o nivel de impactos, o tipo de origem e
a gravidade.

Um asterisco (*) identifica eventos EMS que foram convertidos para eventos do Unified Manager.

Area de impactos: Disponibilidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Volume restrito Risco Volume Aviso
(ocumEvtVolumeRestricte

d)

Volume off-line Incidente Volume Critico

(ocumEvtVolumeOffline)

Volume parcialmente Risco Volume Erro
disponivel

(ocumEvtVolumePartially

Disponivel)

Volume ndo montado Evento Volume Informacoes

(n&o aplicavel)

Volume montado (n&o Evento Volume Informacbes
aplicavel)
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Nome do evento (Nome
da armadilha)

Volume remontado (nao
aplicavel)

Caminho de jungéo de
volume
inativo(ocumEvtVolumeJu
nctionPathlnactive)

Volume Autosize ativado
(n&o aplicavel)

Volume Autosize-Disabled
(tamanho automatico do
volume) (ndo aplicavel)

Volume Autosize
capacidade maxima
Modificada (ndo aplicavel)

Volume Autosize
Increment tamanho
modificado (ndo aplicavel)

Nivel de impactos

Evento

Risco

Evento

Evento

Evento

Evento

Area de impactos: Capacidade

Nome do evento (Nome
da armadilha)

Espaco em volume
provisionado por thin em
risco
(ocumThinProvenVolume
SpaceAtRisk)

Volume espaco cheio
(ocumEvtVolumeFull)

Volume espaco quase
cheio
(ocumEvtVolumeNearlyFu

I

Volume espaco logico
completo *
(volumeLogicalSpaceFull)
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Nivel de impactos

Risco

Risco

Risco

Risco

Tipo de origem

Volume

Volume

Volume

Volume

Volume

Volume

Tipo de origem

Volume

Volume

Volume

Volume

Gravidade

Informacoes

Aviso

Informacbes

Informacoes

Informacbes

Informacoes

Gravidade

Aviso

Erro

Aviso

Erro



Nome do evento (Nome Nivel de impactos

da armadilha)

Volume espaco légico
quase completo *
(volumelLogicalSpaceNea
rlyFull)

Volume espaco logico
normal
*(volumeLogicalSpaceAll
OK)

Volume Snapshot
Reserve Space
Full(ocumEvtSnapshotFull

)

Demasiadas copias
Snapshot
(ocumEvtSnapshotTooMa

ny)

Volume Qtree quota
overcommitted
(ocumEvtVolumeQtreeQu
otaOvercommitted)

Volume Qtree quota
quase
sobrecomprometida
(ocumEvtVolumeQtreeQu
otaAlmostOvercommitted)

Taxa de crescimento de
volume anormal
(ocumEvtVolumeGrowthR
ateAbnormal)

Volume dias até completo
(ocumEvtVolumeDaysUnti
IFullSoon)

Garantia de espago de
volume desativada (ndo
aplicavel)

Garantia de espaco de
volume ativada (nao
aplicavel)

Risco

Evento

Risco

Risco

Risco

Risco

Risco

Risco

Evento

Evento

Tipo de origem

Volume

Volume

Volume

Volume

Volume

Volume

Volume

Volume

Volume

Volume

Gravidade

Aviso

Informacoes

Aviso

Erro

Erro

Aviso

Aviso

Erro

Informacbes

Informacoes



Nome do evento (Nome
da armadilha)

Garantia de espaco de
volume modificada (ndo
aplicavel)

Volume Snapshot
Reserve dias até
cheio(ocumEvtVolumeSn
apshotReserveDaysUntilF
ullSoon)

Os eleitores do FlexGroup
tém questbes espaciais
*(flexGroupConstituentsH
aveSpacelssues)

FlexGroup constituintes
Estado do espaco tudo
OK
*(flexGroupConstituentsS
paceStatusAll OK)

Os constituintes do
FlexGroup tém inodes
issues
*(flexGroupConstituentsH
avelnodeslssues)

FlexGroup constituintes
inodes Status tudo OK
*(flexGroupConstituentsin
odesStatusAllOK)

Falha na selecao
automatica do volume
WAFL *

WAFL volume AutoSize
Done * (tamanho
automatico do volume)

Nivel de impactos

Evento

Risco

Risco

Evento

Risco

Evento

Risco

Evento

Area de impactos: Configuragao

Nome do evento (Nome Nivel de impactos

da armadilha)

Volume renomeado (ndo
aplicavel)
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Evento

Tipo de origem

Volume

Volume

Volume

Volume

Volume

\Volume

Volume

Volume

Tipo de origem

Volume

Gravidade

Informacoes

Erro

Erro

Informacoes

Erro

Informacoes

Erro

Informacoes

Gravidade

Informacoes



Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Volume descoberto (ndo  Evento Volume Informacgdes
aplicavel)
Volume eliminado (n&o Evento Volume Informacbes
aplicavel)

Area de impactos: Desempenho

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Limite de aviso de IOPS  Risco Volume Aviso
maximo de volume de

QoS violado

(ocumQosVolumeMaxlop

sWarning)

Limite de aviso de volume Risco Volume Aviso
max. De QoS violado

(ocumQosVolumeMaxMb

psWarning)

Limite maximo de aviso Risco Volume Aviso
de IOPS/TB de volume

QoS violado

(ocumQosVolumeMaxlop

sPerTbWarning)

Limite critico de IOPS de Incidente Volume Critico
volume violado
(ocumVolumelopsincident

)

Limite de aviso de IOPS  Risco Volume Aviso
de volume violado
(ocumVolumelopsWarnin

g)

Limite critico de volume Incidente \Volume Critico
Mbps violado

(ocumVolumeMbpsincide

nt)

Limite de aviso de volume Risco Volume Aviso
Mbps violado
(ocumVolumeMbpsWarni

ng)



Nome do evento (Nome
da armadilha)

Laténcia de volume ms/op
limite critico violado
(ocumVolumelLatencylnci
dent)

Limite de aviso de
laténcia de volume ms/op
violado
(ocumVolumelLatencyWar

ning)

Limiar critico de perda de
cache de volume violado
(ocumVolumeCacheMiss
Ratiolncident)

Limite de aviso de taxa de
perda de volume
violado(ocumVolumeCach
eMissRatioWarning)

Laténcia de volume e
limite critico de IOPS
violado
(ocumVolumelatencylops
Incident)

Limite de aviso de
laténcia de volume e
IOPS violado
(ocumVolumeLatencylops
Warning)

Laténcia de volume e
limite critico de Mbps
violado
(ocumVolumelLatencyMbp
sIncident)

Laténcia de volume e
limite de aviso de Mbps
violado
(ocumVolumelLatencyMbp
sWarning)
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Nivel de impactos

Incidente

Risco

Incidente

Risco

Incidente

Risco

Incidente

Risco

Tipo de origem

Volume

Volume

Volume

Volume

Volume

\Volume

Volume

Volume

Gravidade

Critico

Aviso

Critico

Aviso

Critico

Aviso

Critico

Aviso



Nome do evento (Nome
da armadilha)

Laténcia de volume e Perf
agregado. Capacidade
utilizada limite critico
violado
(ocumVolumeLatencyAgg
regatePerfCapacityUsed|
ncident)

Laténcia de volume e Perf
agregado. Limite de aviso
de capacidade usado
violado
(ocumVolumeLatencyAgg
regatePerfCapacityUsed
Warning)

Laténcia de volume e
utilizacdo agregada limiar
critico violado
(ocumVolumelLatencyAgg
regateUtilizationIncident)

Limite de aviso de
laténcia de volume e
utilizacdo agregada
violado
(ocumVolumelLatencyAgg
regateUtilizationWarning)

Laténcia de volume e
perf. N6 Capacidade
utilizada limite critico
violado
(ocumVolumelLatencyNod
ePerfCapacityUsedIncide
nt)

Laténcia de volume e
perf. N6 Limite de aviso
de capacidade usado
violado
(ocumVolumeLatencyNod
ePerfCapacityUsedWarni

ng)

Nivel de impactos

Incidente

Risco

Incidente

Risco

Incidente

Risco

Tipo de origem

Volume

Volume

Volume

Volume

Volume

Volume

Gravidade

Critico

Aviso

Critico

Aviso

Critico

Aviso
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Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Laténcia de volume e Incidente Volume Critico
perf. N6 Capacidade

utilizada - limite critico de

aquisicao

violado(ocumVolumelLate

ncyAggregatePerfCapacit

yUsedTakooverlncident)

Laténcia de volume e Risco Volume Aviso
perf. N6 Capacidade

utilizada - limite de aviso

de aquisigao

violado(ocumVolumeLate

ncyAggregatePerfCapacit

yUsedTakeover Warning)

Limite critico de laténcia e Incidente Volume Critico
utilizagédo de no violado

(ocumVolumeLatencyNod

eUtilizationIncident)

Limite de aviso de Risco Volume Aviso
laténcia de volume e

utilizagdo de no violado

(ocumVolumeLatencyNod

eUtilizationWarning)

Eventos de status de movimentacao de volume

Os eventos de status de movimentacao de volume informam sobre o status da
movimentacao de volume para que vocé possa monitorar possiveis problemas. Os
eventos sdo agrupados por area de impactos e incluem o nome do evento e da
armadilha, o nivel de impactos, o tipo de origem e a gravidade.

Area de impactos: Capacidade

Nome do evento (Nome Nivel de impactos Tipo de origem Gravidade
da armadilha)

Status de movimentacdo Evento Volume Informacoes
de volume: Em

andamento (nao

aplicavel)
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Nome do evento (Nome
da armadilha)

Estado de movimentacao
de volume -
falhou(ocumEvtVolumeM
oveFailed)

Status de movimentagao
de volume: Concluido
(n&o aplicavel)

Movimentagao de volume
- reducéo diferida
(ocumEvtVolumeMoveCut
overDeferido)

Nivel de impactos

Risco

Evento

Risco

Tipo de origem

Volume

Volume

Volume

Gravidade

Erro

Informacoes

Aviso
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