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Monitorar e gerenciar a integridade do cluster

Introdugao ao monitoramento de integridade do
OnCommand Unified Manager

O Unified Manager ajuda vocé a monitorar um grande numero de sistemas que
executam o software ONTAP por meio de uma interface de usuario centralizada. A
infraestrutura de servidor do Unified Manager oferece escalabilidade, capacidade de
suporte e recursos aprimorados de monitoramento e notificagao.

Os principais recursos do Unified Manager incluem monitoramento, alerta, gerenciamento de disponibilidade e
capacidade dos clusters, gerenciamento de recursos de protecdo, monitoramento de performance,
configuragéo e gerenciamento de Infinite volumes, anotagao de objetos de storage e agrupamento de dados
de diagndstico e envio para suporte técnico.

Vocé pode usar o Unified Manager para monitorar os clusters. Quando ocorrem problemas no cluster, o
Unified Manager notifica vocé sobre os detalhes de tais problemas por meio de eventos. Alguns eventos
também fornecem uma agéo corretiva que vocé pode tomar para corrigir os problemas. Vocé pode configurar
alertas para eventos para que, quando os problemas ocorrem, vocé seja notificado por e-mail e traps SNMP.

Vocé pode usar o Unified Manager para gerenciar objetos de storage em seu ambiente associando-os a
anotagdes. Vocé pode criar anotagdes personalizadas e associar dinamicamente clusters, maquinas virtuais
de armazenamento (SVMs) e volumes as anotagdes por meio de regras.

Vocé também pode Planejar os requisitos de armazenamento dos objetos de cluster usando as informagdes
fornecidas nos graficos de capacidade e integridade para o respetivo objeto de cluster.

Recursos de monitoramento de integridade do Unified Manager

O Unified Manager foi desenvolvido em uma infraestrutura de servidor que oferece
escalabilidade, capacidade de suporte e recursos aprimorados de monitoramento e
notificagcdo. O Unified Manager € compativel com o monitoramento de sistemas que
executam o software ONTAP.

O Unified Manager inclui os seguintes recursos:

» Detecgao, monitoramento e notificacdes de sistemas instalados com o software ONTAP:
> Objetos fisicos: Nos, discos, compartimentos de disco, pares SFO, portas e Flash Cache

> Objetos logicos: Clusters, maquinas virtuais de storage (SVMs), agregados, volumes, LUNs,
namespaces, qgtrees, LIFs, copias Snapshot, caminhos de jungéo, exportagbes de NFS,
compartilhamentos CIFS, cotas de usuarios e grupos e grupos de iniciadores

o Protocolos: CIFS, NFS, FC, iSCSI, NVMe e FCoE

o Eficiéncia de storage: Agregados SSD, agregados de Flash Pool, agregados FabricPool, deduplicagao
e compactacéo

> Protegéo: Relacionamentos SnapMirror (sincronos e assincronos) e relacionamentos SnapVault
* Visualizacao do estado de detecao e monitorizagcao do cluster

» Configuragao do MetroCluster: Visualizagdo e monitoramento da configuragao, switches e bridges do



MetroCluster, problemas e status de conetividade dos componentes do cluster
* Infraestrutura de alertas, eventos e limites aprimorados
* LDAP, LDAPS, autenticagcdao SAML e suporte ao usuario local
* RBAC (para um conjunto predefinido de fungdes)
» AutoSupport e pacote de suporte

+ Painel aprimorado para mostrar a capacidade, disponibilidade, protegéo e integridade de performance do
ambiente

* Interoperabilidade de movimentacéo de volume, histérico de movimentacao de volume e histérico de
mudanc¢a de caminho de jungao

+ Area de escopo de impactos que exibe graficamente os recursos que séo afetados para eventos como
alguns discos com falha, espelhamento agregado MetroCluster degradado e discos de reserva
MetroCluster deixados para tras eventos

* Possivel area de efeito que exibe o efeito dos eventos MetroCluster

« Area de agdes corretivas sugeridas que exibe as agbes que podem ser executadas para resolver eventos
como alguns discos com falha, espelhamento agregado MetroCluster degradado e discos sobressalentes
MetroCluster deixados para tras eventos

* Recursos que podem ser afetados area que exibe os recursos que podem ser afetados para eventos
como o evento volume Offline, o evento volume restrito € o evento espago em volume provisionado por
thin

* Suporte para SVMs com:
> Volumes FlexVol
> Volumes FlexGroup
° Volumes infinitos
* Suporte para monitoramento de volumes de raiz de nés

* Monitoramento aprimorado de cépia Snapshot, incluindo computagéo de espago que pode ser recuperado
e excluséo de copias Snapshot

* Anotagdes para objetos de armazenamento

* Relatar a criagédo e o gerenciamento de informacdes de objetos de storage, como capacidade fisica e
l6gica, utilizagdo, economia de espaco e eventos relacionados

* Integragdo com o OnCommand Workflow Automation para executar fluxos de trabalho
O repositério de automacao do storage contém pacotes de fluxo de trabalho de storage automatizado
certificados pela NetApp, desenvolvidos para uso com o OnCommand Workflow Automation (WFA). Vocé

pode baixar os pacotes e depois importa-los para O WFA para executa-los. Os fluxos de trabalho
automatizados estao disponiveis no seguinte enderego "Armazenamento de automacao de storage”

Interfaces do Unified Manager usadas para gerenciar a integridade do sistema de

storage

Esta seg¢ao contém informacdes sobre as duas interfaces de usuario fornecidas pelo

OnCommand Unified Manager para solucionar problemas de capacidade, disponibilidade

e protegao de storage de dados. As duas Uls sédo a IU da Web do Unified Manager e o
console de manutencéo.


https://automationstore.netapp.com

Se vocé quiser usar os recursos de protegdo no Unified Manager, também devera instalar e configurar o
OnCommand Workflow Automation (WFA).

IU da Web do Unified Manager

A IU da Web do Unified Manager permite que um administrador monitore e solucione problemas de cluster
relacionados a capacidade, disponibilidade e protegédo de storage de dados.

Esta secao descreve alguns fluxos de trabalho comuns que um administrador pode seguir para solucionar
problemas de capacidade de storage, disponibilidade de dados ou protegéo exibidos na IU da Web do Unified
Manager.

Consola de manutengao

O console de manutencao permite que um administrador monitore, diagnostique e solucione problemas do

sistema operacional, problemas de atualizacao de versao, problemas de acesso do usuario e problemas de
rede relacionados ao préprio servidor do Unified Manager. Se a IU da Web do Unified Manager ndo estiver

disponivel, o console de manutencgao sera a Unica forma de acesso ao Unified Manager.

Esta segao fornece instrugdes para acessar o console de manutengao e usa-lo para resolver problemas
relacionados ao funcionamento do servidor do Unified Manager.

Tarefas e workflows de integridade do Unified Manager
comuns

Alguns fluxos de trabalho administrativos e tarefas comuns associados ao Unified
Manager incluem a selecao dos clusters de storage que devem ser monitorados; o
diagndstico de condi¢des que afetam negativamente a disponibilidade, a capacidade e a
protecao dos dados; a criacédo de relacionamentos de protecéo; a restauracdo de dados
perdidos; a configuracao e o gerenciamento de Infinite volumes; e a agregacéao e o envio
de dados de diagndstico para o suporte técnico (quando necessario).

Com o Unified Manager, os administradores de storage podem visualizar um dashboard, avaliar a capacidade
geral, a disponibilidade e a integridade de protecao dos clusters de storage gerenciado e identificar, localizar,
diagnosticar e atribuir rapidamente problemas especificos que possam surgir.

Os problemas mais importantes relacionados a um cluster, maquina virtual de armazenamento (SVM),
volume, volume FlexGroup ou relacao de proteg¢ao que afetam a capacidade de armazenamento,
disponibilidade de dados ou confiabilidade de protecdo de seus objetos de armazenamento gerenciados sao
exibidos nos graficos e eventos de integridade do sistema na pagina Dashboards/Visédo geral. Quando
problemas criticos sao identificados, a pagina esta fornece links para suportar fluxos de trabalho de solugéo
de problemas apropriados.

O Unified Manager também pode ser incluido em fluxos de trabalho que incluem ferramentas de
gerenciamento relacionadas, como o OnCommand Workflow Automation (WFA), para oferecer suporte a
configuragéo direta de recursos de storage.

Fluxos de trabalho comuns relacionados as seguintes tarefas administrativas sdo descritos neste documento:

» Diagnosticar e gerenciar problemas de disponibilidade

Se problemas de configuragéo de recursos de armazenamento ou falha de hardware causarem a exibicéo



de eventos de disponibilidade de dados na pagina Dashboards/Overview, os administradores de
armazenamento podem seguir os links incorporados para exibir informagdes de conetividade sobre o
recurso de armazenamento afetado, exibir conselhos de solucao de problemas e atribuir resolucéo de
problemas a outros administradores.

Configuragdo e monitoramento de incidentes de desempenho

O administrador do OnCommand pode monitorar e gerenciar o desempenho dos recursos do sistema de
storage que estdo sendo monitorados. Consulte o Unified Manager Workflow Guide for Managing Cluster
Performance para obter mais informacdes.

Diagndsticos e gerenciamento de problemas de capacidade de volume

Se os problemas de capacidade de armazenamento de volume forem exibidos na pagina
Dashboards/Overview, os administradores de armazenamento poderao seguir os links incorporados para
exibir as tendéncias atuais e histdricas relacionadas a capacidade de armazenamento do volume afetado,
exibir conselhos de solucéo de problemas e atribuir resolucédo de problemas a outros administradores.

Configuragédo, monitoramento e diagnéstico de problemas de relacionamento de protegao

Depois de criar e configurar relacionamentos de protegéo, os administradores de armazenamento podem
visualizar os possiveis problemas relacionados as rela¢des de protecéo na pagina Dashboards/Visao
geral, e podem seguir os links incorporados para visualizar o estado atual das relagdes de protegao, as
informacgdes de sucesso da tarefa de protecéo atual e histérica sobre as relacdes afetadas, e conselhos
sobre solugdo de problemas, e atribuir resolugdo de problemas a outros administradores. Os
administradores de storage também podem configurar e gerenciar relacionamentos SnapMirror e
SnapVault.

Criar arquivos de backup e restaurar dados de arquivos de backup.

Associar objetos de armazenamento a anotagdes

Ao associar objetos de storage a anotagdes, os administradores de storage podem filtrar e exibir os
eventos relacionados aos objetos de storage, o que permite que os administradores de storage priorizem
e resolvam os problemas associados aos eventos.

Envio de um pacote de suporte ao suporte técnico

Os administradores de armazenamento podem recuperar e enviar um pacote de suporte ao suporte
técnico usando o console de manutencao. Os pacotes de suporte devem ser enviados para o suporte
técnico quando o problema exigir diagndstico e solugédo de problemas mais detalhados do que o que uma
mensagem do AutoSupport fornece.

Criando novos relatérios para importagao

Os administradores de armazenamento podem criar novos . rptdesign arquivos usando o plug-in
Eclipse para Business Intelligence and Reporting Tools (BIRT). Esses relatérios podem ser importados
para a IU do Unified Manager e exibidos na pagina relatérios.

Os relatérios exibidos na pagina relatorios fornecem o status atual dos objetos de armazenamento. Vocé
pode tomar decisdes importantes, como decisdes sobre a aquisigdo de storage, com base no uso atual.
Esses relatorios fornecem uma visdo detalhada de objetos de storage, como volumes, compartimentos de
disco e agregados.

A pagina relatdrios na IU do Unified Manager permite exibir informagées detalhadas sobre os relatorios
gerados. Vocé pode pesquisar um relatério especifico, salvar um relatorio e excluir um relatério da pagina



relatorios. Vocé também pode agendar, compartilhar e importar um relatério desta pagina.
« Criagao, configuragao, monitoramento e protecao de Infinite volumes

Depois de usar a ferramenta Workflow Automation para criar, configurar e definir classes de storage para
um Infinite volume, os administradores de storage podem usar o Unified Manager para monitorar, definir
limites de notificacéo e definir a politica de dados para esse volume e suas classes de storage.
Opcionalmente, os administradores de storage podem usar O WFA e o Unified Manager para configurar a
protecédo de dados para o Infinite volume.

Monitoramento e solugao de problemas de disponibilidade de dados

O Unified Manager monitora a confiabilidade com a qual os usuarios autorizados podem
acessar seus dados armazenados, emite alertas sobre condicdes que bloqueiam ou
impedem esse acesso e permite diagnosticar essas condi¢des e atribuir e rastrear sua
resolugéao.

Os topicos de fluxo de trabalho de disponibilidade nesta segdo descrevem exemplos de como um
administrador de storage pode usar a IU da Web do Unified Manager para descobrir, diagnosticar e atribuir
para resolucao condigdes de hardware e software que afetam negativamente a disponibilidade dos dados.

Resolver uma condicgao offline do cartao flash

Este fluxo de trabalho fornece um exemplo de como vocé pode resolver uma condigao
off-line de cartao flash. Nesse cenario, vocé € um administrador ou operador
monitorando o painel para verificar se ha problemas com a disponibilidade. Vocé vé uma
condigao off-line do cartdo flash e deseja determinar a possivel causa e resolugéo do
problema.

Antes de comegar

Vocé deve ter a fungao Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

As informacoes de eventos e os links exibidos na area de disponibilidade da pagina Unified
ManagerDashboards/Overview monitoram a disponibilidade geral dos recursos de armazenamento de dados
nos clusters monitorados permitem diagnosticar eventos especificos que possam afetar essa disponibilidade.

Nesse cenario, a pagina Dashboards/Visao geral exibe os cartdes Flash de evento off-line em sua seg¢ao
incidentes de disponibilidade. Se um cartao flash estiver off-line, a disponibilidade dos dados armazenados é
impedida porque o desempenho do ndé do cluster no qual ele esta instalado é prejudicado. Vocé pode executar
as seguintes etapas para localizar e identificar o problema potencial:

Passos

1. No painel disponibilidade na secéo incidentes e riscos nao resolvidos, clique no link de hipertexto
exibido para Flash Cards Offline.

A pagina de detalhes do evento para o incidente de disponibilidade é exibida.

2. Na pagina de detalhes evento, vocé pode revisar as informagdes exibidas no campo causa e executar



uma ou mais das seguintes tarefas:
o Atribua o evento a um administrador. Atribuindo eventos

> Clique na origem do evento, neste caso o0 no6 do cluster no qual o cartéo flash offline esta localizado,
para obter mais informacdes sobre esse n6. Execucao de acdes corretivas para um cartédo flash offline

o Confirme o evento. Reconhecer e resolver eventos

Execucdo de acgoes corretivas para um cartao flash offline

Depois de analisar a descrigdo no campo causa da pagina de detalhes do evento offline
do cartao flash, vocé pode procurar informacdes adicionais uteis para resolver a
condicgao.

Antes de comecgar

Vocé deve ter a fungado Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Neste cenario de exemplo, o resumo do evento fornecido na pagina de detalhes do evento contém as
seguintes informagdes sobre a condi¢do do cartao flash offline:

Severity: Critical

State: New

Impact Level: Incident
Impact Area: Availability
Source: alpha-node

Source Type: Node
Acknowledged By:

Resolved By:

Assigned To:

Cause: Flash cards at slot numbers 3 are offline.
Alert Settings:

As informacdes do evento indicam que a placa flash instalada no slot 3 no n6 do cluster chamado "né alfa"
esta offline.

As informacdes localizam a condic¢ao offline do cartdo flash para um slot especifico em um né de cluster
especifico, mas ndo sugerem um motivo para o cartdo flash estar offline.

Passos

1. Para obter mais detalhes que possam ajuda-lo a diagnosticar a condigéo offline do cartédo flash, vocé pode
clicar no nome da origem do evento.

Neste exemplo, a origem do evento é o n6 de cluster "alfa-node™. Clicar nesse nome de no exibe os
Detalhes da HA na guia nos da pagina de detalhes de integridade/cluster do cluster afetado. Os Detalhes
da HA exibidos exibem informacgdes sobre o par de HA ao qual esse n6 pertence.

Neste exemplo, as informacdes relevantes estao na tabela Resumo de Eventos nos Detalhes do HA. A



tabela especifica o evento off-line do cartdo flash, a hora em que o evento foi gerado e, novamente, o né
do cluster a partir do qual este evento se originou.

2. Usando a CLI ou o0 OnCommand System Manager do ONTAP, acesse os logs do sistema do Gerenciador
de Eventos (EMS) do cluster afetado.

Neste exemplo, vocé usa o nome do evento, a hora do evento e a origem do evento para encontrar o
relatério EMS sobre esse evento. O relatério EMS sobre o evento contém uma descricdo detalhada do
evento e muitas vezes conselhos para corrigir a condigao indicada pelo evento.

Depois de terminar

Depois de diagnosticar o problema, contacte o administrador ou operador adequado para concluir 0os passos
manuais necessarios para colocar o cartao flash novamente online.

Verificagao e resolugao de condicdes de link de interconexao de failover de armazenamento

Este fluxo de trabalho fornece um exemplo de como vocé pode procurar, avaliar e
resolver condicdes de link de interconexao de failover de armazenamento downed.
Nesse cenario, vocé é um administrador que usa o Unified Manager para procurar riscos
de failover de storage antes de iniciar uma atualizacao da versdo do ONTAP nos nos.

Antes de comegar

Vocé deve ter a fungcdo Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Se as interconexdes de failover de storage entre nés de par de HA falharem durante uma tentativa de
atualizagado sem interrupgdes, a atualizagao falhara. Portanto, a pratica comum é que o administrador
monitore e confirme a confiabilidade do failover de storage nos nés de cluster direcionados para atualizagao
antes do inicio de uma atualizagao.

Passos

1. Para verificar se ha eventos de disponibilidade recentes relacionados a problemas de failover de
armazenamento, verifique a segao incidentes de disponibilidade e as listagens de riscos de disponibilidade
na pagina painéis/Visao geral.

2. Para verificar mais sobre todos os eventos de disponibilidade relacionados a problemas de failover de
armazenamento, execute as seguintes etapas:

a. Clique no link incidentes de disponibilidade na pagina painéis/Visao geral.
A pagina de inventario Eventos exibe todos os eventos nos clusters monitorados.

b. Na pagina de inventario Eventos, selecione as opg¢odes Incidente e risco na coluna filtro.

C. Na parte superior da coluna nomes de pagina de inventario Eventos, clique = e insira *failover
na caixa de texto para limitar o evento a ser exibido para eventos relacionados ao failover de
armazenamento.

Todos os eventos anteriores relacionados as condicdes de failover de armazenamento sao exibidos.

Nesse cenario, o Unified Manager exibe o evento ""Storage failover Interconnect One or More Links



Down"" em sua segéo de incidentes de disponibilidade.

3. Se um ou mais eventos relacionados ao failover de armazenamento forem exibidos na pagina
painéis/Visao geral ou na pagina de inventario Eventos, execute as seguintes etapas:

a. Clique no link do titulo do evento para exibir os detalhes do evento para esse evento.

Neste exemplo, vocé clica no titulo do evento ""Storage failover Interconnect One or More Links

Down"".
A pagina de detalhes do evento para esse evento é exibida.

a. Na pagina de detalhes do evento, vocé pode executar uma ou mais das seguintes tarefas:

= Reveja a mensagem de erro no campo causa e avalie o problema. Execucao de acdes corretivas
para links de interconexao de failover de storage

= Atribua o evento a um administrador. Atribuindo eventos

= Confirme o evento. Reconhecer e resolver eventos

Execucédo de agdes corretivas para links de interconexao de failover de storage

Ao exibir a pagina de detalhes do evento de um evento relacionado ao failover de
armazenamento, vocé pode revisar as informacgdes resumidas da pagina para determinar
a urgéncia do evento, a possivel causa do problema e a possivel resolugdo do problema.

Antes de comecgar

Vocé deve ter a fungao Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Neste cenario de exemplo, o resumo de eventos fornecido na pagina de detalhes do evento contém as
seguintes informacdes sobre a condigao de inatividade do link de interconex&o de failover de armazenamento:



Event: Storage Failover Interconnect One or More Links Down
Summary

Severity: Warning

State: New

Impact Level: Risk

Impact Area: Availability

Source: aardvark

Source Type: Node

Acknowledged By:

Resolved By:

Assigned To:

Cause: At least one storage failover interconnected link
between the nodes aardvark and bonobo is down.
RDMA interconnect is up (LinkO up, Linkl down)

As informagdes de evento de exemplo indicam que um link de interconexao de failover de armazenamento,
Link1, entre nos de par HA aardvark e bonobo esta inativo, mas que linkO entre Apple e Boy esta ativo. Como
um link esta ativo, o RDMA (Acesso remoto a memoria dindmica) ainda esta funcionando e uma tarefa de
failover de armazenamento ainda pode ser bem-sucedida.

No entanto, para garantir que a protecao contra falha de links e o failover de armazenamento seja totalmente
desativado, vocé decide diagnosticar ainda mais o motivo da queda do Link1.

Passos

1. Na pagina de detalhes evento, vocé pode clicar no link para o evento especificado no campo origem para
obter mais detalhes sobre outros eventos que podem estar relacionados a condi¢gdo de conexao de
failover de armazenamento.

Neste exemplo, a fonte do evento € o n6 chamado aardvark. Clicar nesse nome de n6 exibe os Detalhes
de HA para o par de HA afetado, aardvark e bonobo, na guia nés da pagina de detalhes de
integridade/cluster e exibe outros eventos que ocorreram recentemente no par de HA afetado.

2. Consulte os Detalhes HA para obter mais informagdes sobre o evento.
Neste exemplo, as informacdes relevantes estao na tabela Eventos. A tabela mostra o evento "Storage

failover Connection One or More Link Down™, o tempo em que o evento foi gerado e, novamente, o n6 a
partir do qual este evento se originou.

Depois de terminar

Uso das informacoes de localizagdo dos nés nos Detalhes da HA, solicitagdo ou conclusao pessoal de uma
inspecao fisica e reparo do problema de failover de storage nos nés de par de HA afetados.

Resolver problemas offline de volume

Esse fluxo de trabalho fornece um exemplo de como vocé pode avaliar e resolver um



evento off-line de volume que o Unified Manager pode exibir na area de disponibilidade
da pagina Dashboards/Visao geral. Nesse cenario, vocé é um administrador usando o
Unified Manager para solucionar problemas de um ou mais eventos off-line de volume
exibidos na pagina Dashboards/Vis&o geral.

Antes de comegar

Vocé deve ter a fungdo Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Os volumes podem ser reportados offline por varias razbes:

* O administrador do SVM deliberadamente deixou o volume off-line.

* O no de cluster de hospedagem do volume esta inativo e o failover de storage para seu parceiro de par de
HA também falhou.

* O volume que hospeda a maquina virtual de storage (SVM) € interrompido porque o né que hospeda o
volume raiz desse SVM esta inativo.

» O agregado de hospedagem do volume esta inativo devido a falha simultanea de dois discos RAID.

Vocé pode usar a pagina Dashboards/Overview e as paginas de detalhes de integridade/cluster,
integridade/SVM e integridade/volume para confirmar ou eliminar uma ou mais dessas possibilidades.

Passos

1. No painel disponibilidade na secéo incidentes e riscos néao resolvidos, clique no link de hipertexto
exibido para o evento volume Offline.

A pagina de detalhes do evento para o incidente de disponibilidade é exibida.
2. Nessa pagina, verifique as notas para obter qualquer indicagdo de que o administrador da SVM colocou o

volume em questao offline.

3. Na pagina de detalhes do evento, vocé pode revisar as informagdes de uma ou mais das seguintes
tarefas:

> Reveja as informagdes apresentadas no campo de causa para obter instrugdes de diagndstico
possiveis.
Neste exemplo, as informacgdes no campo causa informam apenas que o volume esta offline.

o Verifique a area Notas e atualizacbes para obter qualquer indicacdo de que o administrador da SVM
deliberadamente retirou o volume em questéo offline.

> Clique na origem do evento, neste caso o volume que é relatado off-line, para obter mais informagoes
sobre esse volume. Executar agao corretiva para condigdes off-line de volume

o Atribua o evento a um administrador. Atribuindo eventos
o Reconheca o evento ou, se for o caso, marque-o como resolvido. Reconhecer e resolver eventos

Executar agoes de diagnostico para condigdes off-line de volume

Depois de navegar para a pagina de detalhes do volume/saude de um volume relatado
estar offline, vocé pode procurar informacgdes adicionais Uteis para diagnosticar a
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condicéo offline do volume.

Antes de comecgar

Vocé deve ter a fungao Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Se o volume que é relatado off-line n&o foi colocado off-line deliberadamente, esse volume pode estar off-line
por varios motivos.

A partir da pagina de detalhes de integridade/volume do volume off-line, vocé pode navegar para outras
paginas e painéis para confirmar ou eliminar possiveis causas:

Opcoes

* Clique nos links da pagina de detalhes de Saude/volume para determinar se o volume esta off-line porque
seu no de host esta inativo e o failover de armazenamento para seu parceiro de par de HA também falhou.

Determinando se uma condicao offline de volume é causada por um né inativoConsulte .

+ Clique nos links da pagina de detalhes de Saude/volume para determinar se o volume esta off-line e sua
maquina virtual de armazenamento de host (SVM) é interrompida porque o né que hospeda o volume raiz
desse SVM esta inativo.

Determinando se um volume esta off-line e o SVM ¢ interrompido porque um no esta inativoConsulte .

 Clique nos links da pagina de detalhes de Saude/volume para determinar se o volume esta off-line devido
a discos quebrados em seu agregado de host.

Determinando se um volume esta offline por causa de discos quebrados em um agregadoConsulte .

Determinando se um volume esta offline porque seu né de host esta inativo

Vocé pode usar a IU da Web do Unified Manager para confirmar ou eliminar a
possibilidade de um volume estar offline porque o né do host esta inativo e o failover de
storage para seu parceiro de par de HA n&do tem éxito.

Antes de comecgar

Vocé deve ter a fungado Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Para determinar se a condi¢cao de volume off-line é causada por falha do n6 de hospedagem e subsequente
failover de armazenamento mal-sucedido, execute as seguintes agdes:

Passos

1. Localize e clique no link de hipertexto exibido em SVM no painel Related Devices da pagina de detalhes
Health/volume do volume off-line.

A pagina de detalhes da Maquina Virtual de Saude/armazenamento exibe informagdes sobre a maquina
virtual de armazenamento (SVM) do volume off-line.
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2. No painel Related Devices (dispositivos relacionados) da pagina Health/Storage Virtual Machine details
(Detalhes da maquina virtual de armazenamento/saude®), localize e clique no link de hipertexto exibido em
volumes.

A pagina de inventario de integridade/volumes exibe uma tabela de informagdes sobre todos os volumes
hospedados pelo SVM.

3. No cabegalho da coluna Estado da pagina de inventario Saude/volumes, clique no simbolo do filtro =e
selecione a opgao Offline.

Somente os volumes SVM que estédo no estado offline sao listados.

4. Na pagina de inventario Satde/volumes, clique no simbolo da grade [f&je selecione a op¢éo Cluster
Nodes.

Talvez seja necessario rolar na caixa de selecao de grade para localizar a opgao Cluster Nodes.

A coluna Cluster Nodes é adicionada ao inventario de volumes e exibe o nome do né que hospeda cada
volume off-line.

5. Na pagina de inventario Health/volumes, localize a listagem do volume off-line e, em sua coluna Cluster
Node, clique no nome de seu n6 de hospedagem.

A guia n6s na pagina de detalhes de integridade/cluster exibe o estado do par de nés de HA ao qual o né
de hospedagem pertence. O estado do n6 de hospedagem e o sucesso de qualquer operagao de failover
de cluster sdo indicados no visor.

Depois de terminar

Depois de confirmar que a condigao de volume off-line existe porque o n6 de host esta inativo e o failover de
armazenamento para o parceiro de par de HA falhou, entre em Contato com o administrador ou operador
apropriado para reiniciar manualmente o n6 de entrada e corrigir o problema de failover de armazenamento.

Determinando se um volume esta off-line e sua SVM é interrompida porque um né esta inativo

Vocé pode usar a IU da Web do Unified Manager para confirmar ou eliminar a
possibilidade de um volume ficar off-line, pois sua maquina virtual de storage de host
(SVM) é interrompida devido ao né que hospeda o volume raiz desse SVM estar inativo.

Antes de comecgar

Vocé deve ter a fungéo Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Para determinar se a condigdo de volume off-line esta interrompida porque o n6é que hospeda o volume raiz do
SVM esta inativo, execute as seguintes acoes:

Passos

1. Localize e clique no link de hipertexto exibido em SVM no painel Related Devices da pagina de detalhes
Health/volume do volume off-line.

2. Localize e clique no link de hipertexto exibido sob o SVM no painel Related Devices da pagina de
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detalhes Health/volume do volume off-line.

A pagina de detalhes da Maquina Virtual de Saude/armazenamento exibe o status "em execugao" ou o
status "coberto" do SVM de hospedagem. Se o status SVM estiver em execugdo, a condigdo de volume
off-line ndo sera causada pelo né que hospeda o volume raiz do SVM inativo.

3. Se o status SVM for interrompido, clique em Exibir SVMs para identificar ainda mais a causa da
interrupcéo do SVM de hospedagem.

4. No cabecalho da coluna Health/Storage Virtual Machines Inventory pageSVM, clique no simbolo do filtro
= e digite 0 nome do SVM parado.

As informacdes desse SVM sdo mostradas em uma tabela.

5. Na pagina de inventario de maquinas virtuais de Satide/armazenamento*, clique [ e selecione a opgao
N -
volume raiz.

A coluna volume raiz é adicionada ao inventario SVM e exibe o nome do volume raiz do SVM parado.

6. Na coluna volume raiz, clique no nome do volume raiz para exibir a pagina de detalhes Health/Storage
Virtual Machine para esse volume.

Se o status do volume raiz do SVM for (Online), a condigdo de volume off-line original ndo sera causada
porque o no que hospeda o volume raiz desse SVM esta inativo.

7. Se o status do volume raiz da SVM for (Offline), localize e clique no link de hipertexto exibido em agregado
no painel dispositivos relacionados da pagina de detalhes Saude/volume do volume raiz da SVM.

8. Localize e clique no link de hipertexto exibido em n6 no painel Related Devices da pagina de detalhes
Health/Aggregate do agregado.

A guia nés na pagina de detalhes de integridade/cluster exibe o estado do par de n6s de HA ao qual
pertence o n6 de hospedagem do volume raiz da SVM. O estado do n6 € indicado no visor.
Depois de terminar

Depois de confirmar que a condigdo de volume off-line € causada pela condi¢ao off-line SVM do host desse
volume, o que por si s6 é causado pelo né que hospeda o volume raiz do SVM inativo, entre em Contato com
0 administrador ou operador apropriado para reiniciar manualmente o n¢ inativo.

Determinando se um volume esta offline por causa de discos quebrados em um agregado

Vocé pode usar a IlU da Web do Unified Manager para confirmar ou eliminar a
possibilidade de um volume estar offline porque os problemas de disco RAID tornaram
seu agregado de host offline.

Antes de comecgar

Vocé deve ter a fungcdo Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Para determinar se a condig¢ao off-line do volume é causada por problemas de disco RAID que estdo tomando
0 agregado de hospedagem offline, execute as seguintes agoes:
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Passos

1. Localize e clique no link de hipertexto exibido em agregado no painel dispositivos relacionados da
pagina de detalhes Saude/volume.

A pagina de detalhes de integridade/agregacao exibe o status online ou offline do agregado de
hospedagem. Se o status agregado estiver on-line, os problemas do disco RAID ndo sdo a causa do
volume estar off-line.

2. Se o status agregado estiver offline, clique em informagdes do disco e procure eventos de disco
quebrados na lista Eventos na guia informagdes do disco.

3. Para identificar ainda mais os discos quebrados, clique no link de hipertexto exibido em Cluster no painel
Related Devices (dispositivos relacionados).

E apresentada a pagina de detalhes do estado/cluster.
4. Clique em Disks e selecione Broken no painel Filters para listar todos os discos no estado quebrado.

Se os discos no estado quebrado causarem o estado offline do agregado de host, o nome do agregado
sera exibido na coluna agregado impactado.

Depois de terminar

Depois de confirmar que a condigdo de volume off-line € causada por discos RAID quebrados e o
consequente agregado de host off-line, entre em Contato com o administrador ou operador apropriado para
substituir manualmente os discos quebrados e colocar o agregado de volta on-line.

Resolucao de problemas de capacidade

Este fluxo de trabalho fornece um exemplo de como vocé pode resolver um problema de
capacidade. Nesse cenario, vocé € um administrador ou operador e acessa a pagina
Unified ManagerDashboards/Visao geral para ver se algum dos objetos de
armazenamento monitorados tem problemas de capacidade. Vocé vé que ha um volume
com um risco de capacidade e deseja determinar a possivel causa e resolugao do
problema.

Antes de comecar

Vocé deve ter a fungao Operador, Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Na pagina Dashboards/Vis&o geral, vocé olha para a area de incidentes e riscos n&o resolvidos e vé um
evento de erro ""espago em volume cheio"" no painel capacidade sob a capacidade de volume SVM em risco.

Passos

1. Na area incidentes e riscos nao resolvidos da pagina painéis/Visao geral, clique no nome do evento
de erro espago em volume no painel capacidade.

A pagina de detalhes do evento para o erro € exibida.
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2. Na pagina de detalhes do evento, vocé pode executar uma ou mais das seguintes tarefas:

o Reveja a mensagem de erro no campo causa e clique nas sugestdes em agdes corretivas sugeridas
para rever as descri¢des de possiveis corre¢des. Executar acoes corretivas sugeridas para um volume
total

> Clique no nome do objeto, neste caso um volume, no campo fonte para obter detalhes sobre o objeto.
Pagina de detalhes do volume

o Procure por notas que possam ter sido adicionadas sobre este evento. Adicionar e rever notas
associadas a um evento

o Adicione uma nota ao evento. Adicionar e rever notas associadas a um evento
o Atribua o evento a outro usuario. Atribuindo eventos
o Confirme o evento. Reconhecer e resolver eventos

o Marque o evento como resolvido. Reconhecer e resolver eventos

Executar agdes corretivas sugeridas para um volume total

Depois de receber um evento de erro "volume Space Full", vocé analisa as agdes
corretivas sugeridas na pagina de detalhes do evento e decide executar uma das agdes
sugeridas.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Um usuario com qualquer fungdo pode executar todas as tarefas desse fluxo de trabalho que usam o Unified
Manager.

Sobre esta tarefa

Neste exemplo, vocé viu um evento de erro espaco de volume cheio na pagina Unified
ManagerDashboards/Visao geral e clicou no nome do evento.

As possiveis agdes corretivas que vocé pode executar para um volume completo incluem as seguintes:

 Habilitando o crescimento automatico, a deduplicagcado ou a compactag¢ao no volume
* Redimensionar ou mover o volume
* Eliminar ou mover dados do volume
Embora todas essas agbes devam ser executadas a partir da OnCommand System Manager ou da CLI do

ONTAP, vocé pode usar o Unified Manager para encontrar informagdes que talvez seja necessario para
determinar quais acdes tomar.

Passos

1. Na pagina de detalhes do evento, clique no nome do volume no campo origem para exibir detalhes sobre
o volume afetado.

2. Na pagina de detalhes Saude/volume, vocé clica em Configuragao e vé que a deduplicagao e a
compactacgao ja estao ativadas no volume.

Vocé decide redimensionar o volume.
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3. No painel Related Devices (dispositivos relacionados), clique no nome do agregado de hospedagem para
ver se 0 agregado pode acomodar um volume maior.

4. Na pagina de detalhes Saude/agregado, vocé vé que o agregado que hospeda o volume total tem
capacidade ndo comprometida suficiente, entdo vocé usa o OnCommand System Manager para
redimensionar o volume, dando mais capacidade.

Criagdo, monitoramento e solugao de problemas de relacionamentos de protecao

Com o Unified Manager, vocé cria relacionamentos de protegdo, monitora e soluciona
problemas de protecao espelhada e de backup de dados armazenados em clusters
gerenciados, além de restaurar os dados quando substituidos ou perdidos.

Tipos de protegcao SnapMirror

Dependendo da implantacédo da topologia de storage de dados, o Unified Manager
permite configurar varios tipos de relacionamentos de prote¢do SnapMirror. Todas as
variacdes da protecdo SnapMirror oferecem protecao contra recuperacao de desastres
com failover, mas oferecem recursos diferentes em performance, flexibilidade de versao
e protecdo de varias copias de backup.

Relagdes de protegao assincronas tradicionais da SnapMirror

A protecgao assincrona tradicional da SnapMirror fornece protecéo espelhada de replicacao de bloco entre
volumes de origem e destino.

Nas relagdées SnapMirror tradicionais, as operacdes de espelhamento sdo executadas mais rapido do que em
relacionamentos SnapMirror alternativos, porque a operagao de espelhamento é baseada na replicagdo de
bloco. No entanto, a protegcdo SnapMirror tradicional requer que o volume de destino seja executado na
mesma ou posterior versdo menor do software ONTAP como o volume de origem na mesma versao principal
(por exemplo, versao 8.x a 8.x ou 9.x a 9.x).

Protecao assincrona SnapMirror com replicagao flexivel da versao

A protegao assincrona do SnapMirror com replicagao flexivel da versao fornece protegdo de espelhamento de
replicagao logica entre volumes de origem e destino, mesmo que esses volumes estejam sendo executados
em versoes diferentes do software ONTAP 8,3 ou posterior (por exemplo, versédo 8,3 a 8,3, ou 8,3a 9,1 ou 9,0
a 8,3).

Nos relacionamentos do SnapMirror com replicacao flexivel por versao, as operacoes de espelhamento nao
sdo executadas tao rapidamente quanto nas relagdes SnapMirror tradicionais.

Devido a execugao mais lenta, o SnapMirror com protegao de replicagao flexivel da versdo nao é adequado
para ser implementado em qualquer uma das seguintes circunstancias:
* O objeto fonte contém mais de 10 milhdes de arquivos para proteger.

» O objetivo do ponto de recuperagéo para os dados protegidos é de duas horas ou menos. (Ou seja, o
destino deve sempre conter dados espelhados e recuperaveis que ndo sdo mais de duas horas mais
antigos do que os dados na origem.)

Em qualquer uma das circunstancias listadas, € necessaria a execugao mais rapida baseada na replicagao de
blocos da protecao padréo do SnapMirror.
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Protecdo assincrona SnapMirror com replicagao flexivel da versao e opgao de backup

A protecao assincrona do SnapMirror com a opcao de replicagao flexivel e backup da versao oferece protegao
espelhada entre os volumes de origem e destino e a funcionalidade de armazenar varias copias dos dados
espelhados no destino.

O administrador de storage pode especificar quais copias Snapshot sdo espelhadas de origem para destino e
também especificar por quanto tempo reter essas cépias no destino, mesmo que elas sejam excluidas na
origem.

Nos relacionamentos do SnapMirror com a opgéao de replicacao flexivel de verséo e backup, as operagdes de
espelhamento ndo sédo executadas tao rapidamente como nas relagées SnapMirror tradicionais.

Protecéo sincrona SnapMirror com sincronizagao estrita

A protecao sincrona SnapMirror com sincronizagao "trict" garante que os volumes primario e secundario sejam
sempre uma copia verdadeira um do outro. Se ocorrer uma falha de replicagéo ao tentar gravar dados no
volume secundario, a e/S do cliente no volume primario sera interrompida.

Protecgao sincrona SnapMirror com sincronizagao regular

A protecao sincrona do SnapMirror com sincronizagéo "veicular" ndo exige que o volume primario e
secundario sejam sempre uma copia verdadeira do outro, garantindo assim a disponibilidade do volume
primario. Se ocorrer uma falha de replicagéo ao tentar gravar dados no volume secundario, os volumes
primario e secundario ficam fora de sincronia e a /S do cliente continuara para o volume primario.

O botao Restaurar e os botdes de operacao de relacionamento ndo estdo disponiveis ao
@ monitorar relacionamentos de protecéo sincrona na pagina de inventario de
integridade/volumes ou na pagina de detalhes de integridade/volume.

Configuracao de relacionamentos de prote¢ao no Unified Manager

Ha varias etapas que vocé deve executar para usar o Gerenciador Unificado € o
OnCommand Workflow Automation para configurar relacionamentos do SnapMirror e do
SnapVault para proteger seus dados.

Antes de comegar

* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.

» Vocé precisa ter relacionamentos de pares estabelecidos entre dois clusters ou duas maquinas virtuais de
storage (SVMs).

* O OnCommand Workflow Automation precisa ser integrado ao Unified Manager:
o Configure o OnCommand Workflow Automation

o Verificando o armazenamento em cache da fonte de dados do Unified Manager no Workflow
Automation

Passos

1. Dependendo do tipo de relagéo de protegcao que vocé deseja criar, execute um dos seguintes
procedimentos:

o Crie uma relacao de protecdo SnapMirror.
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o Crie uma relacao de protegao SnapVault.

2. Se vocé quiser criar uma politica para o relacionamento, dependendo do tipo de relacionamento que vocé
esta criando, siga um destes procedimentos:

o Crie uma politica do SnapVault.
o Crie uma politica do SnapMirror.

3. Crie uma agenda SnapMirror ou SnapVault.

Configurando uma conexao entre o Workflow Automation e o Unified Manager

Vocé pode configurar uma conexao segura entre o OnCommand Workflow Automation
(WFA) e o Unified Manager. A conexado com o Workflow Automation permite que vocé
use recursos de protegao, como fluxos de trabalho de configuragdo do SnapMirror e do
SnapVault, bem como comandos para gerenciar relacionamentos do SnapMirror.

Antes de comecgar

* Aversao instalada do Workflow Automation deve ser 4,2 ou superior.
» Vocé deve ter instalado o "WFA pack for Management Clustered Data ONTAP" versao 9.5.0 ou superior no
servidor WFA. Vocé pode baixar o pacote necessario na NetAppStorage Automation Store.

"Pacote WFA para gerenciar ONTAP"

» Vocé deve ter o nome do usuario do banco de dados que criou no Unified Manager para oferecer suporte
as conexdes DO WFA e do Unified Manager.

Esse usuario do banco de dados deve ter sido atribuido a fungéo de usuario do esquema de integracao.

* Vocé deve ser atribuido a fungdo Administrador ou a fungéo arquiteto no Workflow Automation.

* Vocé deve ter o endereco do host, o niumero da porta 443, o nome de usuario e a senha para a
configuragdo do Workflow Automation.

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. Na barra de ferramentas, clique em [r:] e, em seguida, clique em Workflow Automation no menu de
configuragéo a esquerda.

2. Na area Usuario do banco de dados do Gerenciador Unificado do OnCommand da pagina
Configuracado/automacao do fluxo de trabalho, selecione o nome e insira a senha do usuario do banco
de dados que vocé criou para oferecer suporte as conexdes do Gerenciador Unificado e da automagéao do
fluxo de trabalho.

3. Na area credenciais do OnCommand Workflow Automation da pagina Configuragdao/Automacgao do
fluxo de trabalho, insira 0 nome do host ou o endereco IP (IPv4 ou IPv6) e o nome de usuario e a senha
para a configuragdo da automacéao do fluxo de trabalho.

Vocé deve usar a porta de servidor do Unified Manager (porta 443).

4. Clique em Salvar.

5. Se vocé usar um certificado autoassinado, clique em Sim para autorizar o certificado de seguranca.
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A pagina Configuragao/automatizagéo do fluxo de trabalho é apresentada.

6. Cligue em Yes para recarregar a IU da Web e adicionar os recursos do Workflow Automation.

Verificando o armazenamento em cache da fonte de dados do Unified Manager no Workflow Automation

Vocé pode determinar se o0 armazenamento em cache da fonte de dados do Unified
Manager esta funcionando corretamente verificando se a aquisicdo da fonte de dados é
bem-sucedida no Workflow Automation. Vocé pode fazer isso quando integrar o
Workflow Automation ao Unified Manager para garantir que a funcionalidade do Workflow
Automation esteja disponivel apos a integracao.

Antes de comecgar

Para executar esta tarefa, € necessario atribuir a fungdo Administrador ou a fungao arquiteto no Workflow
Automation.

Passos

1. Na IU do Workflow Automation, selecione execugao > fontes de dados.

2. Cliqgue com o botao direito do Mouse no nome da fonte de dados do Unified Manager e selecione adquirir
agora.

3. Verifique se a aquisicdo é bem-sucedida sem erros.

Erros de aquisicao devem ser resolvidos para que a integragao do Workflow Automation com o Unified
Manager seja bem-sucedida.

Criar uma relagao de protecdo SnapMirror a partir da pagina de detalhes de integridade/volume

Vocé pode usar a pagina de detalhes de integridade/volume para criar uma relagdo do
SnapMirror para que a replicacdo de dados seja ativada para fins de protecdo. A
replicagado do SnapMirror permite restaurar dados do volume de destino em caso de
perda de dados na origem.

Antes de comecar
* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.
* Vocé deve ter configurado o Workflow Automation.

Sobre esta tarefa

O menu Protect ndo € exibido nas seguintes instancias:

» Se as configuragbes RBAC n&o permitirem essa agéo: Por exemplo, se vocé tiver apenas Privileges de
operador

» Se o volume for um volume FlexGroup

* Quando o ID do volume é desconhecido: Por exemplo, quando vocé tem uma relagdo entre clusters e o
cluster de destino ainda nao foi descoberto

Vocé pode executar até 10 tarefas de protecédo simultaneamente sem impacto no desempenho. Vocé pode ter
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algum impactos no desempenho ao executar entre 11 e 30 tarefas simultaneamente. A execugao de mais de
30 trabalhos em simultdneo ndo é recomendada.

Passos

1.

Na guia proteg¢ao da pagina de detalhes Saude/volume, clique com o botéo direito do Mouse na exibicdo
de topologia 0 nome de um volume que vocé deseja proteger.

. Selecione Protect > SnapMirror no menu.

A caixa de dialogo Configurar protecao é exibida.

3. Cligue em SnapMirror para visualizar a guia SnapMirror e configurar as informagées de destino.

. Cliqgue em Avancgado para definir a garantia de espago, conforme necessario, e clique em aplicar.

5. Preencha a area informagdes de destino e a area Configuragoes de relacionamento na caixa de

dialogo Configurar protegao.

6. Clique em aplicar.

Regressa a pagina de detalhes de saude/volume.

7. Clique no link do trabalho de configuragao de prote¢ao na parte superior da pagina de detalhes
Saude/volume.

As tarefas e os detalhes do trabalho s&o apresentados na pagina prote¢ao/detalhes do trabalho.

8. Na pagina de detalhes protegaol/trabalho, clique em Atualizar para atualizar a lista de tarefas e os
detalhes da tarefa associados ao trabalho de configuragao de protegéo e para determinar quando o
trabalho esta concluido.

9. Quando as tarefas do trabalho estiverem concluidas, clique em voltar no seu navegador para retornar a
pagina de detalhes Saude/volume.

A nova relagéo é exibida na visualizagdo da topologia da pagina de detalhes de integridade/volume.
Resultados

Dependendo do SVM de destino especificado durante a configuragdo ou das opgdes habilitadas nas
configuragdes avangadas, a relagdo SnapMirror resultante pode ser uma das varias variagdes possiveis:

« Se vocé especificou um SVM de destino que seja executado na mesma ou em uma versao mais recente

do ONTAP em comparagao com a do volume de origem, uma relagdo do SnapMirror baseada em
replicacdo de bloco sera o resultado padréao.

» Se vocé especificou um SVM de destino que seja executado na mesma ou em uma versao mais recente

do ONTAP (versao 8,3 ou superior) em comparagdo com o volume de origem, mas ativou a replicagao
flexivel de versao nas configuragdes avangadas, o resultado sera uma relagédo do SnapMirror com a
replicacao flexivel de versao.

» Se vocé especificou um SVM de destino que seja executado em uma versao anterior do ONTAP 8,3 ou

uma versao maior do que a do volume de origem e a versao anterior oferecer suporte a replicagao flexivel
de versao, uma relagédo do SnapMirror com a replicagao flexivel de verséo sera o resultado automatico.

Criar uma relagao de protecdo SnapVault a partir da pagina de detalhes de integridade/volume

Vocé pode criar uma relagdo do SnapVault usando a pagina de detalhes de
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integridade/volume para que os backups de dados sejam ativados para fins de protecao
em volumes.
Antes de comegar

* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.

» Vocé deve ter configurado o Workflow Automation para executar esta tarefa.

Sobre esta tarefa

O menu Protect ndo é exibido nas seguintes instancias:
» Se as configuragbes RBAC né&o permitirem essa agao: Por exemplo, se vocé tiver apenas Privileges de
operador

* Quando o ID do volume é desconhecido: Por exemplo, quando vocé tem uma relagédo entre clusters e o
cluster de destino ainda n&o foi descoberto

Passos

1. Na guia protecédo da pagina de detalhes Saude/volume, clique com o botao direito do Mouse em um
volume na exibigao de topologia que vocé deseja proteger.

2. Selecione Protect > SnapVault no menu.
A caixa de dialogo Configurar protecao € iniciada.

3. Clique em SnapVault para exibir a guia SnapVault e configurar as informagdes de recursos secundarios.

4. Clique em Avangado para definir a exclusdo de dados duplicados, compactagéo, crescimento automatico
e garantia de espaco, conforme necessario, e clique em aplicar.

5. Preencha a area informagdes de destino e a area Configuragoes de relacionamento na caixa de
didlogo Configurar protegao.

6. Clique em aplicar.
Regressa a pagina de detalhes de saude/volume.

7. Clique no link do trabalho de configuragao de prote¢ao na parte superior da pagina de detalhes
Saude/volume.

E apresentada a pagina protegao/detalhes do trabalho.

8. Clique em Atualizar para atualizar a lista de tarefas e os detalhes da tarefa associados ao trabalho de
configuragéo de protegao e para determinar quando o trabalho esta concluido.

Quando as tarefas da tarefa estiverem concluidas, as novas relagdes sdo apresentadas na vista de
topologia da pagina Health/volume details.

Criando uma politica de SnapVault para maximizar a eficiéncia de transferéncia

Vocé pode criar uma nova politica de SnapVault para definir a prioridade para uma
transferéncia de SnapVault. Vocé usa politicas para maximizar a eficiéncia das
transferéncias do primario para o secundario em um relacionamento de protecéo.
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Antes de comecgar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.
* Vocé deve ter configurado o Workflow Automation.

* Vocé ja deve ter concluido a area informagdes de destino na caixa de dialogo Configurar protegéo.

Passos

1. Na guia SnapVault da caixa de dialogo Configurar protecgao, clique no link criar politica na area
Configuragoes de relacionamento.

E apresentado o separador SnapVault.

2. No campo Policy Name (Nome da politica), digite 0 nome que deseja atribuir a politica.

3. No campo prioridade de transferéncia, selecione a prioridade de transferéncia que deseja atribuir a
politica.

4. No campo comentario, insira um comentario para a politica.
5. Na area Etiqueta de replicagao, adicione ou edite um rétulo de replicagéo, conforme necessario.

6. Clique em criar.

A nova politica é exibida na lista suspensa criar politica.

Criando uma politica de SnapMirror para maximizar a eficiéncia de transferéncia

Vocé pode criar uma politica SnapMirror para especificar a prioridade de transferéncia
SnapMirror para relacionamentos de protecao. As politicas do SnapMirror permitem
maximizar a eficiéncia de transferéncia da origem para o destino, atribuindo prioridades
para que as transferéncias de prioridade mais baixa sejam agendadas para serem
executadas apos as transferéncias de prioridade normal.

Antes de comegar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.
» Vocé deve ter configurado o Workflow Automation.

« Esta tarefa pressupbe que vocé ja concluiu a area informagdes de destino na caixa de dialogo Configurar
protecéo.

Passos

1. Na guia SnapMirror da caixa de dialogo Configurar protecao, clique no link criar politica na area
Configuracoes de relacionamento.

A caixa de dialogo criar politica de SnapMirror é exibida.

2. No campo Policy Name (Nome da politica), digite um nome que vocé deseja atribuir a politica.

3. No campo prioridade de transferéncia, selecione a prioridade de transferéncia que deseja atribuir a
politica.

4. No campo comentario, insira um comentario opcional para a politica.
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5. Clique em criar.

A nova politica é exibida na lista suspensa Politica de SnapMirror.

Criando agendas SnapMirror e SnapVault

Vocé pode criar agendas basicas ou avangadas de SnapMirror e SnapVault para permitir
transferéncias automaticas de protecao de dados em uma fonte ou volume primario para
gue as transferéncias ocorram com mais frequéncia ou com menos frequéncia,
dependendo da frequéncia com que os dados mudam em seus volumes.

Antes de comecgar

» Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.
* Vocé ja deve ter concluido a area informagdes de destino na caixa de dialogo Configurar protegéo.

* Vocé deve ter configurado o Workflow Automation para executar esta tarefa.

Passos

1. Na guia SnapMirror ou na guia SnapVault da caixa de dialogo Configurar protegao, clique no link criar
agendamento na area Configuragoes de relacionamento.

A caixa de dialogo criar agendamento é exibida.

2. No campo Nome da programacao, digite o nome que deseja dar a programagao.
3. Selecione uma das seguintes opg¢oes:

> Basico
Selecione se pretende criar uma agenda de estilo de intervalo basico.
> Avangado
Selecione se vocé deseja criar um cronograma de estilo cron.
4. Clique em criar.

A nova programagcao € apresentada na lista pendente Agenda SnapMirror ou Programag&o SnapVault.

Execugéo de failover e failback de uma relagado de protegao

Quando um volume de origem em sua relagéo de protegéo é desativado devido a uma
falha de hardware ou a um desastre, vocé pode usar os recursos de relagcédo de protecéo
no Unified Manager para tornar o destino de protecéo leitura/gravagao acessivel e fazer
failover para esse volume até que a origem esteja on-line novamente. Em seguida, vocé
pode retornar a fonte original quando ela estiver disponivel para fornecer dados.

Antes de comegar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.
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« Tem de ter configurado o OnCommand Workflow Automation para executar esta operagéao.

Passos

1. Quebre a relagdo SnapMirror.

E necessario interromper o relacionamento antes de converter o destino de um volume de protecéo de
dados em um volume de leitura/gravagao e antes de reverter o relacionamento.

2. Inverta a relacao de protecao.

Quando o volume de origem original estiver novamente disponivel, vocé podera decidir restabelecer a
relacao de protegéo original restaurando o volume de origem. Antes de restaurar a origem, € necessario
sincroniza-la com os dados gravados no destino anterior. Use a operagao de ressincronizagao reversa
para criar uma nova relagao de protegao invertendo as fungdes da relagéo original e sincronizando o
volume de origem com o destino anterior. Uma nova copia Snapshot da linha de base ¢é criada para o novo
relacionamento.

Arelacédo invertida é semelhante a uma relacdo em cascata:

Cestination Criginal Former
is now source Source Cestination

|
i
132,00 KB — 132,00 KB |

132.00 KB
] J | J
CRE =l @ 16 |
Demo13v4 DR _Demot3v4 001 Demo13v4
Mew, reversed relationship Broken relationship

3. Quebre a relacao revertida do SnapMirror.

Quando o volume de origem original for ressincronizado e puder servir novamente os dados, use a
operagao de quebra para quebrar a relagao invertida.

4. Remova a relagao.

Quando o relacionamento invertido ndo for mais necessario, vocé deve remover esse relacionamento
antes de restabelecer o relacionamento original.

5. Ressincronizar o relacionamento.

Use a operacgao de ressincronizagao para sincronizar dados da origem para o destino e restabelecer a
relacdo original.

Quebrar uma relagdo de SnapMirror a partir da pagina de detalhes de Saude/volume

Vocé pode quebrar uma relagao de protecdo da pagina de detalhes de
integridade/volume e interromper as transferéncias de dados entre um volume de origem
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e destino em uma relacédo do SnapMirror. Vocé pode interromper um relacionamento
quando quiser migrar dados, para recuperacao de desastres ou para teste de aplicagdes.
O volume de destino é alterado para um volume de leitura e gravacgéo. Vocé néo pode
quebrar um relacionamento SnapVault.

Antes de comecgar

* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.

» Vocé deve ter configurado o Workflow Automation.

Passos

1. Na guia proteg¢ao da pagina de detalhes Saude/volume, selecione na topologia a relagao do SnapMirror
que deseja quebrar.

2. Cliqgue com o botao direito do rato no destino e selecione Break no menu.
E apresentada a caixa de dialogo Break Relationship (interromper relagéo).

3. Clique em continuar para quebrar o relacionamento.

4. Na topologia, verifique se o relacionamento esta quebrado.

Reverter relagdes de protegao a partir da pagina de detalhes de integridade/volume

Quando um desastre desativa o volume de origem em sua relagao de proteg¢ao, vocé
pode usar o volume de destino para servir dados convertendo-os para leitura/gravacao
enquanto vocé reparar ou substituir a origem. Quando a origem estiver novamente
disponivel para receber dados, vocé podera usar a operacao de ressincronizagao
reversa para estabelecer a relagado na diregao inversa, sincronizando os dados na
origem com os dados no destino de leitura/gravacéo.

Antes de comecar

* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.
* Vocé deve ter configurado o Workflow Automation.

» O relacionamento nao deve ser um relacionamento SnapVault.

* Uma relagao de protegao ja deve existir.

* Arelagao de protegao deve ser quebrada.

» Tanto a origem como o destino devem estar online.

« A origem nao deve ser o destino de outro volume de protegdo de dados.

Sobre esta tarefa

» Quando vocé executa essa tarefa, os dados na fonte mais recente do que os dados na copia Snapshot
comum sdo excluidos.

 As politicas e os horarios criados na relagédo de ressincronizagao reversa sao 0s mesmos que os da
relacdo de protecéo original.

Se as politicas e agendas nao existirem, elas séo criadas.
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Passos

1. Na guia proteg¢ao da pagina de detalhes Saude/volume, localize na topologia a relagdo SnapMirror na
qual vocé deseja reverter a origem e o destino e clique com o botao direito do Mouse nela.

2. Selecione Reverse Resync no menu.
A caixa de dialogo Reverse Resync (Reverse Resync) é exibida.

3. Verifique se a relagéo exibida na caixa de dialogo Reverse Resync € aquela para a qual vocé deseja
executar a operagao de ressincronizagao reversa e clique em Submit.

A caixa de dialogo Reverse Resync (Reverse Resync) é fechada e um link de tarefa é exibido na parte
superior da pagina Health/volume details (Detalhes de integridade/volume).

4. Clique em Exibir trabalhos na pagina de detalhes Saude/volume para rastrear o status de cada trabalho
de ressincronizagao reversa.

E apresentada uma lista filtrada de trabalhos.
5. Clique na seta para tras do seu navegador para retornar a pagina de detalhes Saude/volume.

A operacgao de ressincronizacao reversa é concluida quando todas as tarefas de trabalho s&o concluidas
com éxito.

Remover uma relagao de protegédo da pagina de detalhes de integridade/volume

Vocé pode remover uma relacao de protecao para excluir permanentemente uma relacao
existente entre a origem e o destino selecionados: Por exemplo, quando vocé deseja
criar uma relacdo usando um destino diferente. Esta operacédo remove todos os
metadados e ndo pode ser desfeita.

Antes de comecgar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

» Vocé deve ter configurado o Workflow Automation.

Passos

1. Na guia protecdo da pagina de detalhes Satude/volume, selecione na topologia a relagdo do SnapMirror
que deseja remover.

2. Cliqgue com o botao direito do rato no nome do destino e selecione Remover no menu.
A caixa de dialogo Remover relacionamento é exibida.
3. Clique em continuar para remover o relacionamento.

Arelagéo é removida da pagina de detalhes de integridade/volume.

Ressincronizar relagées de protecao a partir da pagina de detalhes de integridade/volume

E possivel ressincronizar dados em um relacionamento SnapMirror ou SnapVault que foi
quebrado e, em seguida, o destino foi feito leitura/gravacéo para que os dados na origem
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correspondam aos dados no destino. Vocé também pode ressincronizar quando uma
copia Snapshot comum necessaria no volume de origem for excluida, causando falha
nas atualizagdes do SnapMirror ou do SnapVault.
Antes de comecgar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

« Tem de ter configurado o OnCommand Workflow Automation.
Passos

1. Na guia protecao da pagina de detalhes Saude/volume, localize na topologia a relagéo de protegao que
vocé deseja ressincronizar e clique com o botao direito do Mouse nela.

2. Selecione Resynchronize no menu.

Alternativamente, no menu agoes, selecione relacionamento > Resyncronizar para ressincronizar a
relacdo para a qual vocé esta visualizando os detalhes no momento.

A caixa de dialogo Resyncronizar é exibida.

3. Na guia Opgoes de ressincronizagao, selecione uma prioridade de transferéncia e a taxa de
transferéncia maxima.

4. Clique em coépias snapshot de origem; em seguida, na coluna cépia Snapshot, cligue em predefinigao.
A caixa de dialogo Selecionar cépia Snapshot de origem & exibida.

5. Se vocé quiser especificar uma cépia Snapshot existente em vez de transferir a copia Snapshot padrao,
clique em coépia Snapshot existente e selecione uma cépia Snapshot na lista.

6. Cligue em Enviar.
Vocé sera retornado a caixa de dialogo Resyncronizar.

7. Se vocé selecionou mais de uma fonte para ressincronizar, clique em Default para a préxima fonte para a
qual deseja especificar uma cépia Snapshot existente.

8. Clique em Enviar para iniciar o trabalho de ressincronizagéao.

O trabalho de ressincronizagao € iniciado, vocé retorna a pagina de detalhes de integridade/volume e um
link trabalhos é exibido na parte superior da pagina.

9. Clique em Exibir trabalhos na pagina de detalhes Saude/volume para rastrear o status de cada trabalho
de ressincronizagao.

E apresentada uma lista filtrada de trabalhos.
10. Clique na seta para tras do seu navegador para retornar a pagina de detalhes Saude/volume.

O trabalho de ressincronizacao é concluido quando todas as tarefas de trabalho forem concluidas com
éxito.
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Resolucado de uma falha de trabalho de protecao

Esse fluxo de trabalho fornece um exemplo de como vocé pode identificar e resolver
uma falha de tarefa de protecéo no painel do Unified Manager.
Antes de comecgar

Como algumas tarefas nesse fluxo de trabalho exigem que vocé faga login usando a fungdo Administrador do
OnCommand, vocé deve estar familiarizado com as fungdes necessarias para usar varias funcionalidades,
conforme descrito em Funcgdes e recursos de usuario do Unified Manager.

Sobre esta tarefa

Nesse cenario, vocé acessa a pagina Dashboards/Overview para ver se ha algum problema com seus
trabalhos de protegao. Na area Incidente de protegao, vocé percebe que ha um incidente de trabalho
terminado, mostrando um erro Falha no trabalho de protegcdo em um volume. Investigue este erro para
determinar a possivel causa e a possivel resolugao.

Passos

1. No painel incidentes de prote¢do da area Dashboard incidentes e riscos nao resolvidos, vocé clica no
evento trabalho de prote¢ao falhou.

O texto vinculado para o evento € escrito no formulario object name:/object name -
Error Name, COMO cluster2 src_svm:/cluster2 src vol2 - Protection Job
Failed.

A pagina de detalhes do evento para o trabalho de protegéo com falha é exibida.

2. Reveja a mensagem de erro no campo causa da area Summary para determinar o problema e avaliar
potenciais agdes corretivas.

Identificar o problema e executar acdes corretivas para um trabalho de protegdo com falhaConsulte .

Identificar o problema e executar agées corretivas para um trabalho de prote¢dao com falha

Vocé analisa a mensagem de erro de falha do trabalho no campo causa na pagina de
detalhes do evento e determina que o trabalho falhou devido a um erro de cépia
Snapshot. Em seguida, avance para a pagina Health/volume details (Detalhes do
estado/volume) para obter mais informacoes.

Antes de comecgar

Tem de ter a fungao de Administrador do OnCommand.

Sobre esta tarefa

A mensagem de erro fornecida no campo causa na pagina de detalhes do evento contém o seguinte texto
sobre o trabalho com falha:
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Protection Job Failed. Reason: (Transfer operation for

relationship 'cluster2 src svm:cluster2 src vol2->cluster3 dst svm:
managed svc2 vol3' ended unsuccessfully. Last error reported by

Data ONTAP: Failed to create Snapshot copy 0426cluster2 src volZsnap
on volume cluster2 src svm:cluster2 src vol2. (CSM: An operation
failed due to an ONC RPC failure.).)

*Job Details*

Esta mensagem fornece as seguintes informagoes:
* Um trabalho de cdpia de seguranga ou espelho n&o foi concluido com éxito.

A tarefa envolveu uma relagéo de protegéo entre o volume de origem cluster2 src vol2 no servidor
virtual cluster2 src_svm e o volume de destino managed svc2 vol3 no servidor virtual chamado
cluster3 dst svm.

* Um trabalho de copia Snapshot falhou para 0 0426cluster2 src_vol2snap volume de origem
cluster2 src svm:/cluster2 src vol2.

Nesse cenario, vocé pode identificar a causa e as possiveis agdes corretivas da falha do trabalho. No entanto,
a resolugao da falha requer que vocé acesse a IlU da Web do Gerenciador do sistema ou os comandos da CLI
do ONTAP.

Passos

1. Vocé analisa a mensagem de erro e determina que uma tarefa de cépia Snapshot falhou no volume de
origem, indicando que provavelmente ha um problema com o volume de origem.

Opcionalmente, vocé pode clicar no link Detalhes da tarefa no final da mensagem de erro, mas para os
fins deste cenario, vocé escolhe nio fazer isso.
2. Vocé decide que deseja tentar resolver o evento, para fazer o seguinte:
a. Clique no botdo Assign to e selecione me no menu.

b. Clique no botao confirmar para que vocé nao continue a receber notificacoes de alerta repetidas, se
os alertas tiverem sido definidos para o evento.

c. Opcionalmente, vocé também pode adicionar notas sobre o evento.

3. Clique no campo fonte no painel Resumo para ver detalhes sobre o volume de origem.

O campo Source contém o nome do objeto de origem: Neste caso, o volume no qual o trabalho de copia
Snapshot foi agendado.

A pagina de detalhes de integridade/volume é exibida para cluster2 src_vol2, mostrando o conteudo
da guia protecéo.

4. Olhando para o grafico de topologia de protegéo, vocé vé um icone de erro associado ao primeiro volume
na topologia, que € o volume de origem da relagao SnapMirror.

Vocé também vé as barras horizontais no icone de volume de origem, indicando os limites de aviso e erro
definidos para esse volume.
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SnapMirror SnapWault SnapVault

destination volums source volume destination volume
SnapMirror
source volume / 26.27 MB 42 00 MB
managed_svcE_vaol3 managed_svec_wvold
74.40 MB
cluster?_sro_vol2 \
3742 MB

managed_svc_vol2

. Coloque o cursor sobre o icone de erro para ver a caixa de dialogo pop-up que exibe as configuragdes de

limite e ver que o volume excedeu o limite de erro, indicando um problema de capacidade.

. Clique na guia capacidade.

Informacgdes sobre a capacidade sobre as exibi¢des de volume cluster2 src vol2.

. No painel capacidade, vocé vé que ha um icone de erro no grafico de barras, indicando novamente que a

capacidade do volume ultrapassou o nivel de limite definido para o volume.

. Abaixo do grafico de capacidade, vocé vé que o crescimento automatico de volume foi desativado e que

uma garantia de espacgo de volume foi definida.

Vocé pode decidir ativar o crescimento automatico, mas para os fins desse cenario, vocé decide investigar
mais antes de tomar uma decisao sobre como resolver o problema de capacidade.

. Role para baixo até a lista Eventos e veja que os eventos Falha no trabalho de prote¢ao, dias de volume

até cheio e espago de volume cheio foram gerados.
Na lista Eventos, vocé clica no evento espago em volume completo para obter mais informagdes, tendo
decidido que esse evento parece mais relevante para o seu problema de capacidade.

A pagina Detalhes do evento exibe o evento espago de volume completo para o volume de origem.
Na area Resumo, vocé |€ o campo causa do evento: The full threshold set at 90% is
breached. 45.38 MB (95.54%) of 47.50 MB is used.

Abaixo da area Summary, vocé vé as agdes corretivas sugeridas.

As agbes corretivas sugeridas sédo exibidas apenas para alguns eventos, para que vocé nao
veja essa area para todos os tipos de eventos.

Vocé clica na lista de agdes sugeridas que vocé pode executar para resolver o evento espago de volume
cheio:

> Ative o crescimento automatico neste volume.

> Redimensione o volume.

o Habilite e execute a deduplicagdo nesse volume.



o Ative e execute a compactacao neste volume.

13. Vocé decide ativar o crescimento automatico no volume, mas para isso, vocé deve determinar o espaco
livre disponivel no agregado pai e a taxa de crescimento do volume atual:

a. Observe o agregado pai, cluster2 src_aggrl, no painel Related Devices (dispositivos
relacionados).

Vocé pode clicar no nome do agregado para obter mais detalhes sobre o agregado.

Vocé determina que o agregado tem espaco suficiente para ativar o volume com crescimento
automatico.

b. Na parte superior da pagina, olhe para o icone que indica um incidente critico e reveja o texto abaixo
do icone.

Vocé determina que "dias completos: Menos de um dia | taxa de crescimento diaria: 5,4%".

14. Va para o Gerenciador do sistema ou acesse a CLI do ONTAP para ativar a volume autogrow O0pgao.

Anote os nomes do volume e do agregado para que vocé os tenha disponiveis ao ativar o
crescimento automatico.

15. Depois de resolver o problema de capacidade, retorne a pagina de detalhes do evento** do Unified
Manager e marque o evento como resolvido.

Resolvendo problemas de atraso

Este fluxo de trabalho fornece um exemplo de como vocé pode resolver um problema de
atraso. Nesse cenario, vocé é um administrador ou operador acessando a pagina de
visdo geral/painéis do Unified ManagerDashboards para ver se ha algum problema com
seus relacionamentos de protecao e, se existirem, encontrar solugdes.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Na pagina Dashboards/Visao geral, vocé analisa a area incidentes e riscos nao resolvidos e vé um erro de
atraso do SnapMirror no painel protegdo em riscos de protegao.

Passos

1. No painel protegao na pagina painéis/Visao geral, localize o erro de atraso de relacionamento do
SnapMirror e clique nele.

A pagina de detalhes do evento para o evento de erro de atraso é exibida.

2. Na pagina de detalhes do evento, vocé pode executar uma ou mais das seguintes tarefas:

o Revise a mensagem de erro no campo causa da area Resumo para determinar se ha alguma agao
corretiva sugerida.

> Cliqgue no nome do objeto, neste caso um volume, no campo origem da area Resumo para obter
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detalhes sobre o volume.
o Procure por notas que possam ter sido adicionadas sobre este evento.
o Adicione uma nota ao evento.
o Atribua o evento a um usuario especifico.
o Confirmar ou resolver o evento.
3. Nesse cenario, vocé clica no nome do objeto (neste caso, um volume) no campo fonte da area Resumo
para obter detalhes sobre o volume.

E apresentado o separador protegdo da pagina Health/volume details (Detalhes do estado/volume).

4. Na guia protegéo, vocé vé o diagrama de topologia.

Observe que o volume com o erro de atraso € o ultimo volume em uma cascata SnapMirror de trés
volumes. O volume selecionado é delineado em cinza escuro e uma linha laranja dupla do volume de
origem indica um erro de relacionamento SnapMirror.

5. Cligue em cada um dos volumes na cascata SnapMirror.

A medida que seleciona cada volume, as informagdes de protegdo nas areas Resumo, topologia,
Historico, Eventos, dispositivos relacionados e Alertas relacionados mudam para exibir detalhes
relevantes para o volume selecionado.

6. Vocé olha para a area Summary e posiciona o cursor sobre o icone de informag¢des no campo Update
Schedule para cada volume.

Nesse cenario, vocé nota que a politica SnapMirror € DPDefault, e a programagao do SnapMirror é
atualizada de hora em hora em cinco minutos apés a hora. Vocé percebe que todos os volumes no
relacionamento estdo tentando concluir uma transferéncia SnapMirror ao mesmo tempo.

7. Para resolver o problema de atraso, vocé modifica as programagdes de dois volumes em cascata para

que cada destino inicie uma transferéncia de SnapMirror depois que sua origem concluir uma
transferéncia.

Restauracao de dados de cépias Snapshot

Quando vocé perde dados devido a um desastre ou porque diretorios ou arquivos foram
excluidos acidentalmente, vocé pode usar o Unified Manager para localizar e restaurar
os dados de uma copia Snapshot.
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Sobre esta tarefa

E possivel restaurar dados de dois locais na IU da Web do Unified Manager.

Passos

1. Restaure dados usando uma das seguintes tarefas:
o Restaure dados da pagina de detalhes de integridade/volume.

o Restaure os dados da pagina integridade/volumes.

Restaurar dados utilizando a pagina de detalhes de integridade/volume

Vocé pode restaurar arquivos, diretérios ou um volume inteiro sobrescritos ou excluidos
de uma cépia Snapshot usando o recurso de restauragcao na pagina de detalhes de
integridade/volume.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Nao é possivel restaurar fluxos de ficheiros NTFS.
A opcao de restauracdo nao esta disponivel quando:

* O ID do volume é desconhecido: Por exemplo, quando vocé tem uma relacao entre clusters e o cluster de
destino ainda nao foi descoberto.
* O volume é um volume FlexGroup.

* O volume é configurado para replicagédo sincrona do SnapMirror.

Passos

1. Na guia proteg¢ao da pagina de detalhes Saude/volume, clique com o botao direito do Mouse na exibigao
de topologia o nome do volume que vocé deseja restaurar.

2. Selecione Restaurar no menu.

Em alternativa, selecione Restore no menu Actions (a¢des) para proteger o volume atual para o qual esta
a visualizar os detalhes.

A caixa de didlogo Restaurar é exibida.

3. Selecione o volume e a copia Snapshot a partir da qual vocé deseja restaurar dados, se diferente do
padréo.

4. Selecione os itens que deseja restaurar.
Vocé pode restaurar todo o volume ou especificar pastas e arquivos que deseja restaurar.

5. Selecione o local para o qual deseja restaurar os itens selecionados: Localizagao original ou localizagao
existente alternativa.

6. Se vocé selecionar um local alternativo existente, execute um dos seguintes procedimentos:
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> No campo de texto Restaurar caminho, digite o caminho do local para o qual deseja restaurar os
dados e clique em Selecionar diretorio.

o Clique em Procurar para iniciar a caixa de dialogo Procurar diretorios e concluir as seguintes etapas:
i. Selecione o cluster, o SVM e o volume para o qual vocé deseja restaurar.
ii. Na tabela Nome, selecione um nome de diretorio.
ii. Clique em Select Directory.

7. Cligue em Restaurar.

O processo de restauracgao € iniciado.

Se uma operacao de restauracao falhar entre clusters de HA do Cloud Volumes ONTAP
com um erro NDMP, talvez seja necessario adicionar uma rota explicita da AWS no cluster

@ de destino para que o destino possa se comunicar com o LIF de gerenciamento de cluster
do sistema de origem. Vocé executa essa etapa de configuragdo usando o Gerenciador de
nuvem do OnCommand.

Restaurar dados usando a pagina de inventario de integridade/volumes

Vocé pode restaurar arquivos, diretoérios ou um volume inteiro sobrescritos ou excluidos
de uma cépia Snapshot usando o recurso de restauragéo na pagina de inventario de
integridade/volumes.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa
Nao é possivel restaurar fluxos de ficheiros NTFS.
A opgéo de restauragado nao esta disponivel quando:

* O ID do volume é desconhecido: Por exemplo, quando vocé tem uma relagao entre clusters e o cluster de
destino ainda nao foi descoberto.

* O volume é um volume FlexGroup.
» O volume é configurado para replicagédo sincrona do SnapMirror.
Passos

1. Na pagina de inventario Saude/volumes, selecione um volume do qual vocé deseja restaurar os dados.

2. Na barra de ferramentas, clique em Restaurar.
A caixa de dialogo Restaurar é exibida.

3. Selecione o volume e a copia Snapshot a partir da qual vocé deseja restaurar dados, se diferente do
padréo.

4. Selecione os itens que deseja restaurar.

Vocé pode restaurar todo o volume ou especificar pastas e arquivos que deseja restaurar.
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5. Selecione o local para o qual deseja restaurar os itens selecionados; localizagao original ou localizagao
alternativa.

6. Cligue em Restaurar.

O processo de restauragao € iniciado.

Gerenciamento de limites de integridade

Vocé pode configurar valores de limite de integridade globais para todos os agregados,
volumes e qtrees para rastrear quaisquer violagdes de limites de integridade.

Quais sao os limites de integridade da capacidade de storage

Um limite de integridade da capacidade de storage € o ponto em que o servidor do
Unified Manager gera eventos para relatar qualquer problema de capacidade com
objetos de storage. Vocé pode configurar alertas para enviar notificagcdes sempre que
tais eventos ocorrerem.

Os limites de integridade da capacidade de storage para todos os agregados, volumes e gtrees séo definidos
como valores padrao. Vocé pode alterar as configuragdes conforme necessario para um objeto ou um grupo
de objetos.

Configurar definicoes de limites globais de saude

Vocé pode configurar condi¢cdes de limite de integridade globais para capacidade,
crescimento, reserva de snapshot, cotas e inodes para monitorar seu agregado, volume
e tamanho de qgtree com eficiéncia. Vocé também pode editar as configuracdes para
gerar eventos para exceder limites de atraso.

Sobre esta tarefa

As configuragdes de limites globais de integridade se aplicam a todos os objetos aos quais estdo associados,
como agregados, volumes, etc. Quando os limites sdo cruzados, um evento € gerado e, se os alertas forem
configurados, uma notificagéo de alerta € enviada. Os padrdes de limite sdo definidos como valores
recomendados, mas vocé pode modifica-los para gerar eventos em intervalos para atender as suas
necessidades especificas. Quando os limites s&o alterados, os eventos sdo gerados ou obsoletos no préximo
ciclo de monitoramento.

As defini¢des de limites globais de integridade estdo acessiveis a partir da pagina limites de

configuragao/integridade. Vocé também pode modificar as configuragdes de limite para objetos individuais, a
partir da pagina de inventario ou da pagina de detalhes para esse objeto.

Opcgoes
+ Configurando valores de limite globais de integridade agregada

Vocé pode configurar as configuragdes de limite de integridade para capacidade, crescimento e copias
Snapshot de todos os agregados para controlar qualquer violagao de limite.

+ Configuragéo dos valores do limite de integridade do volume global
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Vocé pode editar as configuragdes de limite de integridade para capacidade, copias Snapshot, cotas de
gtree, crescimento de volume, sobrescrever espaco de reserva e inodes para todos os volumes para
controlar qualquer violacao de limite.

+ Configurando valores de limite de integridade de gtree global

Vocé pode editar as configuragdes de limite de integridade para a capacidade de todos os gtrees para
rastrear qualquer violagdo de limite.

+ Editar as configuragdes de limite de integridade de atraso para relacionamentos de protegédo néo
gerenciados

Vocé pode aumentar ou diminuir a porcentagem de tempo de atraso de aviso ou erro para que os eventos
sejam gerados em intervalos mais adequados as suas necessidades.

Configurando valores de limite globais de integridade agregada

Vocé pode configurar valores de limite de integridade globais para todos os agregados
para rastrear qualquer violagao de limite. Eventos apropriados sao gerados para
violagdes de limites e vocé pode tomar medidas preventivas com base nesses eventos.
Vocé pode configurar os valores globais com base nas configuragdes de praticas
recomendadas para limites que se aplicam a todos os agregados monitorados.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Quando vocé configura as opc¢des globalmente, os valores padrao dos objetos sdo modificados. No entanto,
se os valores padrdo tiverem sido alterados no nivel do objeto, os valores globais ndo serdo modificados.

As opcdes de limite tém valores padrao para melhor monitoramento, no entanto, vocé pode alterar os valores
de acordo com os requisitos do seu ambiente.

Quando o crescimento automatico € ativado em volumes que residem no agregado, os limites de capacidade
agregada sao considerados violados com base no tamanho maximo do volume definido pelo crescimento
automatico, ndo com base no tamanho do volume original.

@ Os valores de limite de integridade nao séo aplicaveis ao agregado raiz do no.

Passos

1. No painel de navegacao esquerdo, clique em Configuracao > limites de integridade.

2. Na pagina limiares de Configuragao/Saude, clique em agregados.

3. Configurar os valores-limite apropriados para capacidade, crescimento e cépias Snapshot.
4. Clique em Salvar.

Configuragao dos valores do limite de integridade do volume global

Vocé pode configurar os valores de limite de integridade global para todos os volumes
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para rastrear qualquer violagao de limite. Eventos apropriados séo gerados para
violagdes de limites de integridade e vocé pode tomar medidas preventivas com base
nesses eventos. Vocé pode configurar os valores globais com base nas configuragoes de
praticas recomendadas para limites que se aplicam a todos os volumes monitorados.

Antes de comecgar

Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

A maioria das opgdes de limite tem valores padrdo para melhor monitoramento. No entanto, vocé pode alterar
os valores de acordo com os requisitos do seu ambiente.

Observe que, quando o crescimento automatico esta ativado em um volume, os limites de capacidade sao
considerados violados com base no tamanho maximo do volume definido pelo crescimento automatico, ndo
com base no tamanho do volume original.

Passos

1. No painel de navegacao esquerdo, clique em Configuragao > limites de integridade.
2. Na pagina limiares de configuragaol/integridade, clique em volumes.

3. Configurar os valores de limite apropriados para capacidade, copias Snapshot, cotas de gtree,
crescimento de volume e inodes.

4. Clique em Salvar.

Configurando valores de limite de integridade de qgtree global

Vocé pode configurar os valores de limite de integridade global para todos os qtrees para
rastrear qualquer violagao de limite. Eventos apropriados sao gerados para violagdes de
limites de integridade e vocé pode tomar medidas preventivas com base nesses eventos.
Vocé pode configurar os valores globais com base nas configuracdes de praticas
recomendadas para limites que se aplicam a todos os qtrees monitorados.

Antes de comecgar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

As opc¢des de limite tém valores padrao para melhor monitoramento, no entanto, vocé pode alterar os valores
de acordo com os requisitos do seu ambiente.

Os eventos séo gerados para uma gtree somente quando uma cota Qtree ou uma cota padréo tiver sido
definida na gtree. Os eventos nao sédo gerados se o espago definido em uma cota de usuario ou cota de grupo
tiver excedido o limite.

Passos

1. No painel de navegacao esquerdo, clique em Configuragao > limites de integridade.
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2. Na pagina limiares de Configuragao/Saude, clique em Qtrees.
3. Configure os valores de limite de capacidade apropriados.

4. Clique em Salvar.

Editar as configuracoes de limite de integridade de atraso para relacionamentos de protecdo nao gerenciados

Vocé pode editar as configuragdes de aviso de atraso padrao global e limite de
integridade de erro para relacionamentos de prote¢cdo ndo gerenciados para que 0s
eventos sejam gerados em intervalos adequados as suas necessidades.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

O tempo de atraso ndo deve ser superior ao intervalo de programagao de transferéncia definido. Por exemplo,
se 0 agendamento de transferéncia for de hora em hora, o tempo de atraso ndo deve ser superior a uma hora.
O limite de atraso especifica uma porcentagem que o tempo de atraso ndo deve exceder. Usando o exemplo
de uma hora, se o limite de atraso for definido como 150%, vocé recebera um evento quando o tempo de
atraso for superior a 1,5 horas.

As configuragdes descritas nesta tarefa s&o aplicadas globalmente a todos os relacionamentos de protecéo
nao gerenciados. As configuragbes nao podem ser especificadas e aplicadas exclusivamente a uma relagéo
de protecdo n&o gerenciada.

Passos

1. No painel de navegacao esquerdo, clique em Configuragao > limites de integridade.
2. Na pagina limiares de Configuragao/Saude, clique em relacionamentos.

3. Aumente ou diminua a percentagem de tempo de atraso de aviso ou erro padrao global, conforme
necessario.

4. Clique em Salvar.

Editar configurag¢ées individuais de limite de integridade agregado

Vocé pode editar as configuracdes de limite de integridade para capacidade agregada,
crescimento e copias Snapshot de um ou mais agregados. Quando um limite € cruzado,
os alertas s&o gerados e vocé recebe notificagdes. Essas notificagdes ajudam vocé a
tomar medidas preventivas com base no evento gerado.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Com base nas alteragdes nos valores de limite, os eventos sdo gerados ou obsoletos no proximo ciclo de
monitoramento.

Quando o crescimento automatico é ativado em volumes que residem no agregado, os limites de capacidade
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agregada sao considerados violados com base no tamanho maximo do volume definido pelo crescimento
automatico, ndo com base no tamanho do volume original.

Passos

1. No painel de navegacao a esquerda, clique em Saude > agregados.
2. Na pagina de inventario Saude/agregados, selecione um ou mais agregados e clique em Editar limites.

3. Na caixa de dialogo Editar limites agregados, edite as configurages de limite de uma das seguintes
opcoes: Capacidade, crescimento ou copias Snapshot selecionando a caixa de selecao apropriada e
modificando as configuraces.

4. Clique em Salvar.

Editar definigdes individuais de limite de integridade do volume

Vocé pode editar as configuragdes de limite de integridade para capacidade de volume,
crescimento, cota e reserva de espaco de um ou mais volumes. Quando um limite €
cruzado, os alertas sdo gerados e vocé recebe notificacbes. Essas notificacdes ajudam
vocé a tomar medidas preventivas com base no evento gerado.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Com base nas alteragdes nos valores de limite, os eventos sdo gerados ou obsoletos no proximo ciclo de
monitoramento.

Observe que, quando o crescimento automatico esta ativado em um volume, os limites de capacidade sao
considerados violados com base no tamanho maximo do volume definido pelo crescimento automatico, nao
com base no tamanho do volume original.

Passos

1. No painel de navegacao a esquerda, clique em Health > volumes.
2. Na pagina de inventario Saude/volumes, selecione um ou mais volumes e clique em Editar limites.

3. Na caixa de dialogo Editar limites de volume, edite as configuragdes de limite de uma das seguintes
opcoes: Capacidade, copias Snapshot, cota de gtree, crescimento ou inodes selecionando a caixa de
selecao apropriada e modificando as configuracgoes.

4. Clique em Salvar.

Editar configuragoes individuais de limite de integridade de qtree

Vocé pode editar as configuragdes de limite de integridade para a capacidade de gtree
para um ou mais qtrees. Quando um limite é cruzado, os alertas sdo gerados e vocé
recebe notificagdes. Essas notificacbes ajudam vocé a tomar medidas preventivas com
base no evento gerado.
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Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Com base nas alteragdes nos valores de limite, os eventos sdo gerados ou obsoletos no proximo ciclo de
monitoramento.

Passos

1. No painel de navegacéao esquerdo, clique em Health > SVMs.

2. Na pagina de inventario maquinas virtuais de integridade/storage, selecione o SVM no qual a gtree
reside.

3. Na pagina de detalhes Health/Storage Virtual Machine, clique na guia Qtrees.
4. Selecione um ou mais gtrees e clique em Editar limites.

5. Na caixa de dialogo Editar limites de Qtree, altere os limites de capacidade para a gtree ou gtrees
selecionados e clique em Salvar.

Gerenciamento de scripts

Vocé pode usar scripts para modificar ou atualizar automaticamente varios objetos de
armazenamento no Unified Manager. O script esta associado a um alerta. Quando um
evento aciona um alerta, o script € executado. Vocé pode carregar scripts personalizados
e testar sua execugédo quando um alerta é gerado.

Como os scripts funcionam com alertas

Vocé pode associar um alerta ao script para que o script seja executado quando um
alerta for gerado para um evento no Unified Manager. Vocé pode usar os scripts para
resolver problemas com objetos de armazenamento ou identificar quais objetos de
armazenamento estao gerando os eventos.

Quando um alerta é gerado para um evento no Unified Manager, um e-mail de alerta é enviado aos
destinatarios especificados. Se vocé associou um alerta a um script, o script sera executado. Vocé pode obter
os detalhes dos argumentos passados para o script a partir do e-mail de alerta.

O script usa os seguintes argumentos para execugao:

* -eventID

* -eventName

* -eventSeverity

* -eventSourcelD

* -eventSourceName
* -eventSourceType
* -eventState

* -eventArgs
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Vocé pode usar os argumentos em seus scripts e coletar informagdes de eventos relacionados ou modificar
objetos de armazenamento.

Exemplo para obter argumentos de scripts

print "S$ARGV[0] : SARGV[1]\n"
print "SARGV[7] : SARGV[8]\n"

Quando um alerta é gerado, este script & executado e a seguinte saida é exibida:

-eventID : 290
-eventSourceID : 4138

Adicionando scripts

Vocé pode adicionar scripts no Unified Manager e associar os scripts a alertas. Esses
scripts sdo executados automaticamente quando um alerta € gerado e permitem obter
informagdes sobre objetos de armazenamento para os quais o evento € gerado.

Antes de comecar

* Vocé deve ter criado e salvo os scripts que deseja adicionar ao servidor do Unified Manager.
* Os formatos de arquivo suportados para scripts sao Perl, Shell, PowerShell e .bat arquivos.
o Para scripts Perl, Perl deve ser instalado no servidor Unified Manager. Se o Perl foi instalado apos o
Unified Manager, vocé deve reiniciar o servidor do Unified Manager.

o Para scripts do PowerShell, a politica de execugao apropriada do PowerShell deve ser definida no
servidor para que os scripts possam ser executados.

Se o script criar arquivos de log para acompanhar o andamento do script de alerta, vocé
deve garantir que os arquivos de log ndo sejam criados em qualquer lugar na pasta de
instalagéo do Unified Manager.

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Vocé pode fazer upload de scripts personalizados e reunir detalhes do evento sobre o alerta.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Scripts no menu Gerenciamento a
esquerda.

Na pagina Gerenciamento/Scripts , clique em Add.

Na caixa de dialogo Add Script, clique em Browse para selecionar seu arquivo de script.
Insira uma descricao para o script selecionado.

Clique em Add.

ok~ 0 DN
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Eliminar scripts

Vocé pode excluir um script do Unified Manager quando o script ndo for mais necessario
ou valido.

Antes de comecgar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

* O script ndo deve estar associado a um alerta.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Scripts no menu Gerenciamento a
esquerda.

2. Na pagina Gerenciamento/Scripts , selecione o script que deseja excluir e clique em Excluir.

3. Na caixa de dialogo Aviso, confirme a exclusdo clicando em Sim.

Testando a execugéo de script

Vocé pode verificar se o script € executado corretamente quando um alerta € gerado
para um objeto de armazenamento.

Antes de comegar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

» Vocé deve ter carregado um script no formato de arquivo suportado para o Unified Manager.

Passos

1. Na barra de ferramentas, clique em [r:] e, em seguida, clique em Scripts no menu Gerenciamento a
esquerda.

2. Na pagina Gerenciamento/Scripts, adicione seu script de teste.

3. Na pagina Configuration/Alerting, execute uma das seguintes agdes:

Para... Faca isso...
Adicione um alerta a. Na pagina Configuracao/alertas, clique em
Adicionar.

b. Na secéo agoes, associe o alerta ao script de
teste.

Edite um alerta a. Na pagina Configuragao/alertas, selecione um
alerta e clique em Editar.

b. Na secao acoes, associe o alerta ao script de
teste.

4. Clique em Salvar.

5. Na pagina Configuracaol/alertas, selecione o alerta que vocé adicionou ou modificou e clique em Teste.
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O script € executado com o argumento "-teSt", e um alerta de notificagéo é enviado para os enderegos de
e-mail que foram especificados quando o alerta foi criado.

Gerenciamento e monitoramento de grupos

E possivel criar grupos no Unified Manager para gerenciar objetos de storage.

Compreender grupos

E possivel criar grupos no Unified Manager para gerenciar objetos de storage. Entender
0s conceitos sobre grupos e como as regras de grupo permitem adicionar objetos de
armazenamento a um grupo ajudara vocé a gerenciar os objetos de armazenamento em
seu ambiente.

O que é um grupo

Um grupo € uma colecao dinamica de objetos de armazenamento heterogéneos
(clusters, SVMs ou volumes). E possivel criar grupos no Unified Manager para gerenciar
facilmente um conjunto de objetos de storage. Os membros de um grupo podem mudar,
dependendo dos objetos de storage que sdo monitorados pelo Unified Manager em um
momento.

» Cada grupo tem um nome unico.

* Vocé deve configurar um minimo de uma regra de grupo para cada grupo.

* Vocé pode associar um grupo a mais de uma regra de grupo.

» Cada grupo pode incluir varios tipos de objetos de storage, como clusters, SVMs ou volumes.

* Os objetos de storage sado adicionados dinamicamente a um grupo com base no momento em que uma
regra de grupo é criada ou quando o Unified Manager conclui um ciclo de monitoramento.

* Vocé pode aplicar simultaneamente agbes a todos os objetos de storage em um grupo, como definir
limites para volumes.

Como as regras de grupo funcionam para grupos

Uma regra de grupo € um critério que vocé define para permitir que objetos de
armazenamento (volumes, clusters ou SVMs) sejam incluidos em um grupo especifico.
Vocé pode usar grupos de condigdes ou condigdes para definir a regra de grupo para um

grupo.
* Vocé deve associar uma regra de grupo a um grupo.

* Vocé deve associar um tipo de objeto para uma regra de grupo; somente um tipo de objeto estd associado
a uma regra de grupo.

* Objetos de armazenamento sao adicionados ou removidos do grupo apos cada ciclo de monitoramento ou
quando uma regra € criada, editada ou excluida.

* Uma regra de grupo pode ter um ou mais grupos de condigdo e cada grupo de condi¢ao pode ter uma ou
mais condicdes.

* Os objetos de armazenamento podem pertencer a varios grupos com base nas regras de grupo criadas.
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Condigoes

Vocé pode criar varios grupos de condi¢des e cada grupo de condigdes pode ter uma ou mais condigdes.
Vocé pode aplicar todos os grupos de condigao definidos em uma regra de grupo para grupos, a fim de
especificar quais objetos de armazenamento estéo incluidos no grupo.

As condicdes dentro de um grupo de condigdes s&o executadas usando LOGICA e. Todas as condi¢cdes de
um grupo de condi¢cdes devem ser atendidas. Quando vocé cria ou modifica uma regra de grupo, uma
condigao é criada que aplica, seleciona e agrupa apenas os objetos de armazenamento que satisfazem todas
as condigdes no grupo condi¢do. Vocé pode usar varias condigbes em um grupo de condigdes quando quiser
restringir o escopo de quais objetos de armazenamento incluir em um grupo.

Vocé pode criar condi¢des com objetos de armazenamento usando os seguintes operandos e operador e
especificando o valor necessario.

Tipo de objeto de storage Operandos aplicaveis

Volume * Nome do objeto

* Nome do cluster proprietario
» Possuir nome SVM

* Anotacgdes

SVM * Nome do objeto

* Nome do cluster proprietario

* Anotacdes

Cluster * Nome do objeto

* Anotacgdes

Quando vocé seleciona a anotagdo como um operando para qualquer objeto de armazenamento, o operador

"iS"

esta disponivel. Para todos os outros operandos, vocé pode selecionar "is" ou "contains" como operador.

* Operando
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A lista de operandos no Unified Manager muda com base no tipo de objeto selecionado. A lista inclui o
nome do objeto, 0 nome do cluster proprietario, o nome do SVM e as anotagdes definidas no Unified
Manager.

Operador

A lista de operadores muda com base no operando selecionado para uma condigdo. Os operadores
suportados no Unified Manager sao "is" e "contém".

Quando vocé seleciona o operador "is", a condigao é avaliada para correspondéncia exata do valor do
operando com o valor fornecido para o operando selecionado.

Quando vocé seleciona o operador "'contém

critérios:

, a condicao € avaliada para atender a um dos seguintes

> O valor do operando € uma correspondéncia exata com o valor fornecido para o operando selecionado



> O valor do operando contém o valor fornecido para o operando selecionado

e Valor

O campo valor muda com base no operand selecionado.

Exemplo de uma regra de grupo com condigdes

Considere um grupo de condi¢des para um volume com as duas seguintes condigdes:

* O nome contém "vol"
* O nome da SVM é "dATA_svm"

Esse grupo de condi¢do seleciona todos os volumes que incluem "'vol™ em seus nomes e que sao
hospedados em SVMs com o nome "dATA_svm".

Grupos de condicoes

Os grupos de condicao sao executados usando OU logico e, em seguida, aplicados a objetos de
armazenamento. Os objetos de armazenamento devem satisfazer um dos grupos de condigbes a serem
incluidos em um grupo. Os objetos de armazenamento de todos os grupos de condigbes sao combinados.
Vocé pode usar grupos de condigdes para aumentar o escopo dos objetos de armazenamento a serem
incluidos em um grupo.

Exemplo de uma regra de grupo com grupos de condigdo

Considere dois grupos de condi¢des para um volume, com cada grupo contendo as seguintes duas
condigdes:

* Grupo de condicoes 1
> O nome contém "vol"

> O nome do SVM é "dATA_svm" grupo de condigdes 1 seleciona todos os volumes que incluem "vol™
em seus nomes e que sao hospedados em svms com o nome "dATA svm".

* Grupo de condicdes 2

o O nome contém "vol"

> O valor de anotacao da prioridade de dados é o grupo de condigdes "critico™ 2 seleciona todos os
volumes que incluem "'vol™ em seus nomes e que sdo anotados com o valor de anotagédo de
prioridade de dados como "

critico™.

Quando uma regra de grupo contendo esses dois grupos de condi¢des é aplicada em objetos de
armazenamento, os seguintes objetos de armazenamento sdo adicionados a um grupo selecionado:

» Todos os volumes que incluem "vol™ em seus nomes e que sao hospedados no SVM com o nome
"dATA svm".

» Todos os volumes que incluem "vol" em seu mes e que sa s com o valor 5
Todos os volumes ncluem "'vol™ eus nomes e sdo anotado alor de anotacao de
prioridade de dados "

critico™.

Como as agoes de grupo funcionam em objetos de armazenamento

Uma acgao de grupo € uma operacao que € executada em todos os objetos de
armazenamento em um grupo. Por exemplo, vocé pode configurar a acao de grupo de
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limite de volume para alterar simultaneamente os valores de limite de volume de todos
0s volumes em um grupo.

Os grupos suportam tipos de agao de grupo exclusivos. Vocé pode ter um grupo com apenas um tipo de agao
de grupo de limite de integridade de volume. No entanto, vocé pode configurar um tipo diferente de acao de
grupo, se disponivel, para o mesmo grupo. A classificagdo de uma agéo de grupo determina a ordem em que
a agao é aplicada aos objetos de armazenamento. A pagina de detalhes de um objeto de armazenamento
fornece informagdes sobre qual agdo de grupo € aplicada no objeto de armazenamento.

Exemplo de a¢des de grupo unicas

Considere um volume A que pertence aos grupos G1 e G2 e as seguintes agdes de grupo de limite de
integridade do volume estao configuradas para esses grupos:

* Change capacity threshold agdo de grupo com classificagdo 1, para configurar a capacidade do
volume

* Change snapshot copies Agdo de grupo com classificacdo 2, para configurar as copias Snapshot do
volume

AChange capacity threshold agdo de grupo sempre tem prioridade sobre a

Change snapshot copies agéo de grupo e € aplicada ao volume A. quando o Unified Manager conclui um
ciclo de monitoramento, os eventos relacionados ao limite de integridade do volume A s&o reavaliados de
acordo com a Change capacity threshold acgdo do grupo. N&o é possivel configurar outro tipo de limite
de volume de agao de grupo para o grupo G1 ou G2.

Adicionando grupos

E possivel criar grupos para combinar clusters, volumes e maquinas virtuais de storage
(SVMs) para facilitar o gerenciamento.

Antes de comecar

Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Vocé pode definir regras de grupo para adicionar ou remover membros do grupo e modificar agdes de grupo
para o grupo.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia Groups, clique em Add.

3. Na caixa de didlogo Adicionar grupo, insira um nome e uma descri¢cao para 0 grupo.
O nome do grupo deve ser unico.
4. Clique em Add**.
Editar grupos

Vocé pode editar o nome e a descrigao de um grupo criado no Unified Manager.
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Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Quando vocé edita um grupo para atualizar o nome, vocé deve especificar um nome exclusivo; vocé nao pode
usar um nome de grupo existente.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia Groups, selecione o grupo que deseja editar e clique em Edit.
3. Na caixa de dialogo Editar grupo, altere o nome, a descrigdo ou ambos para o grupo.

4. Clique em Salvar.

Eliminar grupos

Vocé pode excluir um grupo do Unified Manager quando o grupo nao for mais
necessario.
Antes de comecgar

* Nenhum dos objetos de storage (clusters, SVMs ou volumes) deve estar associado a qualquer regra de
grupo associada ao grupo que vocé deseja excluir.

* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.
Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia Groups, selecione o grupo que deseja excluir e clique em Delete.

3. Na caixa de dialogo Aviso , confirme a excluséo clicando em Sim.

A exclusdo de um grupo n&o exclui as agdes de grupo associadas ao grupo. No entanto, essas ag¢des de
grupo ndo serdo mapeadas ap0os o grupo ser excluido.

Adicionando regras de grupo

E possivel criar regras de grupo para que um grupo adicione dinamicamente objetos de
storage, como volumes, clusters ou maquinas virtuais de armazenamento (SVMs) ao
grupo. Vocé deve configurar pelo menos um grupo de condicdes com pelo menos uma
condigao para criar uma regra de grupo.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Os objetos de armazenamento atualmente monitorados sdo adicionados assim que a regra de grupo é criada.
Novos objetos sdo adicionados somente apos o ciclo de monitoramento ser concluido.
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Passos

A 0N

o1

. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.

Na guia regras de grupo, clique em Adicionar.
Na caixa de dialogo Adicionar regra de grupo, especifique um nome para a regra de grupo.

No campo Target Object Type (tipo de objeto de destino), selecione o tipo de objeto de armazenamento
que deseja agrupar.

No campo Grupo, selecione o grupo necessario para o qual deseja criar regras de grupo.

6. Na secao condigodes, execute as etapas a seguir para criar uma condi¢do, um grupo de condi¢des ou

7.

ambos:

Para criar Faca isso...

Uma condigao a. Selecione um operando na lista de operandos.
b. Selecione contains ou is como operador.

c¢. Introduza um valor ou selecione um valor na
lista disponivel.

Um grupo de condigéo a. Cligue em Add Condition Group (Adicionar
grupo de condigbes)

b. Selecione um operando na lista de operandos.
c. Selecione contains ou is como operador.

d. Introduza um valor ou selecione um valor na
lista disponivel.

e. Cligue em Adicionar condigao para criar mais
condigdes, se necessario, e repita as etapas de
a a d para cada condigao.

Clique em Add.

Exemplo para criar uma regra de grupo

Execute as etapas a seguir na caixa de dialogo Adicionar regra de grupo para criar uma regra de grupo,
incluindo a configuragéo de uma condigao e a adigdo de um grupo de condigdes:

—_
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. Especifigue um nome para a regra de grupo.

Selecione o tipo de objeto como maquina virtual de storage (SVM).
Selecione um grupo na lista de grupos.

Na secao condigdes, selecione Nome do objeto como o operando.
Selecione contains como operador.

Introduza o valor svm data como .

Clique em Adicionar grupo de condigées.

Selecione Nome do objeto como o operando.

Selecione contains como operador.



10. Introduza o valor vol como .

11. Clique em Adicionar condigéo.

12. Repita os passos 8 a 10 selecionando data-priority como operando na etapa 8, is como operador na
etapa 9 e Critical como o valor na etapa 10.

13. Clique em Add para criar a condicado para a regra de grupo.

Editando regras de grupo

Vocé pode editar regras de grupo para modificar os grupos de condi¢do e as condi¢des
dentro de um grupo de condi¢des para adicionar ou remover objetos de armazenamento
de ou para um grupo especifico.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia regras de grupo, selecione a regra de grupo que deseja editar e clique em Editar.

3. Na caixa de dialogo Editar regra de grupo, altere o nome da regra de grupo, o nome do grupo associado,
os grupos de condicao e as condigdes conforme necessario.

@ N&ao € possivel alterar o tipo de objeto de destino para uma regra de grupo.
4. Clique em Salvar.

Eliminar regras de grupo

Vocé pode excluir uma regra de grupo do Gerenciador Unificado do OnCommand
quando a regra de grupo nao for mais necessaria.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Quando uma regra de grupo € excluida, os objetos de armazenamento associados serdo removidos do grupo.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia regras de grupo, selecione a regra de grupo que deseja excluir e clique em Excluir.

3. Na caixa de dialogo Aviso, confirme a exclusdo clicando em Sim.

Adicionando a¢des de grupo

Vocé pode configurar agdes de grupo que deseja aplicar a objetos de armazenamento
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em um grupo. A configuragcdo de agdes para um grupo permite economizar tempo,
porque vocé nao precisa adicionar essas agdes a cada objeto individualmente.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia agoes de grupo, clique em Adicionar.

3. Na caixa de dialogo Add Group Action (Adicionar agdo de grupo), insira um nome e uma descrigao para
a acao.

4. No menu Group (Grupo), selecione um grupo para o qual deseja configurar a agéo.

5. No menu tipo de agao , selecione um tipo de agao.

A caixa de dialogo expande-se, permitindo-lhe configurar o tipo de agao selecionado com os parametros
necessarios.

6. Insira os valores apropriados para os parametros necessarios para configurar uma agao de grupo.
7. Clique em Add.

Editando agées de grupo

Vocé pode editar os parametros de acédo do grupo configurados no Unified Manager,
como nome da agéo do grupo, descricdo, nome do grupo associado e parametros do tipo
de acgao.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia agdes de grupo, selecione a agao de grupo que deseja editar e clique em Editar.

3. Na caixa de dialogo Editar acdo de grupo, altere o nome da agéo de grupo, a descrigdo, o nome do
grupo associado e os parametros do tipo de agao, conforme necessario.

4. Clique em Salvar.

Configuragao dos limites de integridade do volume para grupos

Vocé pode configurar limites de integridade do volume em nivel de grupo para
capacidade, copias Snapshot, cotas de gtree, crescimento e inodes.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.
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Sobre esta tarefa

O tipo de limite de integridade do volume de agéo de grupo € aplicado apenas em volumes de um grupo.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.

Na guia agdes de grupo, clique em Adicionar.

Introduza um nome e uma descri¢do para a agao do grupo.

Na caixa suspensa Grupo, selecione um grupo para o qual deseja configurar a agdo de grupo.
Selecione Action Type como o limite de integridade do volume.

Selecione a categoria para a qual deseja definir o limite.

Introduza os valores necessarios para o limiar de saude.

Clique em Add.

© N o g ~ WD

Eliminar agdes de grupo

Vocé pode excluir uma acéo de grupo do Unified Manager quando a agao de grupo nao
for mais necessaria.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Quando vocé exclui a agao de grupo para o limite de integridade do volume, os limites globais sédo aplicados
aos objetos de storage nesse grupo. Quaisquer limites de integridade no nivel do objeto definidos no objeto de
storage nao sao afetados.

Passos

1. Na barra de ferramentas, clique em [r:] e, em seguida, clique em Gestao > grupos.
2. Na guia agdes de grupo, selecione a agao de grupo que deseja excluir e clique em Excluir.

3. Na caixa de dialogo Aviso, confirme a exclusdo clicando em Sim.

Reordenar agoes de grupo

Vocé pode alterar a ordem das agdes de grupo que devem ser aplicadas aos objetos de
armazenamento em um grupo. As agdes de grupo s&o aplicadas a objetos de
armazenamento sequencialmente com base em sua classificacio. A classificacdo mais
baixa € atribuida a agdo de grupo que vocé configurou por ultimo. Vocé pode alterar a
classificacdo da acéo do grupo dependendo de seus requisitos.

Antes de comecar

Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.
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Sobre esta tarefa

Vocé pode selecionar uma unica linha ou varias linhas e, em seguida, executar varias operagdes de arrastar e
soltar para alterar a classificagdo das a¢oes de grupo. No entanto, vocé deve salvar as alteragdes para que a
nova priorizagao seja refletida na grade de agbes do grupo.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > grupos.
2. Na guia agoées de grupo, clique em Reordenar.

3. Na caixa de dialogo Reordenar agdes de grupo, arraste e solte as linhas para reorganizar a sequéncia
de agbes de grupo conforme necessario.

4. Clique em Salvar.

Priorizando eventos de objetos de armazenamento usando anotagoes

Vocé pode criar e aplicar regras de anotagao a objetos de armazenamento para que
vocé possa identificar e filtrar esses objetos com base no tipo de anotacao aplicada e
sua prioridade.

Compreender mais sobre anotagoes

Entender os conceitos sobre anotagdes ajuda vocé a gerenciar os eventos relacionados
aos objetos de armazenamento em seu ambiente.

Quais sao as anotagoes

Uma anotagao € uma cadeia de texto (0 nome) que € atribuida a outra cadeia de texto (o
valor). Cada par de nome-valor de anotagdo pode ser dinamicamente associado a
objetos de armazenamento utilizando regras de anotagdo. Quando vocé associa objetos
de armazenamento a anotacdes predefinidas, vocé pode filtrar e exibir os eventos
relacionados a eles. E possivel aplicar anotagdes a clusters, volumes e maquinas virtuais
de storage (SVMs).

Cada nome de anotacgao pode ter varios valores; cada par de nome-valor pode ser associado a um objeto de
armazenamento através de regras.

Por exemplo, vocé pode criar uma anotagao chamada "data-center" com os valores "Boston" e "Canada".
Vocé pode entdo aplicar a anotagao "data-center" com o valor "Boston" ao volume v1. Quando um alerta é
gerado para qualquer evento em um volume v1 que € anotado com "data-center", o e-mail gerado indica a
localizagao do volume, "Boston", e isso permite que vocé priorize e resolva o problema.

Como as regras de anotagao funcionam no Unified Manager

Uma regra de anotacao € um critério que vocé define para anotar objetos de
armazenamento (volumes, clusters ou maquinas virtuais de armazenamento (SVMs)).
Pode utilizar grupos de condi¢des ou condi¢des para definir regras de anotagéao.

* Tem de associar uma regra de anotagdo a uma anotacgao.

* Vocé deve associar um tipo de objeto para uma regra de anotagao; apenas um tipo de objeto pode ser
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associado a uma regra de anotagao.

* O Unified Manager adiciona ou remove anotagdes de objetos de armazenamento apds cada ciclo de
monitoramento ou quando uma regra € criada, editada, excluida ou reordenada.

* Uma regra de anotacéo pode ter um ou mais grupos de condigdes e cada grupo de condi¢des pode ter
uma ou mais condicdes.

* Objetos de armazenamento podem ter varias anotagdes. Uma regra de anotagéo para uma anotagao
especifica também pode usar anotagdes diferentes nas condigbes da regra para adicionar outra anotagao
a objetos ja anotados.

Condigoes

Vocé pode criar varios grupos de condi¢des e cada grupo de condigbes pode ter uma ou mais condigoes.
Pode aplicar todos os grupos de condigdes definidos numa regra de anotagdo de uma anotagao para anotar
objetos de armazenamento.

As condigdes dentro de um grupo de condiges s&o executadas usando LOGICA e. Todas as condi¢des de
um grupo de condi¢des devem ser atendidas. Quando vocé cria ou modifica uma regra de anotagao, uma
condigao é criada que aplica, seleciona e anota somente os objetos de armazenamento que atendem a todas
as condigdes no grupo condi¢do. Vocé pode usar varias condigdes dentro de um grupo de condi¢gdes quando
quiser restringir o escopo de quais objetos de armazenamento anotar.

Vocé pode criar condi¢des com objetos de armazenamento usando os seguintes operandos e operador e
especificando o valor necessario.

Tipo de objeto de storage Operandos aplicaveis

Volume * Nome do objeto
* Nome do cluster proprietario
» Possuir nome SVM

» Anotacgdes

SVM * Nome do objeto
* Nome do cluster proprietario

* Anotacgdes

Cluster * Nome do objeto

* Anotacgdes

Quando vocé seleciona a anotagdo como um operando para qualquer objeto de armazenamento, o operador
"is" esta disponivel. Para todos os outros operandos, vocé pode selecionar "is" ou "contains" como operador.
Quando vocé seleciona o operador "is", a condi¢do é avaliada para uma correspondéncia exata do valor do
operando com o valor fornecido para o operando selecionado. Quando vocé seleciona o operador ™
a condicao € avaliada para atender a um dos seguintes critérios:

contém'",

» O valor do operando é uma correspondéncia exata com o valor do operando selecionado.

» O valor do operando contém o valor fornecido para o operando selecionado.
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Exemplo de uma regra de anotacdo com condicoes

Considere uma regra de anotagdo com um grupo de condigdes para um volume com as duas seguintes
condigdes:

* O nome contém "vol"
* O nome da SVM é "dATA svm"

Esta regra de anotacéo anota todos os volumes que incluem "vol™ em seus nomes e que sao hospedados em
SVMs com o nome "dATA_svm" com a anotagao selecionada e o tipo de anotagéo.

Grupos de condigoes

Os grupos de condigcao sdo executados usando OU légico e, em seguida, aplicados a objetos de
armazenamento. Os objetos de armazenamento devem atender aos requisitos de um dos grupos de
condi¢des a serem anotados. Os objetos de armazenamento que atendem as condi¢des de todos os grupos
de condi¢bes sdo anotados. Vocé pode usar grupos de condigbes para aumentar o escopo dos objetos de
armazenamento a serem anotados.

Exemplo de uma regra de anotagdao com grupos de condigdes

Considere uma regra de anotagdo com dois grupos de condi¢des para um volume; cada grupo contém as
seguintes duas condigbes:

* Grupo de condicoes 1

o O nome contém "vol"

> O nome do SVM é "dATA_svm" este grupo de condi¢gbes anota todos os volumes que incluem "vol™

em seus nomes e que sao hospedados em svms com o nome "dATA _svm".
* Grupo de condigbes 2
> O nome contém "vol"

> O valor de anotacao da prioridade de dados é "critico". Este grupo de condi¢des anotou todos os
volumes que incluem "'vol™ em seus nomes e que sao anotados com o valor de anotagao de
prioridade de dados como "critico".

Quando uma regra de anotagao contendo esses dois grupos de condi¢des € aplicada em objetos de
armazenamento, 0s seguintes objetos de armazenamento sdo anotados:

» Todos os volumes que incluem "vol™ em seus nomes e que sdo hospedados no SVM com o nome

"dATA_svm".

» Todos os volumes que incluem
prioridade de dados como "

vol™ em seus nomes e que sdo anotados com o valor de anotacéo de

critico™.

Descrigao dos valores de anotacao predefinidos

Prioridade de dados é uma anotacao predefinida que tem os valores Missao critica, alta
e baixa. Esses valores permitem anotar objetos de armazenamento com base na
prioridade dos dados que eles contém. Nao é possivel editar ou eliminar os valores de
anotacao predefinidos.

* Prioridade de dados: Missao critica
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Esta anotagao € aplicada a objetos de armazenamento que contém dados de misséao critica. Por exemplo,
objetos que contém aplicagdes de produgdo podem ser considerados de missao critica.

* Prioridade de dados: Alta

Esta anotacdo ¢ aplicada a objetos de armazenamento que contém dados de alta prioridade. Por
exemplo, objetos que hospedam aplicativos de negdcios podem ser considerados de alta prioridade.

* Prioridade de dados: Baixa

Esta anotagéao € aplicada a objetos de armazenamento que contém dados de baixa prioridade. Por
exemplo, os objetos que estdo em armazenamento secundario, como destinos de backup e
espelhamento, podem ser de baixa prioridade.

Adicionar anotagdes dinamicamente

Ao criar anotagdes personalizadas, o Unified Manager associa dinamicamente clusters,
maquinas virtuais de armazenamento (SVMs) e volumes as anotag¢des usando regras.
Essas regras atribuem automaticamente as anotacdes a objetos de armazenamento.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.
2. Na pagina Anotagdes, cligue em Add Annotation.

3. Na caixa de dialogo Add Annotation (Adicionar anotagéo), digite um nome e uma descri¢ao para a
anotacgao.

Também pode adicionar valores a anotagdes enquanto cria anotagoes.

4. Opcional: Na sec¢éao valores de anotagao, clique em Adicionar para adicionar valores a anotagao.

5. Clique em Salvar e fechar.

Adicionar valores a anotagoées

Vocé pode adicionar valores a anotacdes e, em seguida, associar objetos de
armazenamento a um par de nome-valor de anotacéo especifico. Adicionar valores a
anotagdes ajuda a gerenciar objetos de armazenamento de forma mais eficaz.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

N&ao é possivel adicionar valores a anotagdes predefinidas.
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Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.

2. Na pagina Anotagoes, selecione a anotacdo a qual deseja adicionar um valor e clique em Add na secao
values.

3. Na caixa de dialogo Add Annotation value (Adicionar valor de anotagao), especifique um valor para a
anotacao.

O valor que especificar tem de ser exclusivo para a anotagéo selecionada.

4. Clique em Add.

Eliminar anotagdes

Vocé pode excluir anotacdes personalizadas e seus valores quando ndo forem mais
necessarios.

Antes de comegar
* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.
» Os valores de anotagéo nao devem ser utilizados noutras anotagbes ou regras de grupo.
Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.

2. No separador Anotagoes, selecione a anotagao que pretende eliminar.
Séao apresentados os detalhes da anotagao selecionada.

3. Clique em ag¢oes > Excluir para excluir a anotagao selecionada e seu valor.

4. Na caixa de dialogo de aviso, clique em Yes para confirmar a exclusao.

Resultados

A anotacao selecionada e o seu valor sao eliminados.

Visualizar a lista de anotagodes e detalhes

E possivel exibir a lista de anotacdes associadas dinamicamente a clusters, volumes e
maquinas virtuais de storage (SVMs). Vocé também pode exibir detalhes como a
descrig¢ao, criada por, data criada, valores, regras e os objetos associados a anotagao.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.

2. No separador Anotagoes, clique no nome da anotacao para ver os detalhes associados.

Eliminar valores de anotagdes

Pode eliminar valores associados a anotagdes personalizadas quando esse valor ja nao
se aplica a anotagao.
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Antes de comegar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

» O valor da anotacao nao deve estar associado a quaisquer regras de anotagao ou regras de grupo.

Sobre esta tarefa

Nao é possivel eliminar valores de anotacdes predefinidas.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.

2. Na lista de anotac¢des no separador Anotagdes, selecione a anotacgéo a partir da qual pretende eliminar
um valor.

3. Na area valores da guia Anotagoes, selecione o valor que deseja excluir e clique em Excluir.

4. Na caixa de didlogo Aviso, clique em Sim.

O valor é eliminado € ja ndo é apresentado na lista de valores para a anotagéo selecionada.

Criando regras de anotagao

Vocé pode criar regras de anotagédo que o Unified Manager usa para anotar
dinamicamente objetos de armazenamento, como volumes, clusters ou maquinas virtuais
de armazenamento (SVMs).

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Os objetos de armazenamento atualmente monitorizados s&o anotados assim que a regra de anotacgéo &
criada. Os novos objetos s&o anotados apenas apos o ciclo de monitorizagédo ser concluido.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.
2. Na guia regras de anotacao, clique em Adicionar.

3. Na caixa de dialogo Add Annotation Rule (Adicionar regra de anotagéo), especifique um nome para a
regra de anotagao.

4. No campo Target Object Type (tipo de objeto de destino), selecione o tipo de objeto de armazenamento
que deseja anotar.

5. Nos campos Apply Annotation (aplicar anotagado), selecione o valor de anotagéo e anotagéo que
pretende utilizar.

6. Na secao condigodes, execute a agdo apropriada para criar uma condigdo, um grupo de condigdes ou
ambos:
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Para criar... Faca isso...

Uma condigao a. Selecione um operando na lista de operandos.
b. Selecione contains ou is como operador.

c. Introduza um valor ou selecione um valor na
lista disponivel.

Um grupo de condigéo a. Cligue em Add Condition Group (Adicionar
grupo de condigoes).

b. Selecione um operando na lista de operandos.
c. Selecione contains ou is como operador.

d. Introduza um valor ou selecione um valor na
lista disponivel.

e. Clique em Adicionar condigao para criar mais
condigdes, se necessario, e repita as etapas de
a a d para cada condigéo.

7. Clique em Add.

Exemplo de criagao de uma regra de anotagao

Execute as seguintes etapas na caixa de dialogo Adicionar regra de anotagao para criar uma regra de
anotacao, incluindo configurar uma condigéo e adicionar um grupo de condigdes:

—_

. Especifigue um nome para a regra de anotagao.

Selecione o tipo de objeto de destino como maquina virtual de storage (SVM).
Selecione uma anotagao na lista de anotagdes e especifique um valor.

Na secao condigdes, selecione Nome do objeto como o operando.
Selecione contains como operador.

Introduza o valor svm_data como .

Clique em Adicionar grupo de condigoes.

Selecione Nome do objeto como o operando.

© © N o o M 0w N

Selecione contains como operador.

N
©

Introduza o valor vol como .

—_
—_

. Clique em Adicionar condigéo.

-
N

. Repita os passos 8 a 10 selecionando data-priority como o operando na etapa 8, is como o operador na
etapa 9 e Mission-critical como o valor na etapa 10.

13. Clique em Add.
Adicionar anotagdes manualmente a objetos de armazenamento individuais

Vocé pode anotar manualmente volumes, clusters e SVMs selecionados sem usar regras
de anotacgao. Vocé pode anotar um unico objeto de armazenamento ou varios objetos de
armazenamento e especificar a combinacio de par de nome-valor necessaria para a
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anotacao.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. Navegue até os objetos de armazenamento que deseja anotar:

Para adicionar anotacgao a... Faca isso...

Clusters a. Clique em Health > clusters.

b. Selecione um ou mais clusters.

Volumes a. Cligue em Saude > volumes.

b. Selecione um ou mais volumes.

SVMs a. Clique em Saude > SVMs.

b. Selecione um ou mais SVMs.

2. Cliqgue em Annotate e selecione um par de nome-valor.

3. Clique em aplicar.

Editar regras de anotacao

Pode editar regras de anotagado para modificar os grupos de condi¢des e condi¢des
dentro do grupo de condi¢des para adicionar anotagdes ou remover anotagdes de
objetos de armazenamento.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

As anotagbes sao dissociadas de objetos de armazenamento quando vocé edita as regras de anotagao
associadas.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.

2. Na guia regras de anotagao, selecione a regra de anotagdo que deseja editar e clique em agées >
Editar.

3. Na caixa de dialogo Edit Annotation Rule (Editar regra de anotagao), altere o nome da regra, o nome € o
valor da anotagdo, os grupos de condi¢éo e as condigbes conforme necessario.

Nao é possivel alterar o tipo de objeto alvo para uma regra de anotagao.

4. Clique em Salvar.
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Configurar condigoes para regras de anotagao

Vocé pode configurar uma ou mais condi¢cdes para criar regras de anotagcao que o
Unified Manager aplica aos objetos de armazenamento. Os objetos de armazenamento
que satisfazem a regra de anotagédo s&o anotados com o valor especificado na regra.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.
Na guia regras de anotagao, clique em Adicionar.

Na caixa de dialogo Add Annotation Rule (Adicionar regra de anotagao), insira um nome para a regra.

A 0N

Selecione um tipo de objeto na lista Target Object Type (tipo de objeto alvo) e, em seguida, selecione um
nome e um valor de anotacao na lista.

5. Na sec¢do condigbes da caixa de didlogo, selecione um operando e um operador na lista e insira um valor
de condicdo ou clique em Adicionar condigao para criar uma nova condigao.

6. Cligue em Salvar e Adicionar.

Exemplo de configuragao de uma condicdo para uma regra de anotagao

Considere uma condigéo para o tipo de objeto SVM, onde o nome do objeto contém "sVM_data".
Execute as seguintes etapas na caixa de dialogo Adicionar regra de anotagao para configurar a condigao:

1. Introduza um nome para a regra de anotagao.

Selecione o tipo de objeto de destino como SVM.

Selecione uma anotacéao na lista de anotacdes e um valor.

No campo condigoes, selecione Nome do objeto como operando.
Selecione contains como operador.

Introduza o valor svm_data como .

Clique em Add.

N o gk~ 0D

Eliminar regras de anotagao

Vocé pode excluir regras de anotagao do Gerenciador Unificado do OnCommand quando
as regras nao forem mais necessarias.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Quando elimina uma regra de anotagéo, a anotagao é desassociada e removida dos objetos de
armazenamento.
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Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.
2. Na guia regras de anotagao, selecione a regra de anotagao que deseja excluir e clique em Excluir.

3. Na caixa de dialogo Aviso, cligue em Sim para confirmar a exclusao.

Reordenar regras de anotagao

Vocé pode alterar a ordem na qual o Unified Manager aplica regras de anotagao a
objetos de armazenamento. As regras de anotacao sao aplicadas a objetos de
armazenamento sequencialmente com base em sua classificacdo. Quando vocé
configura uma regra de anotacao, a classificacdo € menor. Mas vocé pode alterar a
classificagdo da regra de anotacao dependendo de seus requisitos.

Antes de comecgar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Vocé pode selecionar uma uUnica linha ou varias linhas e executar muitas operacdes de arrastar e soltar para
alterar a classificagcao das regras de anotagdo. No entanto, vocé deve salvar as alteragdes para que a
repriorizacao seja exibida na guia regras de anotagéao.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Anotagdes no menu Gestao a esquerda.
2. Na guia regras de anotagao, clique em Reordenar.

3. Na caixa de dialogo regra de anotagcao de reordenacao, arraste e solte linhas simples ou multiplas para
reorganizar a sequéncia das regras de anotagao.

4. Clique em Salvar.

Tem de guardar as alteragdes para que a reordenacgéao seja apresentada.

Configuragao de operagoes de backup e restauragao

Vocé pode criar backups do Unified Manager e usar o recurso de restauragao para
restaurar o backup no mesmo sistema (local) ou em um novo sistema (remoto) em caso
de falha do sistema ou perda de dados.

O que é um backup de banco de dados

Um backup é uma copia do banco de dados do Unified Manager e dos arquivos de
configuragao que vocé pode usar em caso de falha do sistema ou perda de dados. Pode
programar uma copia de seguranga para ser escrita num destino local ou num destino
remoto. E altamente recomendavel que vocé defina um local remoto externo ao sistema
de host do Unified Manager.

Um backup consiste em um unico arquivo no diretério de backup e um ou mais arquivos no diretorio de
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repositorio de banco de dados. O arquivo no diretério de backup € muito pequeno porque contém apenas um
ponteiro para os arquivos localizados no diretério de repositério de banco de dados que s&o necessarios para
recriar o backup.

Na primeira vez que vocé gera um backup, um unico arquivo é criado no diretério de backup e um arquivo de
backup completo é criado no diretério de repositério de banco de dados. Da préxima vez que vocé gerar um
backup, um unico arquivo é criado no diretério de backup e um arquivo de backup incremental é criado no
diretdrio de repositorio de banco de dados que contém as diferengas do arquivo de backup completo. Esse
processo continua a medida que vocé cria backups adicionais, até a configuragéo de retengdo maxima, como
mostrado na figura a seguir.

Backup Directory Database Repository

Backup 3

@ Nao renomeie ou remova nenhum dos arquivos de backup nesses dois diretérios ou qualquer
operacgao de restauragao subsequente falhara.

Se vocé gravar seus arquivos de backup no sistema local, vocé deve iniciar um processo para copiar 0s
arquivos de backup para um local remoto para que eles estejam disponiveis caso vocé tenha um problema de
sistema que exija uma restauragdo completa.

Antes de iniciar uma operagao de backup, o Unified Manager realiza uma verificagdo de integridade para
verificar se todos os arquivos de backup e diretérios de backup necessarios existem e sdo gravaveis. Ele
também verifica se ha espago suficiente no sistema para criar o arquivo de backup.

Observe que vocé pode restaurar um backup somente na mesma versao do Unified Manager. Por exemplo,
se voceé criou um backup no Unified Manager 9,4, o backup s6 podera ser restaurado em sistemas Unified
Manager 9,4.

Configurar definicoes de copia de seguranga da base de dados

Vocé pode configurar as configuragdes de backup do banco de dados do Unified
Manager para definir o caminho do backup do banco de dados, a contagem de retencao
e as programagodes de backup. Vocé pode ativar backups programados diarios ou
semanais. Por padrao, backups programados s&o desativados.

Antes de comegar

* Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Vocé deve ter um minimo de 150 GB de espago disponivel no local que vocé definir como caminho de
backup.

E recomendavel usar um local remoto externo ao sistema host do Unified Manager.
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* Quando o Unified Manager estiver instalado em um sistema Linux, verifique se o usuario "jboss" tem
permissdes de gravagao no diretorio de backup.

* Vocé néo deve agendar operagdes de backup para que ocorram imediatamente apds a adi¢do de um
novo cluster enquanto o Unified Manager estiver coletando 15 dias de dados histéricos de desempenho.

Sobre esta tarefa

Mais tempo é necessario na primeira vez que um backup é executado do que para backups subsequentes,
porque o primeiro backup é um backup completo. Um backup completo pode ter mais de 1 GB e pode levar de
trés a quatro horas. Backups subsequentes sdo incrementais e exigem menos tempo.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > copia de seguranca da base
de dados.

2. Na pagina Backup de gerenciamento/banco de dados, clique em a¢des > Configuragcoes de backup
de banco de dados.

3. Configure os valores apropriados para um caminho de backup e contagem de retengéao.
O valor padrao para a contagem de retencao € 10; vocé pode usar 0 para criar backups ilimitados.
4. Na secao frequéncia de programacgao, marque a caixa de selegédo Ativar e especifique um horario diario
ou semanal.
o Diaria
Se selecionar esta opgao, tem de introduzir uma hora no formato de 24 horas para criar a copia de
seguranga. Por exemplo, se vocé especificar 18:30, um backup sera criado diariamente as 6:30:00.

o Semanal

Se selecionar esta opgao, tem de especificar a hora e o dia para a criagdo da copia de seguranga. Por
exemplo, se vocé especificar o dia como segunda-feira e hora como 16:30, um backup semanal sera
criado todas as segundas-feiras as 4:30:00.

5. Clique em Salvar e fechar.

O que é uma restauracao de banco de dados

A restauracao do banco de dados € o processo de restauracido de um arquivo de backup
do Unified Manager existente no mesmo ou em um servidor do Unified Manager
diferente. Vocé executa a operagao de restauracao a partir do console do Unified
Manager.

Se estiver a executar uma operagéao de restauro no mesmo sistema (local) e os ficheiros de copia de
segurancga estiverem todos armazenados localmente, pode executar o comando Restore utilizando a
localizagao predefinida. Se vocé estiver executando uma operagao de restauracdo em um sistema Unified
Manager diferente (um sistema remoto), copie o arquivo de backup ou arquivos do armazenamento
secundario para o disco local antes de executar o comando Restore.

Durante o processo de restauragao, vocé sera desconetado do Unified Manager. Pode iniciar sessao no
sistema apds o processo de restauro estar concluido.
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O recurso de restauragéo € especifico da versao e especifico da plataforma. Vocé pode restaurar um backup
do Unified Manager somente na mesma versao do Unified Manager. O Unified Manager € compativel com
backup e restauragdo nos seguintes cenarios de plataforma:

* Dispositivo virtual para dispositivo virtual

* Dispositivo virtual para Red Hat Enterprise Linux ou CentOS

* Red Hat Enterprise Linux para Red Hat Enterprise Linux ou CentOS

* Windows para Windows
Se vocé estiver restaurando a imagem de backup para um novo servidor, apés a conclusao da operagao de
restauragao, sera necessario gerar um novo certificado de seguranga HTTPS e reiniciar o servidor do Unified

Manager. Vocé também precisara reconfigurar as configuragdes de autenticagdo SAML, se forem necessarias,
ao restaurar a imagem de backup para um novo servidor.

Os ficheiros de cépia de segurancga antigos nao podem ser utilizados para restaurar uma

@ imagem depois de o Unified Manager ter sido atualizado para uma versao mais recente do
software. Para economizar espago, todos os arquivos de backup antigos, exceto o arquivo mais
recente, sdo removidos automaticamente quando vocé atualiza o Unified Manager.

Visao geral do processo de backup e restauragao de dispositivos virtuais

O modelo de backup e restauracdo do Unified Manager quando instalado em um
dispositivo virtual € capturar e restaurar uma imagem do aplicativo virtual completo.

Como a operacao de backup do Unified Manager no dispositivo virtual ndo fornece uma maneira de mover o
arquivo de backup do vApp, as tarefas a seguir permitem concluir um backup do dispositivo virtual:

1. Desligue a VM e tire um snapshot da VMware do dispositivo virtual Unified Manager.

2. Faca uma copia Snapshot do NetApp no datastore para capturar o snapshot do VMware.

Se o0 armazenamento de dados nao estiver hospedado em um sistema que executa o software ONTAP,
siga as diretrizes do fornecedor de storage para criar um backup do snapshot da VMware.

3. Replique a copia Snapshot do NetApp, ou equivalente a snapshot, para storage alternativo.

4. Exclua o instantaneo VMware.

Vocé deve implementar uma programacéao de backup usando essas tarefas para garantir que o dispositivo
virtual do Unified Manager esteja protegido se surgirem problemas.

Para restaurar a VM, vocé pode usar o snapshot da VMware criado para restaurar a VM para o estado de
ponto no tempo de backup.

Restaurar um backup de banco de dados em uma maquina virtual

Em caso de perda de dados ou corrupgao de dados, vocé pode usar o recurso de
restauragao para restaurar o Unified Manager para o estado estavel anterior, com perda
minima. Vocé pode restaurar o banco de dados do Unified Manager em uma maquina
virtual usando o console de manuten¢ao do Unified Manager.
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Antes de comegar

« Tem de ter as credenciais do utilizador de manutencéo.
» Os arquivos de backup do Unified Manager devem estar no sistema local.

* Os ficheiros de cépia de segurancga tém de ser . 7z do tipo.

Sobre esta tarefa

A compatibilidade de backup depende da plataforma e da vers&o. E possivel restaurar um backup de um
dispositivo virtual para outro dispositivo virtual ou de um dispositivo virtual para um sistema Red Hat
Enterprise Linux ou CentOS.

Ao executar uma operacao de restauragdo em um dispositivo virtual diferente do sistema do
qual o arquivo de backup original foi criado, o nome de usuario de manutengéo e a senha no
novo VApp devem ser 0s mesmos que as credenciais do vApp original.

Passos

1. No cliente vSphere, localize a maquina virtual do Unified Manager e selecione a guia Console.

2. Clique na janela do console e, em seguida, faga login no console de manuteng¢ao usando seu nome de
usuario e senha.

3. No Menu Principal, insira o numero da opgao Configuragéo do sistema.

4. No Menu de Configuragao do sistema, insira o nimero da opgédo Restaurar de uma copia de
seguranca OCUM.

5. Quando solicitado, insira 0 caminho absoluto do arquivo de backup.

Bundle to restore from: opt/netapp/data/ocum-
backup/UM 9.4.N151112.0947 backup unix 02-25-2018-11-41.7z

Apos a conclusao da operagao de restauragao, vocé pode fazer login no Unified Manager.

Depois de terminar

Depois de restaurar o backup, se o servidor OnCommand Workflow Automation ndo funcionar, execute as
seqguintes etapas:

1. No servidor do Workflow Automation, altere o enderecgo IP do servidor do Unified Manager para apontar
para a maquina mais recente.

2. No servidor do Unified Manager, redefina a senha do banco de dados se a aquisigao falhar na etapa 1.

Restaurar um backup de banco de dados em um sistema Linux

Se ocorrer perda de dados ou corrupg¢ao de dados, vocé podera restaurar o Unified
Manager para o estado estavel anterior com perda minima de dados. E possivel
restaurar o banco de dados do Unified Manager para um sistema Red Hat Enterprise
Linux ou CentOS local ou remoto.
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Antes de comegar

» Vocé precisa ter o Unified Manager instalado em um servidor.

» Vocé deve ter as credenciais de usuario raiz para o host Linux no qual o Unified Manager esta instalado.

» Vocé deve ter copiado o arquivo de backup do Unified Manager e o conteudo do diretorio do repositorio do
banco de dados para o sistema no qual vocé executara a operacao de restauracao.

E recomendavel que vocé copie o arquivo de backup para o diretério padrdo /data/ocum-backup . Os
arquivos do repositério de banco de dados devem ser copiados para /database-dumps-repo O
subdiretério sob 0 /ocum-backup diretério.

* Os ficheiros de copia de seguranca tém de ser . 7z do tipo.

Sobre esta tarefa

O recurso de restauragéo é especifico da plataforma e especifico da versao. Vocé pode restaurar um backup
do Unified Manager somente na mesma versao do Unified Manager. E possivel restaurar um arquivo de
backup do Linux ou um arquivo de backup de dispositivo virtual para um sistema Red Hat Enterprise Linux ou
CentOS.

Se 0 nome da pasta de backup contiver um espaco, vocé deve incluir o caminho absoluto ou
caminho relativo em aspas duplas.

Passos

1. Se vocé estiver executando uma restauragdo em um novo servidor, apés a instalagao do Unified Manager,
nao inicie a IlU nem configure clusters, usuarios ou configuragdes de autenticagdo quando a instalagao for
concluida. O arquivo de backup preenche essas informacdes durante o processo de restauragao.

2. Faga login como usuario raiz no host no qual o Unified Manager esta instalado.

3. Se o Unified Manager estiver instalado na configuragdo VCS, pare os servigos de ocie e ocieau do Unified
Manager usando o Veritas Operations Manager.

4. No prompt de comando, restaure o backup: um backup restore -f
<backup file path>/<backup file name>

um backup restore -f /data/ocum-backup/UM 9.4.N151113.1348 backup_rhel 02-20-
2018-04-45.7z
Depois de terminar

Apos a conclusao da operagao de restauragao, vocé pode fazer login no Unified Manager.

Restaurar um backup de banco de dados no Windows

Em caso de perda de dados ou corrupgao de dados, vocé pode usar o recurso de
restauragao para restaurar o Unified Manager para o estado estavel anterior, com perda
minima. Vocé pode restaurar o banco de dados do Unified Manager para um sistema
Windows local ou um sistema Windows remoto usando o comando Restore.
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Antes de comegar

» Vocé precisa ter o Unified Manager instalado em um servidor.
* Vocé deve ter o Privileges administrador do Windows.

» Vocé deve ter copiado o arquivo de backup do Unified Manager e o conteudo do diretorio do repositorio do
banco de dados para o sistema no qual vocé executara a operacao de restauracao.

E recomendavel que vocé copie o arquivo de backup para o diretério padréo
\ProgramData\NetApp\OnCommandAppData\ocum\backup . Os arquivos do repositério de banco de
dados devem ser copiados para \database dumps repo 0 subdiretdrio sob o \backup diretorio.

* Os ficheiros de cépia de seguranga tém de ser . 7z do tipo.

Sobre esta tarefa

O recurso de restauragéo € especifico da plataforma e especifico da versédo. Vocé pode restaurar um backup
do Unified Manager somente na mesma versao do Unified Manager e um backup do Windows pode ser
restaurado somente em uma plataforma Windows.

Se 0s nomes das pastas contiverem um espaco, vocé devera incluir o caminho absoluto ou o
caminho relativo do arquivo de backup entre aspas duplas.

Passos

1. Se vocé estiver executando uma restauragdo em um novo servidor, apos a instalagao do Unified Manager,
nao inicie a IlU nem configure clusters, usuarios ou configuragdes de autenticagdo quando a instalagao for
concluida. O arquivo de backup preenche essas informacdes durante o processo de restauracao.

2. Faga login no console do Unified Manager como administrador: um cli login -u maint username

3. No prompt de comando, restaure o backup: um backup restore -f
<backup file path>/<backup file name>

um backup restore -f
\ProgramData\NetApp\OnCommandAppDatal\ocum\backup\UM 9.4.N151118.2300 backup wi
ndows 02-20-2018-02-51.7z

Depois de terminar

Apos a conclusao da operagao de restauracao, vocé pode fazer login no Unified Manager.

Migracao de um dispositivo virtual do Unified Manager para um sistema Linux

E possivel restaurar um backup de banco de dados do Unified Manager de um
dispositivo virtual para um sistema Red Hat Enterprise Linux ou CentOS Linux se quiser
alterar o sistema operacional de host no qual o Unified Manager esta sendo executado.

Antes de comegar

* No dispositivo virtual:

> Vocé deve ter a fungdo Operador, Administrador OnCommand ou Administrador de armazenamento
para criar o backup.

67



> Vocé deve saber o nome do usuario de manutenc¢ao do Unified Manager para a operagéo de
restauracao.

¢ No sistema Linux:

> Vocé deve ter instalado o Unified Manager em um servidor RHEL ou CentOS seguindo as instrugdes
do Guia de Instalagao.

> Aversao do Unified Manager neste servidor deve ser a mesma do dispositivo virtual a partir do qual
vocé esta usando o arquivo de backup.

> Nao inicie a IU nem configure clusters, usuarios ou configuragdes de autenticagdo no sistema Linux
apos a instalagao. O arquivo de backup preenche essas informagdes durante o processo de
restauracio.

> Vocé deve ter as credenciais de usuario raiz para o host Linux.

Sobre esta tarefa

Estas etapas descrevem como criar um arquivo de backup no dispositivo virtual, copiar os arquivos de backup
para o sistema Red Hat Enterprise Linux ou CentOS e restaurar o backup do banco de dados para o novo
sistema.

Passos

1.
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No appliance virtual, na barra de ferramentas, clique em * E} e, em seguida, clique em Gerenciamento >
Backup de banco de dados.

. Na pagina Backup de gerenciamento/banco de dados, clique em a¢ées > Configuragées de backup

de banco de dados.

. Altere o caminho do backup para /jail/support.

. Na sec¢ao frequéncia de programagao, marque a caixa de selegao Ativar, selecione Diario e insira um

tempo depois da hora atual para que o backup seja criado em breve.

. Clique em Salvar e fechar.

. Aguarde algumas horas para que o backup seja gerado.

Um backup completo pode ter mais de 1 GB e pode levar de trés a quatro horas para ser concluido.

. Facga login como usuario raiz no host Linux no qual o Unified Manager esta instalado e copie os arquivos

de backup /support no dispositivo virtual usando SCP.root@<rhel server>:/# scp -r
admin@<vapp server ip address>:/support/*

root@ocum rhel-21:/# scp -r admin@l10.10.10.10:/support/*

Certifique-se de que copiou o . 7z arquivo de backup e todos os . 7z arquivos do repositorio /database-
dumps-repo no subdiretorio.

. No prompt de comando, restaure o backup: um backup restore -f

/<backup file path>/<backup file name>

um backup restore -f /UM 9.4.N151113.1348 backup unix 02-12-2018-04-16.7z

. Apos a conclusao da operagéo de restauragao, faga login na IU da Web do Unified Manager.



Depois de terminar

Vocé deve executar as seguintes tarefas:

» Gere um novo certificado de seguranga HTTPS e reinicie o servidor do Unified Manager.

* Altere o caminho de backup para a configuracao padréo do sistema (/data/ocum-backup ' Linux )
ou para um novo caminho de sua escolha, porque ndo "/jail/support hacaminho no
sistema Linux.

» Reconfigure ambos os lados da conexao do Workflow Automation, se O WFA estiver sendo usado.
» Reconfigure as configuragdes de autenticacdo SAML, se vocé estiver usando SAML.

Depois de verificar se tudo esta sendo executado como esperado no sistema Linux, vocé pode desligar e
remover o dispositivo virtual do Unified Manager.

O que é uma janela de manutencao do Unified Manager

Vocé define uma janela de manutencao do Unified Manager para suprimir eventos e
alertas para um periodo de tempo especifico quando vocé agendar a manutengao do
cluster e ndo deseja receber uma série de notificacdes indesejadas.

Quando a janela de manutenc¢éo € iniciada, um evento "janela de Manutencéo de objetos iniciada" é postado

na pagina de inventario de Eventos. Este evento fica obsoleto automaticamente quando a janela de
manutencao termina.

Durante uma janela de manutencédo, os eventos relacionados a todos os objetos nesse cluster ainda séo
gerados, mas eles ndo aparecem em nenhuma das paginas da |U, e nenhum alerta ou outro tipo de
notificagdo sdo enviados para esses eventos. No entanto, vocé pode exibir os eventos que foram gerados

para todos os objetos de armazenamento durante uma janela de manutengao selecionando uma das opgdes

Exibir na pagina de inventario Eventos.

Vocé pode agendar uma janela de manutengao para ser iniciada no futuro, alterar as horas de inicio e término

de uma janela de manutencédo agendada e cancelar uma janela de manutencé&o agendada.

Agendar uma janela de manutengéao para desativar as notificagées de eventos do cluster

Se vocé tiver um tempo de inatividade planejado para um cluster, por exemplo, para
atualizar o cluster ou mover um dos nés, podera suprimir os eventos e alertas que
normalmente seriam gerados durante esse periodo agendando uma janela de
manutenc¢ao do Unified Manager.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Durante uma janela de manutencédo, os eventos relacionados a todos os objetos nesse cluster ainda sao
gerados, mas eles ndo aparecem na pagina de eventos e nenhum alerta ou outro tipo de notificagdo sao
enviados para esses eventos.

A hora que vocé inserir para a janela de manutengao é baseada na hora no servidor do Unified Manager.
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Passos

1. No painel de navegacao a esquerda, clique em Configuragao > fontes de dados do Cluster.

2. Na coluna Maintenance Mode do cluster, selecione o botdo deslizante e mova-o para a direita.
E apresentada a janela de calendario.
3. Selecione a data e a hora de inicio e fim da janela de manutengéo e clique em Apply.

A mensagem "agendado" aparece ao lado do botao deslizante.

Resultados

Quando a hora de inicio € atingida, o cluster entra no modo de manutengao e um evento "janela de
Manutengao de objetos iniciada" é gerado.

Alterar ou cancelar uma janela de manuten¢ao agendada

Se vocé tiver configurado uma janela de manutengao do Unified Manager para ocorrer
no futuro, podera alterar as horas de inicio e término ou cancelar a ocorréncia da janela
de manutengao.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

O cancelamento de uma janela de manutencao atualmente em execucao é util se vocé tiver concluido a
manutencao do cluster antes da hora de término da janela de manutengao programada e quiser comecar a
receber eventos e alertas do cluster novamente.

Passos

1. No painel de navegacao a esquerda, clique em Configuragao > fontes de dados do Cluster.

2. Na coluna Maintenance Mode para o cluster:

Se vocé quiser... Execute esta etapa...
Altere o periodo de tempo para uma janela de a. Clique no texto "agendado" ao lado do botéao
manuteng¢ao agendada deslizante.

b. Altere a data e hora de inicio e/ou fim e clique
em aplicar.

Estenda o comprimento de uma janela de a. Clique no texto "Ativo" ao lado do botao
manutencao ativa deslizante.

b. Altere a data e a hora de término e clique em
Apply.

Cancelar uma janela de manutencao agendada Selecione o botao deslizante e mova-o para a
esquerda.
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Se vocé quiser... Execute esta etapa...

Cancelar uma janela de manutencao ativa Selecione o botao deslizante e mova-o para a
esquerda.

Visualizagao de eventos que ocorreram durante uma janela de manutencgao

Se necessario, vocé pode exibir os eventos que foram gerados para todos os objetos de
armazenamento durante uma janela de manutencao do Unified Manager. A maioria dos
eventos aparecera no estado Obsoleto assim que a janela de manutengéao estiver
concluida e todos os recursos do sistema estiverem em backup e em execugao.

Antes de comegar

Pelo menos uma janela de manutencéo deve ter sido concluida antes de quaisquer eventos estarem
disponiveis.

Sobre esta tarefa

Os eventos que ocorreram durante uma janela de manutengdo ndo aparecem na pagina de inventario de
eventos por padrao.

Passos
1. No painel de navegacéao esquerdo, clique em Eventos.
Por padrao, todos os eventos ativos (novos e confirmados) sao exibidos na pagina de inventario Eventos.
2. No painel Exibir, selecione a op¢ao todos os eventos gerados durante a manutengao.

A lista de eventos trigados durante os ultimos 7 dias de todas as sessdes de janela de manutencéo e de
todos os clusters é exibida.

3. Se houver varias janelas de manutengéo para um unico cluster, vocé pode clicar no icone de calendario
hora ativada e selecionar o periodo de tempo para os eventos da janela de manutengao que vocé esta
interessado em visualizar.

Gerenciando configuragdes de autenticagao SAML

Depois de configurar as configuragdes de autenticagdo remota, é possivel ativar a
autenticacdo SAML (Security Assertion Markup Language) para que os usuarios remotos
sejam autenticados por um provedor de identidade seguro (IDP) antes que eles possam
acessar a IU da Web do Unified Manager.

Observe que somente usuarios remotos terdo acesso a interface grafica do usuario do Unified Manager

depois que a autenticacdo SAML for ativada. Os utilizadores locais e os utilizadores de manutencao nao
poderao aceder a IU. Essa configuragao nao afeta os usuarios que acessam o console de manutengao.

Requisitos do provedor de identidade

Ao configurar o Unified Manager para usar um provedor de identidade (IDP) para
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executar a autenticacdo SAML para todos os usuarios remotos, vocé precisa estar ciente
de algumas configuragdes necessarias para que a conexdo com o Unified Manager seja
bem-sucedida.

E necessario inserir o URI e os metadados do Unified Manager no servidor IDP. Vocé pode copiar essas
informacdes da pagina Autenticagdo do Unified ManagerSAML. O Unified Manager é considerado o provedor
de servigos (SP) no padrao SAML (Security Assertion Markup Language).

Padrées de criptografia suportados
* AES (Advanced Encryption Standard): AES-128 e AES-256
* Algoritmo Hash seguro (SHA): SHA-1 e SHA-256

Provedores de identidade validados

» Shibboleth

» Servigos de Federagao do ative Directory (ADFS)
Requisitos de configuragao ADFS

» Vocé deve definir trés regras de reivindicagao na ordem a seguir, necessarias para que o Unified Manager
analise respostas ADFS SAML para essa entrada confiavel de parte confiavel.

Regra de reclamagao Valor

Nome da conta SAM ID do nome

Nome da conta SAM urna:oid:0.9.2342.19200300.100.1.1
Grupos de token — Nome nao qualificado urna:oid:1.3.6.1.4.1.5923.1.5.1.1

* Vocé deve definir o método de autenticacdo como ""Autenticacado de formularios""" ou os usuarios podem
receber um erro ao fazer logout do Unified Manager ao usar o Internet Explorer. Siga estes passos:

a. Abra o Console de Gerenciamento ADFS.

b. Clique na pasta Authentication Policies (politicas de autenticagao) no modo de exibicdo de arvore a
esquerda.

c. Em acgbes a direita, clique em Editar politica de autenticagédo primaria global.

d. Defina o método de autenticacdo da Intranet como ""Autenticacao de formularios"" em vez da
"Autenticacao do Windows" padrao.

* Em alguns casos, o login pelo IDP é rejeitado quando o certificado de seguranga do Unified Manager &
assinado pela CA. Existem duas solugbes alternativas para resolver este problema:

o Siga as instrug¢des identificadas no link para desativar a verificagdo de revogagéo no servidor ADFS
para a entidade dependente associada a cert AC encadeada:

http://www.torivar.com/2016/03/22/adfs-3-0-disable-revocation-check-windows-2012-r2/

> Peca que o servidor da CA resida no servidor ADFS para assinar a solicitagao de cert do servidor do
Unified Manager.
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Outros requisitos de configuragao

» O desvio do reldgio do Unified Manager € definido para 5 minutos, portanto, a diferenga de tempo entre o
servidor IDP e o servidor do Unified Manager ndo pode ser superior a 5 minutos ou a autenticagao falhara.

* Quando os usuarios tentam acessar o Unified Manager usando o Internet Explorer, eles podem ver a
mensagem o site ndo pode exibir a pagina. Se isso ocorrer, certifique-se de que esses usuarios
desmarque a opcao "Mostrar mensagens de erro HTTP amigaveis" em Ferramentas > Opgoes da
Internet > Avancgado.

Habilitando a autenticacido SAML

Vocé pode ativar a autenticagdo SAML (Security Assertion Markup Language) para que
0s usuarios remotos sejam autenticados por um provedor de identidade seguro (IDP)
antes que eles possam acessar a |lU da Web do Unified Manager.

Antes de comegar

» Vocé deve ter configurado a autenticagdo remota e verificado se ela foi bem-sucedida.

» Vocé deve ter criado pelo menos um Usuario remoto ou um Grupo remoto com a fungdo Administrador do
OnCommand.

* O provedor de identidade (IDP) deve ser suportado pelo Unified Manager e deve ser configurado.
* Vocé deve ter o URL e os metadados do IDP.

* Vocé deve ter acesso ao servidor IDP.

Sobre esta tarefa

Depois de ativar a autenticagdo SAML do Unified Manager, os usuarios nao poderéo acessar a interface
grafica do usuario até que o IDP tenha sido configurado com as informagdes do host do servidor Unified
Manager. Portanto, vocé deve estar preparado para concluir ambas as partes da conexao antes de iniciar o
processo de configuragédo. O IDP pode ser configurado antes ou depois da configuragdo do Unified Manager.

Somente usuarios remotos terdo acesso a interface grafica do usuario do Unified Manager apoés a
autenticagdo SAML ser ativada. Os utilizadores locais e os utilizadores de manutengéo nao poderéao aceder a
IU. Essa configuragédo néo afeta os usuarios que acessam o console de manutengao, os comandos do Unified
Manager ou ZAPIs.

@ O Unified Manager é reiniciado automaticamente apos concluir a configuracao SAML nesta
pagina.
Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Autenticagao no menu Configuragdo a
esquerda.

2. Na pagina Configuragao/Autenticagao, selecione a guia Autenticagcdo SAML.

3. Marque a caixa de selecdo Enable SAML Authentication (Ativar autenticagdo SAML).
Sao apresentados os campos necessarios para configurar a ligagéo IDP.

4. Insira o URI de IDP e os metadados de IDP necessarios para conetar o servidor do Unified Manager ao
servidor de IDP.
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Se o servidor IDP estiver acessivel diretamente a partir do servidor do Unified Manager, vocé podera clicar
no botdo obter metadados IDP depois de inserir o URI IDP para preencher o campo metadados IDP
automaticamente.

5. Copie o URI de metadados do host do Unified Manager ou salve os metadados do host em um arquivo de
texto XML.

Neste momento, vocé pode configurar o servidor IDP com essas informagoes.
6. Clique em Salvar.

Uma caixa de mensagem € exibida para confirmar que vocé deseja concluir a configuragao e reiniciar o
Unified Manager.

7. Cligue em Confirm and Logout (confirmar e terminar sessao) e o Unified Manager é reiniciado.

Resultados

Da proxima vez que os usuarios remotos autorizados tentarem acessar a interface grafica do Unified Manager,
eles inserirdo suas credenciais na pagina de login do IDP em vez da pagina de login do Unified Manager.

Depois de terminar

Se ainda ndo estiver concluido, acesse seu IDP e insira o URI e os metadados do servidor do Unified
Manager para concluir a configuragao.

Ao usar o ADFS como provedor de identidade, a GUI do Unified Manager ndo honra o tempo
limite do ADFS e continuara funcionando até que o tempo limite da sessao do Unified Manager

@ seja atingido. Quando o Unified Manager € implantado no Windows, Red Hat ou CentOS, é
possivel alterar o tempo limite da sessao da GUI usando o seguinte comando da CLI do Unified
Manager: um option set absolute.session.timeout=00:15:00Este comando define
o tempo limite da sessédo da GUI do Unified Manager para 15 minutos.

Alterar o provedor de identidade usado para autenticagao SAML

Vocé pode alterar o provedor de identidade (IDP) que o Unified Manager usa para
autenticar usuarios remotos.

Antes de comegar
* Vocé deve ter o URL e os metadados do IDP.
* Vocé deve ter acesso ao IDP.

Sobre esta tarefa

O novo IDP pode ser configurado antes ou depois da configuragdo do Unified Manager.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Autenticagdo no menu Configuragao a
esquerda.

2. Na pagina Configuracao/Autenticacao, selecione a guia Autenticagao SAML.

3. Insira o novo URI de IDP e os metadados de IDP necessarios para conetar o servidor do Unified Manager

74



ao IDP.

Se o IDP estiver acessivel diretamente a partir do servidor do Unified Manager, vocé podera clicar no
botao obter metadados IDP depois de inserir o URL IDP para preencher o campo metadados IDP
automaticamente.

4. Copie o URI de metadados do Unified Manager ou salve os metadados em um arquivo de texto XML.

5. Clique em Save Configuration (Guardar configuragao).
E apresentada uma caixa de mensagem para confirmar que pretende alterar a configurag&o.

6. Clique em OK.

Depois de terminar

Acesse o novo IDP e insira o URI e os metadados do servidor do Unified Manager para concluir a
configuragéao.

Da proxima vez que os usuarios remotos autorizados tentarem acessar a interface grafica do Unified Manager,
eles inserirdo suas credenciais na nova pagina de login do IDP em vez da antiga pagina de login do IDP.

Atualizando as configurag6es de autenticagcao SAML apés a alteragcao do certificado de seguranga do
Unified Manager

Qualquer alteragéo ao certificado de seguranga HTTPS instalado no servidor do Unified
Manager requer que vocé atualize as configuragbes de autenticagcdo SAML. O certificado
€ atualizado se vocé renomear o sistema host, atribuir um novo endereco IP para o
sistema host ou alterar manualmente o certificado de seguranga do sistema.

Sobre esta tarefa

Depois que o certificado de segurancga for alterado e o servidor do Unified Manager for reiniciado, a
autenticacdo SAML néao funcionara e os usuarios nao poderao acessar a interface grafica do Unified Manager.
Vocé deve atualizar as configuragdes de autenticagdo SAML no servidor IDP e no servidor Unified Manager
para reativar o acesso a interface do usuario.

Passos
1. Inicie sessao na consola de manutencao.
2. No Menu Principal, insira o numero da opc¢ao Desativar autenticagao SAML.

Uma mensagem é exibida para confirmar que vocé deseja desativar a autenticagcdo SAML e reiniciar o
Unified Manager.

3. Inicie a interface de usuario do Unified Manager usando o FQDN ou o enderego IP atualizado, aceite o
certificado de servidor atualizado no navegador e faga login usando as credenciais de usuario de
manutencao.

4. Na pagina Configuragao/Autenticacao, selecione a guia Autenticagao SAML e configure a conexao
IDP.

5. Copie o URI de metadados do host do Unified Manager ou salve os metadados do host em um arquivo de
texto XML.

6. Clique em Salvar.
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Uma caixa de mensagem € exibida para confirmar que vocé deseja concluir a configuragao e reiniciar o
Unified Manager.

7. Cligue em Confirm and Logout (confirmar e terminar sessao) e o Unified Manager é reiniciado.

8. Acesse seu servidor IDP e insira o URI e os metadados do servidor Unified Manager para concluir a
configuragéao.

Provedor de identidade Etapas de configuragao

ADFS a. Exclua a entrada confiavel de parte confiavel
existente na GUI de gerenciamento ADFS.

b. Adicione uma nova entrada confiavel de parte
confiavel usando 0 saml sp metadata.xml
do servidor Unified Manager atualizado.

c. Defina as trés regras de reivindicagao
necessarias para que o Unified Manager
analise respostas ADFS SAML para essa
entrada confiavel de parte confiavel.

d. Reinicie o servico ADFS Windows.

Shibboleth a. Atualize o novo FQDN do servidor do Unified
Manager para attribute-filter.xml 0S
arquivos e. relying-party.xml

b. Reinicie o servidor web Apache Tomcat e
aguarde até que a porta 8005 fique online.

9. Facga login no Unified Manager e verifique se a autenticagdo SAML funciona como esperado por meio do
IDP.

Desativando a autenticagao SAML

Vocé pode desativar a autenticagdo SAML quando quiser parar de autenticar usuarios
remotos por meio de um provedor de identidade seguro (IDP) antes que eles possam
fazer login na IlU da Web do Unified Manager. Quando a autenticacdo SAML esta
desativada, os provedores de servigos de diretdrio configurados, como o ative Directory
ou LDAP, executam a autenticac&o de logon.

Sobre esta tarefa

Depois de desativar a autenticagdo SAML, os utilizadores locais e os utilizadores de manutengao poderéo
aceder a interface grafica do utilizador, além dos utilizadores remotos configurados.

Vocé também pode desativar a autenticagdo SAML usando o console de manutencao do Unified Manager se
nao tiver acesso a interface grafica do usuario.

@ O Unified Manager é reiniciado automaticamente apos a autenticagdo SAML ser desativada.
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Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Autenticagao no menu Configuragao a
esquerda.

2. Na pagina Configuragao/Autenticagao, selecione a guia Autenticagao SAML.
3. Desmarque a caixa de selecdo Enable SAML Authentication (Ativar autenticagdo SAML*).

4. Clique em Salvar.

Uma caixa de mensagem é exibida para confirmar que vocé deseja concluir a configuragao e reiniciar o
Unified Manager.

5. Clique em Confirm and Logout (confirmar e terminar sessao) e o Unified Manager é reiniciado.

Resultados

Na proxima vez que os usuarios remotos tentarem acessar a interface grafica do Unified Manager, eles
inserirdo suas credenciais na pagina de login do Unified Manager em vez da pagina de login do IDP.

Depois de terminar

Acesse seu IDP e exclua o URI e os metadados do servidor do Unified Manager.

Desativar a autenticagao SAML a partir do console de manutengao

Talvez seja necessario desativar a autenticagdo SAML do console de manutengao
quando nao houver acesso a GUI do Unified Manager. Isso pode acontecer em casos de
ma configuragao ou se o IDP ndo estiver acessivel.

Antes de comegar

Vocé deve ter acesso ao console de manutengcao como usuario de manutencgao.

Sobre esta tarefa

Quando a autenticagcdo SAML esta desativada, os provedores de servigos de diretério configurados, como o
ative Directory ou LDAP, executam a autenticagao de logon. Usuarios locais e usuarios de manutengao
poderao acessar a interface grafica do usuario além de usuarios remotos configurados.

Vocé também pode desativar a autenticagdo SAML na pagina Configuragao/Autenticagao na IU.

@ O Unified Manager é reiniciado automaticamente apos a autenticagdo SAML ser desativada.

Passos

1. Inicie sessao na consola de manutencao.

2. No Menu Principal, insira o nimero da opcao Desativar autenticagcdo SAML.

Uma mensagem € exibida para confirmar que vocé deseja desativar a autenticagdo SAML e reiniciar o
Unified Manager.

3. Digite y e pressione Enter e o Unified Manager sera reiniciado.
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Resultados

Na préxima vez que os usuarios remotos tentarem acessar a interface grafica do Unified Manager, eles
inserirao suas credenciais na pagina de login do Unified Manager em vez da pagina de login do IDP.

Depois de terminar

Se necessario, acesse seu IDP e exclua o URL e os metadados do servidor do Unified Manager.

Gerenciando objetos de armazenamento usando a opg¢ao Favoritos

A opc¢ao Favoritos permite exibir e gerenciar objetos de armazenamento selecionados no
Unified Manager marcando-os como favoritos. Vocé pode visualizar rapidamente o status
de seus objetos de armazenamento favoritos e corrigir problemas antes que eles se
tornem criticos.

Tarefas que podem ser executadas a partir do painel Favoritos

* Veja a lista de objetos de armazenamento marcados como favoritos.
» Adicione objetos de armazenamento a lista Favoritos.

* Remover objetos de armazenamento da lista Favoritos.

Visualizar a lista Favoritos

Vocé pode exibir os detalhes de capacidade, desempenho e protegdo de objetos de armazenamento
selecionados na lista Favoritos. Os detalhes de um maximo de 20 objetos de armazenamento sédo exibidos na
lista Favoritos.

Adicionando objetos de armazenamento a lista Favoritos

Vocé pode adicionar objetos de storage a lista Favoritos e monitorar esses objetos quanto a integridade,
capacidade e desempenho. Vocé s6 pode marcar clusters, volumes e agregados como favoritos.

Remover objetos de armazenamento da lista Favoritos

Vocé pode remover objetos de armazenamento da lista Favoritos quando ndo precisar mais que eles sejam
marcados como favoritos.

Adicionar e remover objetos de armazenamento da lista Favoritos

Vocé pode adicionar objetos de storage a uma lista de Favoritos para monitorar a
integridade, a capacidade e a performance dos objetos. Vocé pode usar o status do
objeto na lista Favoritos para determinar problemas e corrigi-los antes que eles se
tornem criticos. A lista Favoritos também fornece o status de monitoramento mais
recente de um objeto de armazenamento. Vocé pode remover objetos de
armazenamento da lista Favoritos quando nao precisar mais que eles sejam marcados
como favoritos.

Sobre esta tarefa

E possivel adicionar até 20 clusters, nds, agregados ou volumes a lista Favoritos. Quando vocé adiciona um
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no a lista Favoritos, ele & exibido como um cluster.

Passos

1. V& para a pagina Detalhes do objeto de armazenamento que vocé deseja marcar como favorito.
2.
Clique no icone de estrela (| *') para adicionar o objeto de armazenamento a lista Favoritos.

Adicionando um agregado a lista Favoritos

1. No painel de navegacao a esquerda, clique em Saude > agregados.

2. Na pagina de inventario de integridade/agregados, clique no agregado que deseja adicionar a lista
Favoritos.

3.
Na pagina Health/Aggregate details (Detalhes de integridade/agregado), clique no icone de estrela (| x| ).

Depois de terminar

Para remover um objeto de armazenamento da lista Favoritos, va para a pagina da lista Favoritos, clique no
icone de estrela (| *') no cartdo de objeto que deseja remover e selecione a opcdo Remover dos Favoritos.
Cartao favorito de cluster

A placa favorita do cluster permite visualizar os detalhes de capacidade, configuragéo e
desempenho dos clusters individuais marcados como favoritos.

Atributos do cluster
A placa de favoritos do cluster exibe os seguintes atributos de clusters individuais:
» Estado de integridade do cluster
Um icone que indica a integridade do cluster. Os valores possiveis sdo normal, Aviso, erro e critico.
* Nome do cluster
Nome do cluster.
» Capacidade
Espaco livre total no cluster.
» Configuragao
Detalhes de configuragéo do cluster.
o Endereco IP

Endereco IP, ou nome do host, da interface légica de gerenciamento de cluster (LIF) que foi usada
para adicionar o cluster.

o NUmero de nés

Numero de nds no cluster.
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* Desempenho
Detalhes de desempenho do cluster.
- |OPS
Numero médio de operacgdes de e/S por segundo nas ultimas 72 horas.
o Taxa de transferéncia

Taxa de transferéncia média nas ultimas 72 horas, em Mbps .

Agregar cartao favorito

A placa favorita agregada permite visualizar os detalhes de capacidade e desempenho
dos agregados marcados como favoritos.

Agregar atributos
O cartao favorito agregado exibe os seguintes atributos agregados:
« Estado de saude agregado
Um icone que indica a integridade do agregado. Os valores possiveis sdo normal, Aviso, erro e critico.
* Nome agregado
Nome do agregado.
Posicione o cursor sobre o nome do agregado para exibir o nome do cluster ao qual o agregado pertence.
» Capacidade

Porcentagem de espaco livre disponivel no agregado, e o numero estimado de dias até o agregado ficar
cheio.

Observe que, para o FabricPool, essas informagdes refletem apenas a capacidade na categoria de
performance local. Clique no bloco capacidade para exibir informacdes detalhadas na pagina
integridade/detalhes do agregado.
* Desempenho
Detalhes de desempenho do agregado.
- |OPS
Numero médio de operagdes de e/S por segundo nas ultimas 72 horas.
o Taxa de transferéncia
Taxa de transferéncia média nas ultimas 72 horas, em Mbps .

o Laténcia

Tempo médio de resposta necessario para uma operagao, em milissegundos.
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Volume cartao favorito

O cartao Favorito de volume permite visualizar os detalhes de capacidade, protecao e
desempenho dos volumes marcados como favoritos.

Atributos de volume
O cartao Favorito de volume exibe os seguintes atributos de volume:
» Estado de satude do volume

Um icone que indica o estado de funcionamento do volume. Os valores possiveis sdo normal, Aviso, erro
e critico.

* Nome do volume

Nome do volume.
« Capacidade

Porcentagem de espaco livre disponivel no volume, e o numero estimado de dias até o volume ficar cheio.
* Protecgao

Funcao de protegao definida para o volume. Os valores possiveis sdo desprotegidos, nao aplicaveis,
protegidos e destino.

* Desempenho
Estatisticas de desempenho para o volume.
> |OPS
Numero médio de operagdes de e/S por segundo nas ultimas 72 horas.
o Taxa de transferéncia
Taxa de transferéncia média nas ultimas 72 horas, em Mbps.
o Laténcia

Tempo médio de resposta necessario para uma operagéo, em milissegundos.

Criagdo e importacao de relatérios para o Unified Manager

Embora o Unified Manager fornecga a funcionalidade de relatorios, talvez seja necessario
criar novos relatérios especificos ao seu ambiente. Vocé pode criar novos relatérios
usando o Eclipse Business Intelligence and Reporting Tools (BIRT) e, em seguida,
importa-los para o Unified Manager para visualizar e gerenciar.

Antes de comegar

Tem de ter a fungao de Administrador do OnCommand.
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Vocé deve ter baixado e instalado MySQL Connector/J. Vocé deve ter o local do arquivo mysql-connector-
java-5.1.32-bin.jar para criar a fonte de dados JBDC, que coneta o relatério ao Unified Manager.

Sobre esta tarefa

Para obter informagdes mais detalhadas sobre a criagéo de relatorios, consulte o site Eclipse BIRT.

Baixar e instalar MySQL Connector/J

Vocé deve baixar e instalar os drivers MySQL Connector/J em um local especifico. Vocé
pode usar esses drivers para criar uma fonte de dados que coneta o relatério ao Unified
Manager.

Sobre esta tarefa

Vocé deve usar MySQL Connector/J versao 5,1 ou posterior.

Passos

1. Faga o download dos drivers MySQL Connector/J em dev.mysql . com.

2. Instale o . jar arquivo e anote sua localizag&o para referéncia futura.

Por exemplo, instale o . jar arquivo em C:\Program Files\MySQL\MySQL Connector J\mysqgl-
connector-java-5.1.32-bin.jar.

Criando um usuario de banco de dados

Para oferecer suporte a uma conexao entre o Workflow Automation e o Unified Manager,
ou para acessar exibicoes de banco de dados, primeiro é necessario criar um usuario de
banco de dados com a fungao Esquema de integracdo ou Esquema de Relatério na 1U
da Web do Unified Manager.

Antes de comegar

Tem de ter a fungao de Administrador do OnCommand.

Sobre esta tarefa

Os usuarios de banco de dados fornecem integragao com o Workflow Automation e acesso a visualizagdes de
banco de dados especificas de relatérios. Os usuarios de banco de dados n&o tém acesso a IU da Web do
Unified Manager nem ao console de manutengao e ndo podem executar chamadas de API.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Gestao > utilizadores.

2. Na pagina Gerenciamento/usuarios, clique em Adicionar.

3. Na caixa de didlogo Adicionar usuario, selecione Usuario de banco de dados na lista suspensa tipo.
4. Digite um nome e uma senha para o usuario do banco de dados.
5

. Na lista suspensa Role, selecione a fungao apropriada.
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Se voceé é... Escolha esta fungao

Conetando o Unified Manager ao Workflow Esquema de integragao
Automation

Acessando relatérios e outras exibigbes de banco  Esquema Relatério
de dados

6. Clique em Add.

Baixar as ferramentas de Business Intelligence e relatérios do Eclipse (BIRT)

Para criar e importar relatérios para o Unified Manager, primeiro vocé deve baixar o
Eclipse Business Intelligence and Reporting Tools (BIRT).

Passos

1. Transfira o software BIRT em http://download.eclipse.org/birt/downloads/.

Depois de terminar

Depois de baixar o software BIRT, vocé deve extrair o arquivo .zip resultante.

Criando um projeto usando BIRT

Antes de criar um relatério para importacao para o Unified Manager, primeiro vocé deve
criar um projeto usando o BIRT.
Antes de comegar

Vocé deve ter baixado e extraido o arquivo .zip BIRT.

Passos

1. Na interface do Eclipse, selecione File > New > Project.

2. Expanda a pasta Business Intelligence and Reporting Tools, selecione Report Project e clique em
Next.

3. Digite o nome do projeto e clique em Finish.

Criando um novo relatério usando o BIRT

Vocé pode criar um novo relatério usando o plug-in Eclipse para Business Intelligence
and Reporting Tools (BIRT). Talvez vocé queira criar novos relatérios se os relatérios
existentes no Unified Manager ndo atenderem as necessidades do seu ambiente.

Antes de comegar

Vocé deve ter baixado e extraido BIRT.

Vocé deve ter criado um projeto usando BIRT.
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Passos

1. Na interface BIRT, selecione File > New > Report.

2. Na caixa de dialogo novo Relatoério e selecione a pasta do projeto, que deve ser a mesma que a pasta do
projeto criada anteriormente.

Se vocé selecionar uma pasta de projeto diferente, ndo podera usar as operagdes de relatdrio no Unified
Manager.

3. Digite o nome do arquivo do relatorio e cligue em Next.

4. Selecione o tipo de relatorio e clique em Finish.

Criando uma fonte de dados JDBC usando BIRT

Depois de criar o novo relatério usando o BIRT, vocé deve criar uma fonte de dados para
conetar o relatério ao Unified Manager.

Antes de comegar

Vocé deve ter criado um relatério usando BIRT.
Vocé deve ter baixado e instalado MySQL Connector/J.

Vocé deve ter criado um usuario de banco de dados com a fungdo Esquema de Relatorio.

Passos

1. No Eclipse, selecione Data Explorer > Data Sources > New Data Source.
2. Selecione criar a partir de um tipo de fonte de dados na lista a seguir.
3. Selecione fonte de dados JDBC e, em seguida, clique em seguinte.
4. Na caixa de dialogo New JDBC Data Source Profile, selecione com.mysql.jdbc.Driver(v5,1).
a. Se o driver MySQL n&o aparecer, clique em Gerenciar drivers.
b. Na caixa de dialogo Manage JDBC Drivers, clique em Add.
€. Navegue até o local onde o arquivo MySQL Connector/J . jar foi instalado e selecione o arquivo.

d. Cliqgue em OK.
Vocé deve ser capaz de visualizar e selecionar o driver MySQL.

5. Insira 0 nome do host totalmente qualificado ou o enderecgo IP da instancia do Unified Manager usando o
formato apropriado:

Tipo de endereco Formato

IPv4 jdbc:imysqgl://xx.xx.xx.xx:3306/ocum rep
ort

IPv6 jdbc:mysqgl://address= (protocol=tcp) (ho

ST=EXXIXXIXXIXXIXX XX :1XX:1xXX) (port=3306)
/ocum_report
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6. Introduza o nome de utilizador do utilizador da base de dados, introduza a palavra-passe e, em seguida,
clique em Finish.

Criando um novo conjunto de dados MySQL usando BIRT

Depois de criar a fonte de dados, vocé deve criar um conjunto de dados MySQL para
criar os resultados de saida para o seu relatério. Vocé também pode editar os tipos de
saida depois de criar o conjunto de dados.

Antes de comegar

Vocé deve ter criado uma fonte de dados JDBC usando BIRT.
Vocé deve ter baixado e instalado MySQL Connector/J.

Vocé deve ter criado um usuario de banco de dados com a fungédo Report Schema no Unified Manager.

Passos
1. Em Eclipse, selecione uma area de trabalho.

2. Selecione Data Explorer > conjuntos de dados > novo conjunto de dados.

3. Na caixa de dialogo novo conjunto de dados, selecione a fonte de dados criada anteriormente, o tipo de
conjunto de dados e o nome do conjunto de dados e clique em seguinte.

4. Defina um texto de consulta SQL usando os itens disponiveis ou insira manualmente a consulta e clique
em Finish.

5. Clique em Visualizar resultados para confirmar a consulta SQL e, em seguida, clique em OK.

6. Na caixa de dialogo Edit Data Set (Editar conjunto de dados), defina as colunas de saida conforme
necessario e clique em OK.

7. Arraste itens para o relatério recém-criado.

Depois de terminar

Agora vocé deve importar o relatério recém-criado para o Unified Manager.

Importar relatérios

Se voceé tiver criado um relatério fora do Unified Manager, podera importar e salvar o
arquivo de relatério a ser usado com o Unified Manager.

Antes de comegar
Tem de ter a fungao de Administrador do OnCommand.
Vocé deve garantir que o relatério que pretende importar seja compativel com o Unified Manager.

Passos

1. No painel de navegacao esquerdo, clique em relatérios e, em seguida, clique em Importar relatorio.

2. Na caixa de dialogo Importar Relatério, clique em Procurar e selecione o arquivo que deseja importar e,
em seguida, insira um nome e uma breve descri¢ao do relatorio.
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3. Clique em Importar.

Se nao conseguir importar o relatério, pode verificar o ficheiro de registo para encontrar o erro que esta a
causar o problema.

Usando APIs REST do Unified Manager

Vocé pode usar as APIS REST para ajudar a gerenciar clusters visualizando as
informagdes de integridade, capacidade e desempenho capturadas pelo Unified
Manager.

Acessando APIs REST usando a pagina da Web da APl Swagger

As APIs REST sao expostas por meio da pagina da Web do Swagger. Vocé pode
acessar a pagina da Web do Swagger para exibir a documentacédo da APl REST do
Unified Manager, bem como emitir manualmente uma chamada de API.

Antes de comegar

» Vocé deve ter uma das seguintes fungdes: Operador, administrador de armazenamento ou administrador
de OnCommand.

* Vocé deve saber o endereco IP ou 0 nome de dominio totalmente qualificado do servidor do Unified
Manager no qual deseja executar as APIS REST.

Sobre esta tarefa

Um exemplo € fornecido para cada APl REST na pagina da Web do Swagger para ajudar a explicar os objetos
e atributos que vocé pode usar para retornar as informacdes que vocé esta interessado em revisar.

Passos

1. Acesse as APIs REST do Unified Manager.

Opcgao Descrigao

Na IU da Web do Unified Manager: Na barra de menus, clique no botéo Ajuda e
selecione Documentagao da API.

A partir da janela do navegador: Usando o enderego IP do servidor do Unified
Manager ou FQDN, insira o URL para acessar a
pagina REST API no formato
https://<Unified Manager IP address or
~name>/apidocs/. Por exemplo,
https://10.10.10.10/apidocs/

Uma lista de tipos de recursos de API, ou categorias, é exibida.

2. Cligue em um tipo de recurso de API para exibir as APIs nesse tipo de recurso.
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Lista de APIs REST disponiveis

Vocé deve estar ciente das APIs REST disponiveis no Unified Manager para Planejar
como usar as APIs. As chamadas de API sdo organizadas sob os varios tipos ou
categorias de recursos.

Vocé deve consultar a pagina da Web do Swagger para obter uma lista completa das chamadas de API
disponiveis, bem como os detalhes de cada chamada.

As chamadas de API de gerenciamento sdo organizadas de acordo com as seguintes categorias:

» Agregados

* Clusters

* Eventos

* LIFs

* LUNs

* Namespaces

* Nos

* Portas

* SVMs

* Volumes
Quando vocé seleciona uma das categorias, uma lista aparece que mostra a subcategoria API juntamente
com uma sub-categoria versionada, por exemplo:

 /agregados

* /v1/agregados

A versao mais recente das APIs REST é listada sem um numero de versdo no URL. Vocé sempre deve usar a
versao mais recente da API para integrar ao Unified Manager.

Configuragao e monitoramento de um SVM com Infinite volume sem classes de
storage

Vocé deve usar o OnCommand Workflow Automation (WFA) e o Unified Manager para
configurar e monitorar maquinas virtuais de storage (SVMs) com Infinite volume. Vocé
deve criar o SVM com Infinite volume usando O WFA e monitorar o Infinite volume
usando o Unified Manager. Opcionalmente, vocé pode configurar a protecdo de dados
para seu Infinite volume.

Antes de comecar

Os seguintes requisitos devem ser atendidos:

* O WFA deve ser instalado e as fontes de dados devem ser configuradas.
* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

» Vocé deve ter criado o numero necessario de agregados personalizando o fluxo de trabalho predefinido
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apropriado no WFA.

* Vocé deve ter configurado o servidor do Unified Manager como uma fonte de dados no WFA e, em
seguida, vocé deve ter verificado se os dados estdo armazenados em cache com éxito.

Sobre esta tarefa

* Vocé pode monitorar somente SVMs de dados usando o Unified Manager.

» Durante a execucéao desta tarefa, € necessario alternar entre dois aplicativos: O OnCommand Workflow
Automation (WFA) e o Gerenciador Unificado do OnCommand.

+ Atarefa fornece etapas de alto nivel.

Para obter detalhes sobre como executar as tarefas DO WFA, consulte a documentagdo OnCommand
Workflow Automation.

Passos

1. Workflow
Automation Crie uma SVM com Infinite volume e, em seguida, crie o Infinite volume usando o fluxo
de trabalho apropriado.

Vocé pode habilitar tecnologias de eficiéncia de storage, como deduplicagdo e compactagao, enquanto
cria o Infinite volume.

2.
obalilio: Adicione o cluster que contém o SVM com Infinite volume ao banco de dados do Unified
Manager.
Vocé pode adicionar o cluster fornecendo o endereco IP ou o FQDN do cluster.
3 Unified Manager
it ' Com base nos requisitos da sua organizagéo, modifique os limites do Infinite volume na
SVM.
Deve utilizar as predefinicdes do limiar de Infinite volume.
4, T
bbliaio: Configure alertas de notificagéo e traps para resolver quaisquer problemas de
disponibilidade e capacidade relacionados ao Infinite volume.
S. Workflow
Automation Crie um SVM para recuperacao de desastres (DR) com Infinite volume e configure a

protecédo de dados (DP) seguindo estas etapas:
a. Crie um volume infinito de protegao de dados (DP) usando o fluxo de trabalho apropriado.

b. Configure uma relagéo de espelho DP entre a origem e o destino usando o fluxo de trabalho
apropriado.

Editar as definic6es de limite de volume infinito

Quando vocé precisar resolver quaisquer problemas no espago de armazenamento do
Infinite volume, vocé pode editar as configuragdes de limite da capacidade do Infinite
volume com base nos requisitos da sua organizagdo. Quando um limite € cruzado, os
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eventos sao gerados e vocé recebe notificagdes se tiver configurado alertas para tais
eventos.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. No painel de navegacéao esquerdo, clique em Health > SVMs.

2. Na pagina de inventario maquinas virtuais de integridade/storage, selecione um SVM com Infinite
volume.

3. Na pagina de detalhes Health/Storage Virtual Machine, clique em Actions > Edit thresholds (a¢des* >
Editar limites™).

4. Na caixa de dialogo Edit SVM with Infinite volume Thresholds (Editar SVM com Infinite volume
Thresholds*), modifique os limites conforme necessario.

5. Clique em Salvar e fechar.

Gerenciando seu Infinite volume com classes de armazenamento e politicas de
dados

Vocé pode gerenciar efetivamente seu Infinite volume criando o Infinite volume com o
numero necessario de classes de armazenamento, configurando limites para cada
classe de armazenamento, criando regras e uma politica de dados para determinar o
posicionamento dos dados gravados no Infinite volume, configurando protecdo de dados
e, opcionalmente, configurando alertas de notificacéo.

Antes de comecgar

* O OnCommand Workflow Automation (WFA) deve ser instalado.
* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.

* Vocé deve ter criado o numero necessario de agregados personalizando o fluxo de trabalho predefinido
apropriado no WFA.

» Vocé deve ter criado o niUmero necessario de classes de armazenamento personalizando o fluxo de
trabalho predefinido apropriado no WFA.

* Vocé deve ter configurado o servidor do Unified Manager como uma fonte de dados no WFA e, em
seguida, vocé deve ter verificado se os dados estdo armazenados em cache com éxito.

Sobre esta tarefa

Durante a execugao desta tarefa, € necessario alternar entre dois aplicativos: O OnCommand Workflow
Automation (WFA) e o Gerenciador Unificado do OnCommand.

A tarefa fornece etapas de alto nivel. Para obter detalhes sobre como executar as tarefas DO WFA, consulte a
documentagdo OnCommand Workflow Automation.
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Passos
1. [ Workiiow
Automation Personalize o fluxo de trabalho predefinido para definir as classes de armazenamento
necessarias.
2. Workflow
Automation Crie um SVM com Infinite volume com o numero necessario de classes de storage
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usando o fluxo de trabalho apropriado.

Adicione o cluster que contém o SVM com Infinite volume ao banco de dados do Unified

Manager.

Vocé pode adicionar o cluster fornecendo o enderec¢o IP ou o FQDN do cluster.

Com base nos requisitos da sua organizagéo, modifique os limites para cada classe de

armazenamento.

Vocé deve usar as configuragdes padrao de limite da classe de armazenamento para monitorar
efetivamente o espacgo da classe de armazenamento.

Configure alertas de notificagéo e traps para resolver quaisquer problemas de

disponibilidade e capacidade relacionados ao Infinite volume.

Configure regras na politica de dados e, em seguida, ative todas as alteracdes feitas na

politica de dados

As regras de uma politica de dados determinam o posicionamento do contetido gravado no Infinite

volume.



@ As regras de uma politica de dados afetam apenas novos dados gravados no Infinite
volume e ndo afetam os dados existentes no Infinite volume.

7. Workilow
Automation Crie um SVM para recuperagao de desastres (DR) com Infinite volume e configure uma
protecédo de dados (DP) seguindo estas etapas:

a. Crie um volume infinito de prote¢ao de dados (DP) usando o fluxo de trabalho apropriado.

b. Configure uma relagéo de espelho DP entre a origem e o destino usando o fluxo de trabalho
apropriado.

Editar as definicoes de limite das classes de armazenamento

Quando vocé precisa resolver quaisquer problemas relacionados ao espaco de
armazenamento em suas classes de armazenamento, vocé pode editar as configuragdes
de limite da capacidade da classe de armazenamento com base nos requisitos da sua
organizac¢ao. Quando o limite é cruzado, os eventos s&o gerados e vocé recebe
notificagdes se tiver configurado alertas para tais eventos.

Antes de comegar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Passos

1. No painel de navegacéo esquerdo, clique em Health > SVMs.

2. Na pagina de inventario maquinas virtuais de integridade/storage, selecione um SVM com Infinite
volume.

3. Na pagina de detalhes Health/Storage Virtual Machine, clique em Actions > Edit thresholds (a¢des* >
Editar limites™®).

4. Na caixa de dialogo Editar limites de classe de armazenamento, modifique os limites conforme
necessario.

5. Clique em Salvar e fechar.

Adicionar alertas

Vocé pode configurar alertas para notifica-lo quando um evento especifico é gerado.
Vocé pode configurar alertas para um Unico recurso, para um grupo de recursos ou para
eventos de um tipo de gravidade especifico. Vocé pode especificar a frequéncia com que
deseja ser notificado e associar um script ao alerta.

Antes de comegar

» Vocé deve ter configurado configuragbes de notificagdo, como enderego de e-mail do usuario, servidor
SMTP e host de intercetacdo SNMP, para permitir que o servidor do Unified Manager use essas
configuragbes para enviar notificagdes aos usuarios quando um evento é gerado.

* Vocé deve saber 0s recursos e eventos para os quais deseja acionar o alerta e os nomes de usuario ou
enderecgos de e-mail dos usuarios que deseja notificar.

» Para que um script seja executado com base no evento, vocé deve ter adicionado o script ao Unified
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Manager usando a pagina Gerenciamento/Scripts.

* Vocé deve ter a funcdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Vocé pode criar um alerta diretamente da pagina de detalhes do evento depois de receber um evento, além de
criar um alerta da pagina Configuragao/alertas, conforme descrito aqui.

Passos
1. No painel de navegacao esquerdo, clique em Configuration > Alerting.

Na pagina Configuragaol/alertas, clique em Adicionar.

Na caixa de didlogo Adicionar alerta, clique em Nome e insira um nome e uma descri¢do para o alerta.

> 0N

Clique em recursos e selecione os recursos a serem incluidos ou excluidos do alerta.

Vocé pode definir um filtro especificando uma cadeia de texto no campo Name contains para selecionar
um grupo de recursos. Com base na cadeia de texto especificada, a lista de recursos disponiveis exibe
apenas 0s recursos que correspondem a regra de filtro. A cadeia de texto especificada é sensivel a
maiusculas e minusculas.

Se um recurso estiver em conformidade com as regras incluir e excluir que vocé especificou, a regra
excluir tera precedéncia sobre a regra incluir e o alerta ndo sera gerado para eventos relacionados ao
recurso excluido.

5. Clique em Eventos e selecione os eventos com base no nome do evento ou no tipo de gravidade do
evento para os quais deseja acionar um alerta.

Para selecionar mais de um evento, pressione a tecla Ctrl enquanto vocé faz suas
selegdes.

6. Cligue em agdes e selecione os usuarios que vocé deseja notificar, escolha a frequéncia de notificagéo,
escolha se uma trap SNMP sera enviada ao recetor de trap e atribua um script a ser executado quando
um alerta for gerado.

Se vocé modificar o enderego de e-mail especificado para o usuario e reabrir o alerta para
edi¢cdo, o campo Nome sera exibido em branco porque o enderego de e-mail modificado

@ nao sera mais mapeado para o usuario selecionado anteriormente. Além disso, se vocé
modificou o enderego de e-mail do usuario selecionado na pagina Gerenciamento/usuarios,
o endereco de e-mail modificado n&do sera atualizado para o usuario selecionado.

Vocé também pode optar por notificar os usuarios através de traps SNMP.
7. Clique em Salvar.

Exemplo de adicdo de um alerta

Este exemplo mostra como criar um alerta que atenda aos seguintes requisitos:

« Nome do alerta: HealthTest

* Recursos: Inclui todos os volumes cujo nome contém "abc" e exclui todos os volumes cujo nome contém
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* Eventos: Inclui todos os eventos criticos de saude

» Agdes: Inclui "ample@domain.com”, um script "Teste", e o usuario deve ser notificado a cada 15 minutos
Execute as seguintes etapas na caixa de dialogo Adicionar alerta:

1. Clique em Nome e insira HealthTest no campo Nome do alerta.

2. Clique em recursos e, na guia incluir, selecione volumes na lista suspensa.

a. Digite abc o campo Name contains para exibir os volumes cujo nome contém "abc™.

b. Selecione * todos os volumes cujo nome contenha 'abc'>>* na area recursos disponiveis e mova-o
para a area recursos selecionados.

C. Clique em Excluir, digite xyz o campo Nome contém e clique em Adicionar.
3. Cliqgue em Eventos e selecione Critica no campo gravidade do evento.

4. Selecione todos os Eventos criticos na area Eventos correspondentes e mova-os para a area Eventos
selecionados.

5. Cliqgue em agdes e insira sample@domain.com no campo alertar esses usuarios.

6. Selecione lembrar a cada 15 minutos para notificar o usuario a cada 15 minutos.

Vocé pode configurar um alerta para enviar repetidamente notificagdes aos destinatarios por um tempo
especificado. Vocé deve determinar a hora a partir da qual a notificacdo de evento esta ativa para o alerta.

7. No menu Selecionar Script para execugao, selecione Test script .

8. Clique em Salvar.

Criando regras

Vocé pode adicionar novas regras a politica de dados para determinar o posicionamento
dos dados gravados no Infinite volume. Vocé pode criar regras usando modelos de regra
definidos no Unified Manager ou criando regras personalizadas.

Antes de comecar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

* O cluster que contém o SVM com Infinite volume com classes de storage deve ser adicionado ao banco
de dados do Unified Manager.

Criando regras usando modelos

Vocé pode adicionar novas regras usando modelos de regra definidos pelo Unified
Manager para determinar o posicionamento dos dados gravados no SVM com Infinite
volume. Vocé pode criar regras com base em tipos de arquivo, caminhos de diretério ou
proprietarios.

Antes de comegar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

* O cluster que contém o SVM com Infinite volume com classes de storage deve ser adicionado ao banco
de dados do Unified Manager.
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Sobre esta tarefa

A guia Politica de dados fica visivel apenas para uma SVM com Infinite volume.

Passos

1. No painel de navegacéo esquerdo, clique em Health > SVMs.
2. Na pagina de inventario maquinas virtuais de integridade/storage, selecione o SVM apropriado.

3. Clique na guia Politica de dados.
A lista de regras na politica de dados para o SVM selecionado com Infinite volume € exibida.

4. Clique em criar.

5. Na caixa de dialogo criar regra, escolha um modelo de regra apropriado na lista suspensa.
O modelo é baseado em trés categorias: Tipo de arquivo, proprietario ou caminho de diretério.

6. Com base no modelo selecionado, adicione as condigbes necessarias na area critérios de
correspondéncia.

7. Selecione uma classe de armazenamento apropriada na lista suspensa coloque o conteudo
correspondente na Classe de armazenamento.

8. Clique em criar.
A nova regra criada é exibida na guia Politica de dados.

9. Visualize quaisquer outras alteragdes feitas a politica de dados.

10. Clique em Ativar para ativar as alteragdes nas propriedades da regra no SVM.

Criando regras personalizadas

Com base nos requisitos do data center, vocé pode criar regras personalizadas e
adiciona-las a uma politica de dados para determinar o posicionamento dos dados
gravados no SVM com Infinite volume. Vocé pode criar regras personalizadas a partir da
caixa de dialogo criar regra sem usar qualquer modelo existente.

Antes de comegar

* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

* O cluster que contém o SVM com Infinite volume com classes de storage deve ser adicionado ao banco
de dados do Unified Manager.

Sobre esta tarefa

A guia Politica de dados fica visivel apenas para uma SVM com Infinite volume.

Passos

1. No painel de navegacéao esquerdo, clique em Health > SVMs.
2. Na pagina de inventario maquinas virtuais de integridade/storage, selecione o SVM apropriado.

3. Clique em Politica de dados.

94



. Clique em criar.

5. Na caixa de dialogo criar regra, selecione regra personalizada na lista modelo.

9.
10.

. Na area critérios de correspondéncia, adicione condicbes conforme necessario.

As condig¢des permitem criar uma regra com base em tipos de arquivo, caminhos de diretério ou
proprietarios. Uma combinagao dessas condigdes sao os conjuntos de condi¢des. Por exemplo, vocé
pode ter uma regra: ""coloque todos .mp3 de propriedade de John na classe de armazenamento de
bronze."™

. Selecione uma classe de armazenamento apropriada na lista suspensa coloque o contetdo

correspondente na Classe de armazenamento.

. Clique em criar.

A regra recém-criada é exibida na guia Politica de dados.

Visualize quaisquer outras alteracoes feitas a politica de dados.

Clique em Ativar para ativar as alteragdes nas propriedades da regra no SVM.

Exportar uma configuracao de politica de dados

Vocé pode exportar uma configuragao de politica de dados do Unified Manager para um
arquivo. Por exemplo, depois de fazer o backup necessario e, em caso de desastre, vocé
pode exportar a configuragado da politica de dados do primario.

Antes de comegar

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

A guia Politica de dados, que € usada durante a execugéao desta tarefa, € exibida apenas para SVMs com

Infinite volume.

Passos

1.
2.
3.

No painel de navegacéao esquerdo, clique em Health > SVMs.
Na pagina de inventario maquinas virtuais de integridade/storage, selecione o SVM apropriado.

Clique em Politica de dados.

A lista de regras na politica de dados para o SVM selecionado com Infinite volume é exibida.

. Clique em Exportar.

dados deve ser exportada.

Resultados

A configuragéo da politica de dados € exportada como um arquivo JSON no local especificado.

. Na caixa de dialogo especifica do navegador, especifique o local para o qual a configuracdo da politica de
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Envio de um pacote de suporte do Unified Manager para o suporte técnico

Esse fluxo de trabalho mostra como gerar, recuperar e enviar um pacote de suporte ao
suporte técnico usando o console de manutengao do Unified Manager. Vocé deve enviar
um pacote de suporte quando o problema que vocé tem exigir diagndstico e solugéo de
problemas mais detalhados do que uma mensagem AutoSupport fornece.

Sobre esta tarefa

Para obter mais informacdes sobre o console de manutencao e pacotes de suporte, Utilizar a consola de
manutencaoconsulte .

O Unified Manager armazena dois pacotes de suporte gerados ao mesmo tempo.

Aceder a consola de manutengao

Se a interface de usuario do Unified Manager nao estiver em operagao ou se for
necessario executar fungdes que nao estejam disponiveis na interface do usuario, vocé
podera acessar o console de manutencéo para gerenciar o sistema do Unified Manager.

Antes de comegar

Vocé precisa ter instalado e configurado o Unified Manager.

Sobre esta tarefa

Apds 15 minutos de inatividade, o console de manutengao faz o logout.

@ Quando instalado no VMware, se vocé ja fez login como usuario de manutengao pelo console
VMware, ndo sera possivel fazer login simultaneamente usando o Secure Shell.

Passos

1. Siga estas etapas para acessar o console de manutencao:

Neste sistema operativo... Siga estes passos...

VMware a. Usando o Secure Shell, conete-se ao endereco
IP ou ao nome de dominio totalmente
qualificado do dispositivo virtual do Unified
Manager.

b. Inicie sess&do na consola de manutengao
utilizando o nome de utilizador e a palavra-
passe de manutencéo.
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Neste sistema operativo... Siga estes passos...

Linux a. Usando o Secure Shell, conete-se ao enderecgo
IP ou ao nome de dominio totalmente
qualificado do sistema Unified Manager.

b. Inicie sessao no sistema com o nome € a
palavra-passe do utilizador de manutencgao
(umadmin).

C. Digite o comando maintenance console e
pressione Enter.

Windows a. Faca login no sistema Unified Manager com
credenciais de administrador.

b. Inicie o PowerShell como administrador do
Windows.

C. Digite o comando maintenance consolee
pressione Enter.

No Microsoft Windows Server
2012 se vocé receber um erro de
politica de execugéo, digite o
seguinte comando e tente a

@ etapa c novamente:
PowerShell.exe
-ExecutionPolicy
RemoteSigned

O menu do console de manutengao do Unified Manager € exibido.

Gerando um pacote de suporte

Vocé pode gerar um pacote de suporte, contendo informagdes completas de diagndstico,
para que vocé possa recupera-lo e envia-lo para o suporte técnico para obter ajuda na
solugao de problemas. Como alguns tipos de dados podem usar uma grande quantidade
de recursos de cluster ou levar muito tempo para serem concluidos, vocé pode
especificar tipos de dados a serem incluidos ou excluidos no pacote de suporte.

Antes de comecgar

Vocé deve ter acesso ao console de manutengao como usuario de manutengéo.

Sobre esta tarefa

O Unified Manager armazena apenas os dois pacotes de suporte gerados mais recentemente. Pacotes de
suporte mais antigos s&o excluidos do sistema.

@ Nos sistemas Windows, o0 comando supportbundle.bat ndo € mais suportado para gerar
um pacote de suporte.
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Passos

1. No console de manutengdo Menu Principal, selecione suporte/Diagndstico.
2. Selecione Generate Support Bundle.

3. Selecione ou desmarque os seguintes tipos de dados para incluir ou excluir no pacote de suporte:
> despejo de banco de dados
Um despejo do banco de dados do MySQL Server.
o despejo de pilha

Um instantaneo do estado dos principais processos do servidor do Unified Manager. Esta opcéao esta
desativada por predefinicao e deve ser selecionada apenas quando solicitado pelo apoio ao cliente.

o gravagoes de aquisig¢ao

Gravagéao de todas as comunicagdes entre o Unified Manager e os clusters monitorados.

@ Se vocé desmarcar todos os tipos de dados, o pacote de suporte ainda sera gerado com
outros dados do Unified Manager.

4. Digite 'g’e pressione Enter para gerar o pacote de suporte.

Como a geragao de um pacote de suporte € uma operagado com uso intenso de memoria, vocé sera
solicitado a verificar se vocé tem certeza de que deseja gerar o pacote de suporte neste momento.

5. Digite "y'e pressione Enter para gerar o pacote de suporte.

Se vocé nao quiser gerar o pacote de suporte neste momento, digite n e pressione Enter.

6. Se vocé incluiu arquivos de despejo de banco de dados no pacote de suporte, sera solicitado que vocé
especifique o periodo de tempo para o qual deseja incluir estatisticas de desempenho. Incluir estatisticas
de desempenho pode levar muito tempo e espaco, para que vocé também possa despejar o banco de
dados sem incluir estatisticas de desempenho:

a. Introduza a data de inicio no formato YYYYMMDD.

Por exemplo, digite 20170101 para 1 de janeiro de 2017. Insira n se vocé n&o quiser que as
estatisticas de desempenho sejam incluidas.

b. Introduza o nimero de dias de estatisticas a incluir, a partir das 12 horas da data de inicio
especificada.

Pode introduzir um nimero de 1 a 10.

Se vocé estiver incluindo estatisticas de desempenho, o sistema exibira o periodo de tempo para o qual
as estatisticas de desempenho serao coletadas.

7. Selecione Generate Support Bundle.

O pacote de suporte gerado reside no /support diretério.
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Depois de terminar

Depois de gerar o pacote de suporte, vocé pode recupera-lo usando um cliente SFTP ou usando comandos
CLI UNIX ou Linux. Em instalagdes do Windows, vocé pode usar a Area de trabalho Remota (RDP) para
recuperar o pacote de suporte.

O pacote de suporte gerado reside no /support diretério em sistemas VMware, em
/opt/netapp/data/support/ sistemas Linux e em
ProgramData\NetApp\OnCommandAppData\ocum\support sistemas Windows.

Recuperar o pacote de suporte usando um cliente Windows

Se vocé for um usuario do Windows, podera baixar e instalar uma ferramenta para
recuperar o pacote de suporte do servidor do Unified Manager. Vocé pode enviar o
pacote de suporte ao suporte técnico para obter um diagndstico mais detalhado de um
problema. FileZilla ou WinSCP s&o exemplos de ferramentas que vocé pode usar.

Antes de comegar
Vocé deve ser o usuario de manutencao para executar esta tarefa.
Vocé deve usar uma ferramenta que suporte SCP ou SFTP.

Passos

1. Baixe e instale uma ferramenta para recuperar o pacote de suporte.
2. Abra a ferramenta.

3. Conete-se ao seu servidor de gerenciamento do Unified Manager através de SFTP.

A ferramenta exibe o conteudo do /support diretério e vocé pode visualizar todos os pacotes de suporte
existentes.

4. Selecione o diretério de destino para o pacote de suporte que deseja copiar.

5. Selecione o pacote de suporte que deseja copiar e use a ferramenta para copiar o arquivo do servidor do
Unified Manager para o sistema local.

Informacgoes relacionadas
"Filezilla - https://filezilla-project.org/"

"WinSCP - http://winscp.net"

Recuperando o pacote de suporte usando um cliente UNIX ou Linux

Se vocé é um usuario UNIX ou Linux, vocé pode recuperar o pacote de suporte do seu
vApp usando a interface de linha de comando (CLI) no servidor cliente Linux. Vocé pode
usar SCP ou SFTP para recuperar o pacote de suporte.

Antes de comegar

Vocé deve ser o usuario de manutencao para executar esta tarefa.
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Vocé deve ter gerado um pacote de suporte usando o console de manutengéo e ter o nome do pacote de
suporte disponivel.

Passos

1. Acesse a CLI através do Telnet ou do console, usando o servidor cliente Linux.
2. Acesse 0 /support diretorio.

3. Recupere o pacote de suporte e copie-o para o diretério local usando o seguinte comando:

Se vocé estiver usando... Em seguida, use o seguinte comando...

SCP scp <maintenance-user>@<vApp-name-or-
ip>:/support/support bundle file name.
7z <destination-directory>

SFTP sftp <maintenance-user>@<vApp-name-or-
ip>:/support/support bundle file name.
7z <destination-directory>

O nome do pacote de suporte é fornecido a vocé quando vocé o gera usando o console de manutengao.
4. Introduza a palavra-passe do utilizador de manutencgao.

Exemplos

O exemplo a seguir usa SCP para recuperar o pacote de suporte:

$ scp admin@10.10.12.69:/support/support bundle 20160216 145359.7z

Password: <maintenance user password>
support bundle 20160216 145359.7z 100% 119MB 11.9MB/s 00:10

O exemplo a seguir usa SFTP para recuperar o pacote de suporte:

$ sftp
admin@10.10.12.69:/support/support bundle 20160216 145359.7z
Password: <maintenance user password>
Connected to 10.228.212.69.
Fetching /support/support bundle 20130216 145359.7z to
./support bundle 20130216 145359.7z
/support/support bundle 20160216 145359.7z

Envio de um pacote de suporte ao suporte técnico

Quando um problema requer informacgdes de diagndstico e solugédo de problemas mais
detalhadas do que uma mensagem do AutoSupport fornece, vocé pode enviar um pacote
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de suporte para o suporte técnico.

Antes de comegar

Vocé precisa ter acesso ao pacote de suporte para envia-lo ao suporte técnico.

Vocé deve ter um numero de caso gerado através do site de suporte técnico.

Passos

1. Faca login no site de suporte da NetApp.

2. Carregue o ficheiro.

"Como fazer upload de um arquivo para o NetApp"

Tarefas e informagoes relacionadas a varios fluxos de trabalho

Algumas tarefas e textos de referéncia que podem ajuda-lo a entender e concluir um
fluxo de trabalho sdo comuns a muitos fluxos de trabalho no Unified Manager, incluindo
adicionar e revisar notas sobre um evento, atribuir um evento, reconhecer e resolver
eventos, além de detalhes sobre volumes, maquinas virtuais de storage (SVMs),
agregados e assim por diante.

Adicionar e rever notas sobre um evento

Ao abordar eventos, vocé pode adicionar informagdes sobre como o problema esta
sendo resolvido usando a area Notas e atualizagdes na pagina de detalhes do evento.
Essas informagdes podem habilitar outro usuario atribuido para abordar o evento. Vocé
também pode exibir informacdes que foram adicionadas pelo usuario que abordou um
evento pela ultima vez, com base no carimbo de data/hora recente.

Antes de comecar

Vocé deve ter a fungado Operador, Administrador OnCommand ou Administrador de armazenamento.

Passos

1. No painel de navegacéao esquerdo, clique em Eventos.

2. Na pagina de inventario Eventos, clique no evento para o qual vocé deseja adicionar as informagdes
relacionadas ao evento.

3. Na pagina de detalhes evento, adicione as informa¢des necessarias na area Notas e atualizacoes.

4. Clique em Post.

Atribuindo eventos a usuarios especificos

Vocé pode atribuir eventos n&o atribuidos a vocé mesmo ou a outros usuarios, incluindo
usuarios remotos. Vocé pode reatribuir eventos atribuidos a outro usuario, se necessario.
Por exemplo, quando ocorrem problemas frequentes em um objeto de storage, vocé
pode atribuir os eventos para esses problemas ao usuario que gerencia esse objeto.
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Antes de comegar

* O nome e o ID de e-mail do usuario devem estar configurados corretamente.

* Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

Passos
1. No painel de navegacéao esquerdo, clique em Eventos.
2. Na pagina de inventario Eventos, selecione um ou mais eventos que vocé deseja atribuir.

3. Atribua o evento escolhendo uma das seguintes opcdes:

Se quiser atribuir o evento a... Entao faga isso...
Vocé mesmo Clique em Assign to > me.
Outro utilizador a. Cligue em Assign to > Other user (atribuir a).

b. Na caixa de dialogo atribuir proprietario, insira o
nome de usuario ou selecione um usuario na
lista suspensa.

c. Clique em Assign.

Uma notificacdo por e-mail é enviada ao
usuario.

Se vocé nao inserir um nome de
usuario ou selecionar um usuario

@ na lista suspensa e clicar em
Assign, o evento permanecera
nao atribuido.

Reconhecer e resolver eventos

Vocé deve reconhecer um evento antes de comecar a trabalhar no problema que gerou o
evento para que vocé nao continue a receber notificagcdes de alerta repetidas. Depois de
tomar medidas corretivas para um evento especifico, vocé deve marcar o evento como
resolvido.

Antes de comegar

Vocé deve ter a fungado Operador, Administrador OnCommand ou Administrador de armazenamento.

Sobre esta tarefa

Vocé pode reconhecer e resolver varios eventos simultaneamente.

@ Vocé nao pode reconhecer eventos de informacgdes.
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Passos

1. No painel de navegacéo esquerdo, clique em Eventos.

2. Na lista de eventos, execute as seguintes agbes para confirmar os eventos:

Se voceé quiser...

Confirme e marque um unico evento como
resolvido

Confirmar e marcar varios eventos como resolvidos

a.

Faca isso...

Cligue no nome do evento.

b. Na pagina de detalhes do evento, determine a

causa do evento.
Clique em confirmar.
Tome as medidas corretivas adequadas.

Cligue em Marcar como resolvido.

Determine a causa dos eventos na respetiva
pagina de detalhes do evento.

Selecione os eventos.
Clique em confirmar.
Tome as medidas corretivas apropriadas.

Cliqgue em Marcar como resolvido.

Depois que o evento € marcado como resolvido, o evento € movido para a lista de eventos resolvidos.

3. Na area Notas e atualizagdes, adicione uma nota sobre como vocé abordou o evento e clique em Post.

Pagina de detalhes do evento

Na pagina de detalhes do evento, vocé pode exibir os detalhes de um evento
selecionado, como a gravidade do evento, o nivel de impactos, a area de impactos e a
origem do evento. Vocé também pode exibir informagdes adicionais sobre possiveis

corregdes para resolver o problema.

* Nome do evento

O nome do evento e a hora em que o evento foi visto pela ultima vez.

Para eventos que ndo sejam de desempenho, enquanto o evento estiver no estado novo ou reconhecido,
a ultima informagéo vista nao é conhecida e, portanto, esta oculta.

* Descrigdo do evento

Uma breve descricdo do evento.

Em alguns casos, um motivo para o evento ser acionado é fornecido na descrigdo do evento.

+ Componente em contengao

Para eventos de desempenho dinamico, esta segéo exibe icones que representam os componentes
l6gicos e fisicos do cluster. Se um componente estiver na contengao, seu icone sera circulado e
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destacado em vermelho.

Podem ser apresentados os seguintes componentes:

o

o

Rede

Representa o tempo de espera das solicitagdes de e/S pelos protocolos iSCSI ou Fibre Channel (FC)
no cluster. O tempo de espera é o tempo gasto esperando que as transagdes iSCSI Ready to Transfer
(R2T) ou FCP Transfer Ready (XFER_RDY) sejam concluidas antes que o cluster possa responder a
uma solicitagdo de e/S. Se o componente de rede estiver em contengao, isso significa que o alto
tempo de espera na camada de protocolo de bloco esta impactando a laténcia de uma ou mais cargas
de trabalho.

Processamento de rede

Representa o componente de software no cluster envolvido com o processamento de e/S entre a
camada de protocolo e o cluster. O processamento da rede de tratamento do né pode ter sido alterado
desde que o evento foi detetado. Se o componente de processamento de rede estiver em contencao,
isso significa que a alta utilizagdo no né de processamento de rede esta impactando a laténcia de uma
ou mais cargas de trabalho.

Politica de QoS

Representa o grupo de politicas de qualidade do servigo (QoS) de storage do qual o workload é
membro. Se o componente do grupo de politicas estiver na contengéo, isso significa que todas as
cargas de trabalho no grupo de politicas estdo sendo controladas pelo limite de taxa de transferéncia
definido, o que esta impactando a laténcia de uma ou mais dessas cargas de trabalho.

Interconexao de cluster

Representa os cabos e adaptadores com os quais 0os nds em cluster estéo fisicamente conetados. Se
o componente de interconexao de cluster estiver na contengao, isso significa que o tempo de espera
alto para solicitagdes de e/S na interconexao de cluster esta impactando a laténcia de um ou mais
workloads.

Data Processing

Representa o componente de software no cluster envolvido com o processamento de €/S entre o
cluster e o0 agregado de storage que contém a carga de trabalho. O Data Processing de tratamento do
no pode ter sido alterado desde que o evento foi detetado. Se o componente Data Processing estiver
em contengéo, isso significa que a alta utilizagdo no né Data Processing esta impactando a laténcia de
um ou mais workloads.

Recursos MetroCluster

Representa os recursos do MetroCluster, incluindo NVRAM e links interswitches (ISLs), usados para
espelhar dados entre clusters em uma configuragdo do MetroCluster. Se o componente MetroCluster
estiver em contengao, isso significa que a alta taxa de transferéncia de gravagao de workloads no
cluster local ou um problema de integridade de link esta impactando a laténcia de um ou mais
workloads no cluster local. Se o cluster ndo estiver em uma configuragao do MetroCluster, este icone
nao sera exibido.

Operagoes agregadas ou SSD agregadas

Representa o agregado de storage no qual os workloads estao sendo executados. Se 0 componente
agregado estiver na contencao, isso significa que a alta utilizagdo no agregado esta impactando a



laténcia de um ou mais workloads. Um agregado consiste em todos os HDDs ou uma combinagéo de
HDDs e SSDs (agregado de Flash Pool). Um "agregado SSD" consiste em todos os SSDs (um
agregado all-flash) ou uma combinacé&o de SSDs e uma camada de nuvem (agregado FabricPool).

o Laténcia da nuvem
Representa o componente de software no cluster envolvido com o processamento de e/S entre o
cluster e a camada de nuvem na qual os dados do usuario sdo armazenados. Se o componente de
laténcia da nuvem estiver em contengéo, isso significa que uma grande quantidade de leituras de
volumes hospedados na camada de nuvem esta impactando a laténcia de um ou mais workloads.

o Sincronizar SnapMirror
Representa o componente de software no cluster envolvido com a replicagdo dos dados do usuario do
volume primario para o volume secundario em uma relagéo sincrona do SnapMirror. Se o componente

Sync SnapMirror estiver na contengao, isso significa que a atividade das operagdes sincronas do
SnapMirror esta impactando a laténcia de um ou mais workloads.

As secoes informacgdes de eventos, Diagndstico do sistema e agbes sugeridas sao descritas em outros
tépicos.

Botées de comando
Os botdes de comando permitem executar as seguintes tarefas:
+ icone de notas

Permite adicionar ou atualizar uma nota sobre o evento e rever todas as notas deixadas por outros
utilizadores.

Menu acdes
* Atribuir a mim
Atribui o evento a vocé.
» Atribuir a outros
Abre a caixa de dialogo atribuir proprietario, que permite atribuir ou reatribuir o evento a outros usuarios.

Quando vocé atribui um evento a um usuario, o nome do usuario e a hora em que o evento foi atribuido
sdo adicionados na lista de eventos para os eventos selecionados.

Vocé também pode cancelar a atribuicdo de eventos deixando o campo propriedade em branco.

* Reconhecimento
Reconhece os eventos selecionados para que nao continue a receber notificacdes de alerta repetidas.
Quando vocé reconhece um evento, seu nome de usuario e a hora em que vocé reconheceu o evento séo
adicionados na lista de eventos (reconhecidos por) para os eventos selecionados. Quando vocé

reconhece um evento, vocé assume a responsabilidade de gerenciar esse evento.

 Marcar como resolvido
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Permite alterar o estado do evento para resolvido.

Quando vocé resolve um evento, seu nome de usuario e a hora em que vocé resolveu o evento séo
adicionados na lista de eventos (resolvidos por) para os eventos selecionados. Depois de tomar medidas
corretivas para o evento, vocé deve marcar o evento como resolvido.

e Adicionar alerta

Exibe a caixa de dialogo Adicionar alerta, que permite adicionar um alerta para o evento selecionado.

O que a sec¢ao informagoes do evento exibe

Vocé usa a secgao informagdes do evento na pagina de detalhes do evento para exibir os
detalhes sobre um evento selecionado, como a gravidade do evento, o nivel de
impactos, a area de impactos e a origem do evento.

Os campos que ndo sao aplicaveis ao tipo de evento estao ocultos. Vocé pode ver os seguintes detalhes do
evento:

* Tempo de ativacao do evento
O momento em que o evento foi gerado.
* Estado
O estado do evento: Novo, reconhecido, resolvido ou Obsoleto.
» Causa obsoleta
As acdes que fizeram com que o evento fosse obsoleto, por exemplo, o problema foi corrigido.
* Duracgao do evento
Para eventos ativos (novos e reconhecidos), este € o tempo entre a detegdo e 0 momento em que o
evento foi analisado pela Ultima vez. Para eventos obsoletos, este é o tempo entre a detegdo e quando o

evento foi resolvido.

Este campo é exibido para todos os eventos de desempenho e para outros tipos de eventos somente
depois que eles tiverem sido resolvidos ou obsoletos.

« Ultimo visto
A data e hora em que o evento foi visto pela ultima vez como ativo.
Para eventos de desempenho, este valor pode ser mais recente do que o tempo de disparo do evento,
uma vez que este campo ¢é atualizado apos cada nova recolha de dados de desempenho, desde que o
evento esteja ativo. Para outros tipos de eventos, quando no estado novo ou reconhecido, este contetdo
nao é atualizado e o campo fica, portanto, oculto.

* Gravidade

Gravidade do evento: Critica (€ ), erro (@) ). Aviso (/)) e informacdes (€¥).

* Nivel de impactos
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O nivel de impacto do evento: Incidente, risco ou evento.
« Area de impactos

A area de impacto do evento: Disponibilidade, capacidade, desempenho, prote¢cdo ou Configuracgéo.
* Fonte

O nome do objeto no qual o evento ocorreu.

Ao exibir os detalhes de um evento de politica de QoS compartilhada, até trés dos objetos de workload
que estao consumindo a maioria das IOPS ou Mbps sao listados neste campo.

Vocé pode clicar no link do nome da fonte para exibir a pagina de detalhes de integridade ou desempenho
desse objeto.

* Anotacgées de origem

Apresenta o nome e o valor da anotagao para o objeto ao qual o evento esta associado.

Esse campo ¢é exibido apenas para eventos de integridade em clusters, SVMs e volumes.
* Grupos de origem

Exibe os nomes de todos os grupos dos quais o objeto impactado é membro.

Esse campo é exibido apenas para eventos de integridade em clusters, SVMs e volumes.
* Tipo de fonte

O tipo de objeto (por exemplo, SVM, volume ou Qtree) ao qual o evento esta associado.
* No Cluster

O nome do cluster no qual o evento ocorreu.

Vocé pode clicar no link do nome do cluster para exibir a pagina de detalhes de integridade ou
desempenho desse cluster.

« Contagem de objetos afetados
O numero de objetos afetados pelo evento.

Vocé pode clicar no link objeto para exibir a pagina de inventario preenchida com os objetos que estédo
atualmente afetados por este evento.

Este campo é exibido apenas para eventos de desempenho.
* Volumes afetados
O nuamero de volumes que estdo sendo afetados por este evento.
Este campo € exibido apenas para eventos de desempenho em nds ou agregados.

» Politica acionada
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O nome da politica de limite que emitiu o evento.
Vocé pode passar o cursor sobre o nome da politica para ver os detalhes da politica de limite. Para
politicas de QoS adaptaveis, a politica definida, o tamanho do bloco e o tipo de alocacéo (espago alocado
ou espaco usado) também séo exibidos.
Este campo é exibido apenas para eventos de desempenho.
* Reconhecido por
O nome da pessoa que reconheceu o evento e a hora em que o evento foi reconhecido.
* Resolvido por
O nome da pessoa que resolveu o evento e a hora em que o evento foi resolvido.
+ Atribuido a
O nome da pessoa que esta designada para trabalhar no evento.
» Configuragoes de alerta
As seguintes informacgdes sobre alertas sédo exibidas:
> Se nao houver alertas associados ao evento selecionado, um link Adicionar alerta sera exibido.
Vocé pode abrir a caixa de didlogo Adicionar alerta clicando no link.
> Se houver um alerta associado ao evento selecionado, o nome do alerta sera exibido.
Vocé pode abrir a caixa de dialogo Editar alerta clicando no link.

o Se houver mais de um alerta associado ao evento selecionado, o numero de alertas sera exibido.

Vocé pode abrir a pagina Configuragao/alertas clicando no link para ver mais detalhes sobre esses
alertas.

Os alertas desativados ndo séo exibidos.
« Ultima notificagdo enviada

A data e hora em que a notificacdo de alerta mais recente foi enviada.
* Enviado via

O mecanismo que foi usado para enviar a notificacdo de alerta: Email ou intercetagdo SNMP.
» * Execugao prévia de Script*

O nome do script que foi executado quando o alerta foi gerado.

O que é apresentado na sec¢ao Diagndstico do sistema

A secgao Diagnostico do sistema da pagina de detalhes do evento fornece informagdes
que podem ajuda-lo a diagnosticar problemas que possam ter sido responsaveis pelo
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evento.
Esta area é apresentada apenas para alguns eventos.

Alguns eventos de desempenho fornecem graficos que sao relevantes para o evento especifico que foi
acionado. Normalmente, isso inclui um grafico de IOPS ou Mbps e um grafico de laténcia para os dez dias
anteriores. Quando organizado dessa maneira, vocé pode ver quais componentes de storage estdo afetando
a laténcia ou sendo afetados pela laténcia, quando o evento esta ativo.

Para eventos de desempenho dinamico, os seguintes graficos sédo exibidos:
 Laténcia da carga de trabalho - exibe o histérico de laténcia das principais cargas de trabalho de vitima,
agressor ou tubardo no componente em disputa.
 Atividade do workload - exibe detalhes sobre o uso do workload do componente do cluster na contencéao.
 Atividade de recurso - exibe estatisticas histéricas de desempenho para o componente de cluster em
contengao.

Outros graficos sao exibidos quando alguns componentes de cluster estdo em contengao.

Outros eventos fornecem uma breve descri¢gao do tipo de analise que o sistema esta executando no objeto de
armazenamento. Em alguns casos, havera uma ou mais linhas; uma para cada componente analisado, para
politicas de desempenho definidas pelo sistema que analisam varios contadores de desempenho. Neste
cenario, € apresentado um icone verde ou vermelho junto ao diagndstico para indicar se foi ou ndo
encontrado um problema nesse diagnostico especifico.

O que a sec¢do agdes sugeridas é exibida

A secédo agbes sugeridas da pagina de detalhes do evento fornece possiveis razdes para
o evento e sugere algumas agdes para que vocé possa tentar resolver o evento por
conta prépria. As agdes sugeridas sdo personalizadas com base no tipo de evento ou
tipo de limite que foi violado.

Esta area é apresentada apenas para alguns tipos de eventos.

Em alguns casos, ha links Ajuda fornecidos na pagina que fazem referéncia a informagdes adicionais para
muitas agdes sugeridas, incluindo instrugdes para executar uma agao especifica. Algumas agbdes podem
envolver o uso dos comandos do Unified Manager, OnCommand System Manager, OnCommand Workflow
Automation, ONTAP CLI ou uma combinagéo dessas ferramentas.

Ha também alguns links fornecidos neste tdpico de ajuda.

Vocé deve considerar as agdes sugeridas aqui como apenas uma orientagao para resolver este evento. A
acao que vocé toma para resolver este evento deve ser baseada no contexto do seu ambiente.

Descricao dos tipos de gravidade do evento

Cada evento € associado a um tipo de gravidade para ajuda-lo a priorizar os eventos que
exigem acgao corretiva imediata.

* Critica
Ocorreu um problema que pode levar a interrupgao do servigo se ndo forem tomadas medidas corretivas

imediatamente.
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Eventos criticos de desempenho sdo enviados apenas a partir de limites definidos pelo usuario.
* Erro

A origem do evento ainda esta em execugao; no entanto, € necessaria uma agao corretiva para evitar
interrupcéo do servigo.

* Aviso
A origem do evento experimentou uma ocorréncia que vocé deve estar ciente ou um contador de
desempenho de um objeto de cluster esta fora do intervalo normal e deve ser monitorado para garantir
que ele nao atinja a gravidade critica. Os eventos desta gravidade ndo causam interrupcdes no servigo e

podem ndo ser necessarias a¢des corretivas imediatas.

Os eventos de aviso de desempenho sao enviados a partir de limites definidos pelo usuario, definidos pelo
sistema ou dinamicos.

* Informacao
O evento ocorre quando um novo objeto é descoberto ou quando uma acgao do usuario é executada. Por
exemplo, quando qualquer objeto de armazenamento € excluido ou quando ha alteragbes de
configuragéo, o evento com informagdes de tipo de gravidade é gerado.
Os eventos de informacao sao enviados diretamente do ONTAP quando deteta uma alteracao de
configuragéao.

Descrigao dos niveis de impactos do evento

Cada evento é associado a um nivel de impactos (Incidente, risco ou evento) para ajuda-
lo a priorizar os eventos que exigem agéo corretiva imediata.

* Incidente
Um incidente € um conjunto de eventos que podem fazer com que um cluster pare de fornecer dados ao
cliente e fique sem espaco para armazenar dados. Os eventos com um nivel de impactos de Incidente sao
0s mais graves. Devem ser tomadas medidas corretivas imediatas para evitar interrup¢des no servico.

* Risco
Um risco € um conjunto de eventos que podem potencialmente fazer com que um cluster pare de fornecer
dados ao cliente e fique sem espaco para armazenar dados. Eventos com um nivel de impacto de risco
podem causar interrupgdes no servico. Pode ser necessaria uma agao corretiva.

* Evento

Um evento é uma alteragéo de estado ou status de objetos de armazenamento e seus atributos. Os
eventos com um nivel de impactos de evento sdo informativos e ndo requerem agao corretiva.

Descricdo das areas de impactos de eventos

Os eventos sdo categorizados em cinco areas de impactos (disponibilidade, capacidade,
configuragao, desempenho e protecao) para que vocé se concentre nos tipos de eventos
pelos quais vocé é responsavel.
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* Disponibilidade
Os eventos de disponibilidade notificam se um objeto de armazenamento ficar offline, se um servigo de
protocolo ficar inativo, se ocorrer um problema com failover de armazenamento ou se ocorrer um
problema com hardware.

» Capacidade

Os eventos de capacidade notificam vocé se agregados, volumes, LUNs ou namespaces estdo proximos
ou atingiram um limite de tamanho, ou se a taxa de crescimento é incomum para o seu ambiente.

» Configuragao
Os eventos de configuragao informam sobre a descoberta, exclusao, adigéo, remogao ou renomeacao de
seus objetos de armazenamento. Os eventos de configuragao tém um nivel de impactos de evento e um
tipo de informacgéo de gravidade.

* Desempenho
Os eventos de desempenho notificam vocé sobre as condigdes de recursos, configuragao ou atividade no
cluster que podem afetar negativamente a velocidade de entrada ou recuperagédo de armazenamento de
dados em seus objetos de armazenamento monitorados.

* Protecgao
Eventos de protecao notificam vocé sobre incidentes ou riscos envolvendo relacionamentos do
SnapMirror, problemas com a capacidade de destino, problemas com relacionamentos do SnapVault ou
problemas com tarefas de protegcéo. Todos os objetos ONTAP (especialmente agregados, volumes e
SVMs) que hospedam volumes secundarios e relacionamentos de protegdo sao categorizados na area de
impacto de protecao.

Pagina de detalhes de integridade/volume

Vocé pode usar a pagina Detalhes de integridade/volume para exibir informagodes
detalhadas sobre um volume selecionado, como capacidade, eficiéncia de storage,
configuragao, protegao, anotagao e eventos gerados. Vocé também pode exibir
informagdes sobre o0s objetos relacionados e alertas relacionados para esse volume.

Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Botoes de comando

Os botdes de comando permitem executar as seguintes tarefas para o volume selecionado:
* Mude para a visualizagdao de desempenho

Permite-lhe navegar para a pagina de detalhes de desempenho/volume.

.|*|

Permite adicionar o volume selecionado ao painel Favoritos.

* Acoes
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o Adicionar alerta

o

Permite adicionar um alerta ao volume selecionado.

Editar limites

Permite modificar as definicdes de limite para o volume selecionado.

Anotar

Permite anotar o volume selecionado.

Proteger

Permite criar relagdes SnapMirror ou SnapVault para o volume selecionado.

Relagéo

Permite executar as seguintes operagdes de relagao de protegéo:

Editar

Inicia a caixa de didlogo Editar relacionamento, que permite alterar politicas, programacdes e
taxas de transferéncia maximas existentes do SnapMirror para um relacionamento de protegéo
existente.

Abortar

Aborta transferéncias que estdo em andamento para um relacionamento selecionado.
Opcionalmente, ele permite que vocé remova o ponto de verificagao de reinicializacado para
transferéncias que nao sejam a transferéncia de linha de base. Nao é possivel remover o ponto de
verificagdo para uma transferéncia de linha de base.

Quiesce

Desativa temporariamente as atualiza¢gdes agendadas para uma relagéo selecionada. As
transferéncias que ja estdo em andamento devem ser concluidas antes que o relacionamento seja
interrompido.

Pausa

Quebra a relagéo entre os volumes de origem e destino e altera o destino para um volume de
leitura e gravacgao.

Retire

Exclui permanentemente a relagéo entre a origem e o destino selecionados. Os volumes nao sdo
destruidos e as copias Snapshot nos volumes ndo sao removidas. Esta operagcédo ndo pode ser
desfeita.

Retomar

Permite transferéncias agendadas para um relacionamento quiesced. No préximo intervalo de
transferéncia programado, um ponto de verificagao de reinicio € usado, se existir um.

Ressincronizar



Permite que vocé ressincronize um relacionamento anteriormente quebrado.
= Inicializar/atualizar

Permite-lhe efetuar uma transferéncia de linha de base pela primeira vez numa nova relagao de
protegéo ou efetuar uma atualizagdo manual se a relagao ja estiver inicializada.

= Ressincronizacao reversa
Permite restabelecer uma relagao de protecdo anteriormente quebrada, invertendo a funcéo da
origem e destino fazendo da fonte uma cépia do destino original. O contetdo na origem é
substituido pelo conteudo no destino, e todos os dados mais recentes que os dados na copia
Snapshot comum séo excluidos.

o Restaurar

Permite restaurar dados de um volume para outro.

@ O botao Restaurar e os botdes de operacao de relacionamento nao estao disponiveis para
volumes FlexGroup ou para volumes que estdo em relagbes de protegéo sincronas.

¢ Ver volumes

Permite navegar para a pagina de inventario de integridade/volumes.

Separador capacidade
A guia capacidade exibe detalhes sobre o volume selecionado, como sua capacidade fisica, capacidade
I6gica, configuracdes de limite, capacidade de cota e informagdes sobre qualquer operagdo de movimentagao
de volume:
» Capacidade fisica
Detalha a capacidade fisica do volume:
o Sobrecarga de instantaneos
Exibe o espaco de dados consumido pelas cépias Snapshot.
> Usado
Exibe o espaco usado pelos dados no volume.

o Aviso

Indica que o espago no volume esta quase cheio. Se esse limite for violado, o evento espago quase
cheio sera gerado.

o Erro

Indica que o espago no volume esta cheio. Se esse limite for violado, o evento espaco cheio sera
gerado.

o |nutilizavel
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Indica que o evento espago de volume em risco com provisionamento reduzido € gerado e que o
espaco no volume provisionado com provisionamento reduzido esta em risco devido a problemas de
capacidade agregada. A capacidade inutilizavel é exibida apenas para volumes provisionados de
forma fina.

o Gréfico de dados
Apresenta a capacidade total de dados e a capacidade de dados utilizada do volume.

Se o crescimento automatico estiver ativado, o grafico de dados também exibira o espacgo disponivel
no agregado. O grafico de dados exibe o espaco de armazenamento efetivo que pode ser usado pelos
dados no volume, que pode ser um dos seguintes:
= Capacidade de dados real do volume para as seguintes condicoes:
= O crescimento automatico esta desativado.
= O volume ativado para crescimento automatico atingiu o tamanho maximo.

= O volume provisionado thickly habilitado para crescimento automatico nao pode crescer ainda
mais.

= Capacidade de dados do volume depois de considerar o tamanho maximo do volume (para
volumes provisionados com pouco provisionamento e para volumes provisionados com thickly
quando o agregado tem espago para que o volume alcance o tamanho maximo)

= Capacidade de dados do volume depois de considerar o proximo tamanho possivel com
crescimento automatico (para volumes provisionados com thickly que tém um limite de
porcentagem com crescimento automatico)

o Grafico de copias Snapshot

Este grafico é exibido apenas quando a capacidade Snapshot usada ou a reserva Instantanea nao é
zero.

Ambos os gréaficos exibem a capacidade pela qual a capacidade de captura instantanea excede a reserva
de captura instantédnea se a capacidade de captura instantdnea usada exceder a reserva de captura
instantanea.

« Capacidade logica

Apresenta as carateristicas do espago légico do volume. O espaco ldgico indica o tamanho real dos dados
que estao sendo armazenados em disco sem aplicar a economia com o uso das tecnologias de eficiéncia
de storage da ONTAP.

> Relatorios de espaco logico

Exibe se o volume tem relatérios de espago logico configurados. O valor pode ser ativado, Desativado
ou nao aplicavel. "néo aplicavel™ é exibido para volumes em versdes mais antigas do ONTAP ou em
volumes que nado suportam relatérios de espaco légico.

o Usado

Exibe a quantidade de espaco légico que esta sendo usado pelos dados no volume e a porcentagem
de espaco légico usado com base na capacidade total de dados.

o Disponivel

Exibe a quantidade de espaco l6gico que ainda esta disponivel para dados no volume e a
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porcentagem de espaco ldgico disponivel com base na capacidade total de dados.
> Aplicagcao do espaco logico

Exibe se a imposicao de espaco logico esta configurada para volumes provisionados de forma fina.
Quando definido como ativado, o tamanho légico utilizado do volume ndo pode ser superior ao
tamanho do volume fisico atualmente definido.

* Autowore
Indica se o volume aumenta automaticamente quando esta fora do espaco.
» Garantia de espaco
Exibe o controle de configuracao FlexVol volume quando um volume remove blocos livres de um
agregado. Esses blocos s&o, entdo, garantidos para estarem disponiveis para grava¢gdes em arquivos no
volume. A garantia de espacgo pode ser definida para um dos seguintes:
o Nenhum
Nenhuma garantia de espaco esta configurada para o volume.
o Ficheiro
E garantido o tamanho completo de ficheiros pouco escritos (por exemplo, LUNSs).
> Volume
O tamanho completo do volume é garantido.
o Parcial
O volume FlexCache reserva espaco com base no seu tamanho. Se o tamanho do volume FlexCache
for de 100 MB ou mais, a garantia de espagco minimo sera definida como 100 MB por padréo. Se o
tamanho do volume FlexCache for inferior a 100 MB, a garantia de espago minimo sera definida para

o tamanho do volume FlexCache. Se o tamanho do volume FlexCache for aumentado mais tarde, a
garantia de espago minimo n&o sera incrementada.

@ A garantia de espaco € parcial quando o volume ¢é do tipo Data-Cache.

* Detalhes (fisicos)
Apresenta as carateristicas fisicas do volume.
» * Capacidade total*
Exibe a capacidade fisica total no volume.
» Capacidade de dados
Exibe a quantidade de espaco fisico usado pelo volume (capacidade usada) e a quantidade de espago
fisico que ainda esta disponivel (capacidade livre) no volume. Esses valores também sao exibidos como

uma porcentagem da capacidade fisica total.

Quando o evento espago de volume em risco de provisionamento reduzido € gerado para volumes
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provisionados de forma fina, a quantidade de espago usado pelo volume (capacidade usada) e a
quantidade de espago disponivel no volume, mas nao pode ser usado (capacidade inutilizavel) devido a
problemas de capacidade agregada é exibida.
Reserva Snapshot
Exibe a quantidade de espago usada pelas copias Snapshot (capacidade usada) e a quantidade de
espago disponivel para copias Snapshot (capacidade gratuita) no volume. Esses valores também sao
exibidos como uma porcentagem da reserva total de instantaneos.
Quando o evento espago em risco de volume provisionado com thin é gerado para volumes provisionados
com thin, a quantidade de espago usada pelas copias Snapshot (capacidade usada) e a quantidade de
espagco disponivel no volume, mas nao pode ser usada para fazer cépias Snapshot (capacidade
inutilizavel) devido a problemas de capacidade agregada, séo exibidas.
Limiares de volume
Exibe os seguintes limites de capacidade de volume:
o Limite quase total
Especifica a porcentagem em que um volume esta quase cheio.
o Limite maximo
Especifica a porcentagem na qual um volume esta cheio.
Outros detalhes
o Tamanho maximo de crescimento automatico
Apresenta o tamanho maximo até ao qual o volume pode crescer automaticamente. O valor padréo é
120% do tamanho do volume na criagao. Este campo é exibido apenas quando o crescimento
automatico esta ativado para o volume.
o Capacidade comprometida da cota de Qtree
Exibe o espaco reservado nas cotas.

o Capacidade supercomprometida da cota de Qtree

Exibe a quantidade de espac¢o que pode ser usada antes que o sistema gere o evento de excesso de
cota de volume Qtree.

o Reserva fracionaria

Controla o tamanho da reserva de substituicdo. Por padrao, a reserva fracionaria é definida como 100,
indicando que 100% do espaco reservado necessario € reservado para que os objetos estejam
totalmente protegidos para sobrescritas. Se a reserva fracionaria for inferior a 100 por cento, o espago
reservado para todos os arquivos espago-reservados nesse volume sera reduzido a porcentagem da
reserva fracionaria.

o Taxa de crescimento diaria do Snapshot

Exibe a alteragéo (em porcentagem ou em KB, MB, GB, etc.) que ocorre a cada 24 horas nas copias
Snapshot no volume selecionado.



o Snapshot dias para cheio

Exibe o numero estimado de dias restantes antes que o espaco reservado para as copias Snapshot no
volume atinja o limite especificado.

O campo Snapshot Days to Full (dias instantaneos a cheio) exibe um valor ndo aplicavel quando a
taxa de crescimento das copias Snapshot no volume é zero ou negativa, ou quando ndo ha dados
suficientes para calcular a taxa de crescimento.

> Snapshot Autodelete

Especifica se as copias Snapshot sdo automaticamente excluidas para liberar espago quando uma
gravacao em um volume falha devido a falta de espago no agregado.

o Copias Snapshot
Exibe informacdes sobre as cépias Snapshot no volume.

O numero de copias Snapshot no volume é exibido como um link. Clicar no link abre a caixa de
dialogo cépias Snapshot em um volume, que exibe detalhes das copias Snapshot.

A contagem de copias snapshot é atualizada aproximadamente a cada hora. No entanto, a lista de copias
snapshot é atualizada no momento em que vocé clica no icone. Isso pode resultar em uma diferenga entre
a contagem de copias Snapshot exibida na topologia e o numero de cépias snapshot listadas quando vocé
clica no icone.

* Movimentagao de volume
Exibe o status da operagcédo de movimentagao de volume atual ou da ultima que foi realizada no volume e
outros detalhes, como a fase atual da operagédo de movimentagao de volume que esta em andamento,
agregado de origem, agregado de destino, hora de inicio, hora de término e hora de término estimada.
Também apresenta o numero de operag¢des de movimentagao de volume que sao executadas no volume

selecionado. Vocé pode ver mais informacgdes sobre as operagcdes de movimentacao de volume clicando
no link Histérico de movimentagao de volume.

Separador eficiéncia

A guia eficiéncia exibe informagdes sobre o espago economizado nos volumes com o uso de recursos de
eficiéncia de storage, como volumes de deduplicagéo, compactacao e FlexClone.

* Desduplicagédo
o Ativado
Especifica se a deduplicagao esta ativada ou desativada em um volume.
o Economia de espaco

Exibe a quantidade de espago economizado (em porcentagem ou em KB, MB, GB e assim por diante)
em um volume usando deduplicagao.

o Last Run (ultima corrida)

Exibe o tempo decorrido desde que a operagéo de deduplicagéo foi realizada pela ultima vez. Também
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especifica se a operagao de deduplicagao foi bem-sucedida.

Se o tempo decorrido exceder uma semana, € apresentado o carimbo de data/hora que representa
quando a operacao foi executada.

> Modo
Especifica se a operagéo de deduplicagado ativada em um volume é uma operagdo manual, agendada
ou baseada em politicas. Se o modo estiver definido como programado, o agendamento de operagao
sera exibido e, se o modo estiver definido como uma politica, o nome da politica sera exibido.

o Estado

Exibe o status atual da operagao de deduplicagdo. O status pode ser ocioso, Inicializando, Ativo,
Desfazendo, pendente, downgrade ou Desativado.

o Tipo
Especifica o tipo de operacao de deduplicagdo em execucao no volume. Se o volume estiver em uma
relacdo SnapVault, o tipo exibido sera SnapVault. Para qualquer outro volume, o tipo é exibido como

regular.

+ Compressao
o Ativado

Especifica se a compactagéo esta ativada ou desativada em um volume.
o Economia de espaco

Exibe a quantidade de espacgo salvo (em porcentagem ou em KB, MB, GB, etc.) em um volume
usando compactagao.

Separador Configuration (Configuragao)

A guia Configuragao exibe detalhes sobre o volume selecionado, como politica de exportagéao, tipo RAID,
capacidade e recursos relacionados a eficiéncia de armazenamento do volume:

* Visdo geral
o Nome completo
Exibe o nome completo do volume.
o Agregados

Exibe o nome do agregado no qual o volume reside ou o numero de agregados nos quais o volume
FlexGroup reside.

o Politica de disposicdo em camadas
Exibe a politica de disposicdo em camadas definida para o volume; se o volume for implantado em um
agregado habilitado para FabricPool. A politica pode ser Nenhuma, apenas Snapshot, Backup ou

Automatico.

o Storage Virtual Machine
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Exibe o0 nome da maquina virtual de storage (SVM) que contém o volume.

o Caminho de jungéo
Exibe o status do caminho, que pode estar ativo ou inativo. O caminho no SVM no qual o volume é
montado também é exibido. Vocé pode clicar no link Historico para ver as cinco alteragbes mais
recentes no caminho de jungao.

> Politica de exportacao
Exibe o nome da politica de exportagao criada para o volume. Vocé pode clicar no link para exibir
detalhes sobre as politicas de exportacao, protocolos de autenticagao e acesso habilitados nos
volumes que pertencem ao SVM.

o Estilo
Apresenta o estilo do volume. O estilo de volume pode ser FlexVol ou FlexGroup.

> Tipo

Apresenta o tipo do volume selecionado. O tipo de volume pode ser leitura-escrita, compartilhamento
de carga, protegao de dados, cache de dados ou temporario.

> Tipo RAID

Exibe o tipo RAID do volume selecionado. O tipo RAID pode ser RAIDO, RAID4, RAID-DP ou RAID-
TEC.

@ Varios tipos de RAID podem ser exibidos para volumes FlexGroup porque os volumes
constituintes para FlexGroups podem estar em agregados de diferentes tipos.

> Tipo SnapLock

Exibe o tipo de SnapLock do agregado que contém o volume.
o Expiragdo do SnapLock

Apresenta a data de validade do volume SnapLock.

» Capacidade

o Thin Provisioning

Exibe se o provisionamento de thin esta configurado para o volume.
> Crescimento automatico

Exibe se o volume flexivel cresce automaticamente dentro de um agregado.
o Snapshot Autodelete

Especifica se as copias Snapshot sdo automaticamente excluidas para liberar espago quando uma
gravacao em um volume falha devido a falta de espago no agregado.

o Quotas
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Especifica se as cotas estao ativadas para o volume.
« Eficiéncia
o Deduplicacao
Especifica se a deduplicagao esta ativada ou desativada para o volume selecionado.
o Compactagao
Especifica se a compresséo esta ativada ou desativada para o volume selecionado.

* Protecgao

o Copias Snapshot

Especifica se as copias Snapshot automaticas estédo ativadas ou desativadas.

Patilha de protegaoao

A guia protegao exibe detalhes de protegédo sobre o volume selecionado, como informagdes de atraso, tipo de
relacionamento e topologia da relagéo.

* Resumo
Exibe as propriedades das relagdes SnapMirror e SnapVault para um volume selecionado. Para qualquer
outro tipo de relacionamento, somente a propriedade tipo de relacionamento é exibida. Se um volume
primario for selecionado, somente a Diretiva de cépia Snapshot gerenciada e local sera exibida. As
propriedades exibidas para relacionamentos SnapMirror e SnapVault incluem o seguinte:
> Volume de origem
Apresenta o nome da fonte do volume selecionado se o volume selecionado for um destino.

o Estado de atraso

Exibe o status de atraso de atualizagéo ou transferéncia para uma relagao de protecéo. O status pode
ser erro, Aviso ou critico.

O status de atraso nao ¢é aplicavel para relacionamentos sincronos.
o Duracao do atraso
Apresenta a hora pela qual os dados no espelho ficam atras da fonte.
o Ultima atualizagdo bem-sucedida
Exibe a data e a hora da atualizagdo de protegdo bem-sucedida mais recente.
A ultima atualizagdo bem-sucedida nao se aplica a relacionamentos sincronos.
> Membro do Servigo de armazenamento

Exibe Sim ou ndo para indicar se o volume pertence ou ndo e é gerenciado por um servigo de
armazenamento.
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> Versao flexivel replicacado
Exibe Sim, Sim com a opgao de backup ou nenhum. Sim indica que a replicagdo do SnapMirror é
possivel mesmo que os volumes de origem e destino estejam executando versdes diferentes do
software ONTAP. Sim com a opg¢ao de backup indica a implementagao da protegdo SnapMirror com a
capacidade de reter varias versdes de copias de backup no destino. Nenhum indica que a replicacao
flexivel da versao nao esta ativada.

o Capacidade de relacionamento
Indica os recursos do ONTAP disponiveis para o relacionamento de protegao.

o Servigo de protegao

Exibe o nome do servigo de protegéo se o relacionamento for gerenciado por um aplicativo do parceiro
de protecao.

> Tipo de relacionamento

Exibe qualquer tipo de relacionamento, incluindo espelhamento assincrono, cofre assincrono,
StrictSync e sincronizagéo.

o Estado relacao
Exibe o estado da relacao SnapMirror ou SnapVault. O estado pode ser nao inicializado, SnapMirrored
ou quebrado. Se for selecionado um volume de origem, o estado da relagado nao é aplicavel e néo é
apresentado.

o Estado da transferéncia

Exibe o status da transferéncia para a relagéo de protegdo. O estado da transferéncia pode ser um
dos seguintes:

= A abortar

As transferéncias SnapMirror estdo ativadas; no entanto, uma operagéo de cancelamento de
transferéncia que pode incluir a remogéao do ponto de verificagdo esta em andamento.

= Verificacao

O volume de destino esta passando por uma verificagdo de diagndéstico e nenhuma transferéncia
esta em andamento.

= Afinalizar

As transferéncias SnapMirror estéo ativadas. O volume esta atualmente na fase pés-transferéncia
para transferéncias incrementais de SnapVault.

= Ocioso
As transferéncias estdo ativadas e nenhuma transferéncia esta em curso.
= Sincronizagao in-Sync

Os dados nos dois volumes na relagédo sincrona sao sincronizados.
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= Fora de sincronizacao
Os dados no volume de destino n&o séo sincronizados com o volume de origem.
= Preparar

As transferéncias SnapMirror estdo ativadas. O volume esta atualmente na fase de pré-
transferéncia para transferéncias incrementais de SnapVault.

= Em fila de espera

As transferéncias SnapMirror estdo ativadas. Nenhuma transferéncia esta em andamento.
= Quiesced

As transferéncias SnapMirror estdo desativadas. Nenhuma transferéncia esta em andamento.
= Quiescing

Uma transferéncia SnapMirror esta em andamento. As transferéncias adicionais estao
desativadas.

= Atransferir
As transferéncias SnapMirror estéo ativadas e uma transferéncia esta em curso.
= Em transicao

A transferéncia assincrona de dados da origem para o volume de destino esta concluida e a
transicdo para a operacéao sincrona foi iniciada.

= A aguardar

Uma transferéncia SnapMirror foi iniciada, mas algumas tarefas associadas estdo aguardando
para serem enfileiradas.

o Taxa de transferéncia maxima

Apresenta a taxa de transferéncia maxima para a relagao. A taxa de transferéncia maxima pode ser

um valor numérico em kilobytes por segundo (Kbps), megabytes por segundo (Mbps), Gigabytes por
segundo (Gbps) ou Terabytes por segundo (Tbps). Se nao for exibido nenhum limite, a transferéncia
de linha de base entre relacionamentos é ilimitada.

o Politica de SnapMirror

Exibe a politica de protecado do volume. DPDefault indica a politica de protecao de espelho assincrono
padrdo e XDPDefault indica a politica de cofre assincrono padrao. StrictSync indica a politica de
protegao estrita sincrona padrao e Sync indica a politica sincrona padrao. Vocé pode clicar no nome
da politica para exibir detalhes associados a essa politica, incluindo as seguintes informagdes:

= Prioridade de transferéncia

= Ignorar a definicdo de hora de acesso

= Limite de tentativas

= Comentarios
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= Etiquetas SnapMirror

= Definigbes de retengéo

= Copias Snapshot reais

= Preservar cépias Snapshot
= Limite de aviso de retencao

= Copias snapshot sem configura¢des de retengcdo em uma relagdo de SnapVault em cascata onde
a origem é um volume de protegédo de dados (DP), apenas a regra "m_created" se aplica.

o Atualizar Programa

Exibe a programacao SnapMirror atribuida a relagdo. Posicionar o cursor sobre o icone de
informacgdes exibe os detalhes da programagao.

o Politica de instantaneo local

Exibe a politica de copia Snapshot do volume. A politica é padrdo, nenhum ou qualquer nome dado a
uma politica personalizada.

¢ Vistas

Exibe a topologia de protegédo do volume selecionado. A topologia inclui representagdes graficas de todos
os volumes relacionados ao volume selecionado. O volume selecionado ¢é indicado por uma borda cinza
escura e as linhas entre os volumes na topologia indicam o tipo de relagéo de protecao. A direcao das
relacdes na topologia é exibida da esquerda para a direita, com a origem de cada relagcéo a esquerda e o
destino a direita.

Linhas em negrito duplas especificam uma relagao de espelhamento assincrono, uma unica linha em
negrito especifica uma relagédo de cofre assincrono e uma linha em negrito e ndo negrito especificam uma
relagéo sincrona. A tabela abaixo indica se o relacionamento é StrictSync ou Sync.

Clicar com o botéo direito do Mouse em um volume exibe um menu do qual vocé pode escolher para
proteger o volume ou restaurar dados para ele. Clicar com o botao direito do Mouse em uma relagao exibe
um menu no qual vocé pode escolher editar, abortar, quiesce, quebrar, remover ou retomar uma relagao.

Os menus nao serdo exibidos nas seguintes instancias:

> Se as configuracdbes RBAC n&o permitirem essa agao, por exemplo, se vocé tiver apenas Privileges de
operador

> Se o volume for um volume FlexGroup
> Se o volume estiver em uma relagéo de protegao sincrona

> Quando o ID do volume é desconhecido, por exemplo, quando vocé tem uma relagéo entre clusters e
o cluster de destino ainda n&o foi descoberto clicando em outro volume na topologia seleciona e exibe
informagdes para esse volume. Um ponto de interrogagéo (g ) no canto superior esquerdo de um
volume indica que o volume esta ausente ou que ainda nao foi descoberto. Ele também pode indicar
que as informacgdes de capacidade estdo ausentes. Posicionar o cursor sobre o ponto de interrogagao
exibe informagdes adicionais, incluindo sugestbes para agdes corretivas.

A topologia exibe informacdes sobre capacidade de volume, atraso, copias Snapshot e ultima
transferéncia de dados bem-sucedida se estiver em conformidade com um dos varios modelos de
topologia comuns. Se uma topologia ndo estiver em conformidade com um desses modelos, as
informagdes sobre o atraso de volume e a ultima transferéncia de dados bem-sucedida serao exibidas
em uma tabela de relacionamento sob a topologia. Nesse caso, a linha realgada na tabela indica o
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volume selecionado e, na vista de topologia, as linhas a negrito com um ponto azul indicam a relagéao
entre o volume selecionado e o volume de origem.

As visualizagbes de topologia incluem as seguintes informacgdes:
o Capacidade

Apresenta a quantidade total de capacidade utilizada pelo volume. Posicionar o cursor sobre um
volume na topologia exibe as configuragbes atuais de aviso e limite critico para esse volume na caixa
de didlogo Configuragdes de limite atuais. Vocé também pode editar as configura¢des de limite
clicando no link Editar limites na caixa de didlogo Configuracdes de limite atuais. A caixa de seleg¢ao
Capacity oculta todas as informagdes de capacidade de todos os volumes na topologia.

o Atraso

Exibe a duragéo do atraso e o status do atraso das rela¢des de protecéo recebidas. Desmarcar a
caixa de selegao lag oculta todas as informagdes de lag para todos os volumes na topologia. Quando
a caixa de selecao lag esta esmaecida, as informagdes de lag para o volume selecionado s&o exibidas
na tabela de relacionamento abaixo da topologia, bem como as informacdes de lag para todos os
volumes relacionados.

o Snapshot

Exibe o numero de copias Snapshot disponiveis para um volume. Desmarcar a caixa de selegéao
Snapshot oculta todas as informacgdes de cépia Snapshot para todos os volumes na topologia. Clicar

em um icone de copia Snapshot ( E ) exibe a lista copia Snapshot de um volume. A contagem
de copias snapshot exibida ao lado do icone é atualizada aproximadamente a cada hora. No entanto,
a lista de copias snapshot € atualizada no momento em que vocé clica no icone. Isso pode resultar em
uma diferenga entre a contagem de cépias Snapshot exibida na topologia e o nimero de copias
snapshot listadas quando vocé clica no icone.

o Ultima transferéncia bem-sucedida

Exibe a quantidade, a duracao, a hora e a data da ultima transferéncia de dados bem-sucedida.
Quando a caixa de verificagdo Last successful Transfer (Ultima transferéncia bem-sucedida) estiver
esmaecida, as ultimas informacoes de transferéncia bem-sucedidas para o volume selecionado sao
exibidas na tabela de relacionamento abaixo da topologia, bem como as ultimas informacdes de
transferéncia bem-sucedidas para todos os volumes relacionados.

Historia

Exibe em um grafico o historico das relagdes de protecdo SnapMirror e SnapVault recebidas para o
volume selecionado. Existem trés graficos de histoérico disponiveis: Duragao do atraso de relacionamento
de entrada, duracao da transferéncia de relacionamento de entrada e tamanho transferido de
relacionamento de entrada. As informagdes do historico sdo exibidas somente quando vocé seleciona um
volume de destino. Se selecionar um volume primario, os graficos ficam vazios e a mensagem No data
found é apresentada.

Vocé pode selecionar um tipo de grafico na lista suspensa na parte superior do painel Histérico. Vocé
também pode exibir detalhes de um periodo de tempo especifico selecionando 1 semana, 1 més ou 1 ano.
Graficos de histérico podem ajuda-lo a identificar tendéncias: Por exemplo, se grandes quantidades de
dados estao sendo transferidos ao mesmo tempo do dia ou da semana, ou se o aviso de atraso ou o limite
de erro de atraso esta sendo violado consistentemente, vocé pode tomar a agao apropriada. Além disso,
vocé pode clicar no botdo Exportar para criar um relatério em formato CSV para o grafico que vocé esta
visualizando.



Os graficos do historico de protegdo apresentam as seguintes informacgoes:
o Duragao do atraso do relacionamento

Exibe segundos, minutos ou horas no eixo vertical (y) e exibe dias, meses ou anos no eixo horizontal
(x), dependendo do periodo de duragao selecionado. O valor superior no eixo y indica a duragéao
maxima de atraso alcangada no periodo de duragdo mostrado no eixo x. A linha laranja horizontal no
grafico representa o limiar de erro de atraso e a linha amarela horizontal representa o limiar de aviso
de atraso. Posicionar o cursor sobre estas linhas apresenta a definicdo de limiar. A linha azul
horizontal representa a duragao do atraso. Vocé pode visualizar os detalhes de pontos especificos no
grafico posicionando o cursor sobre uma area de interesse.

> Duragao da transferéncia de relacionamento

Exibe segundos, minutos ou horas no eixo vertical (y) e exibe dias, meses ou anos no eixo horizontal
(x), dependendo do periodo de duragao selecionado. O valor superior no eixo y indica a duragéo
maxima de transferéncia alcangada no periodo de duragdo mostrado no eixo x. Vocé pode visualizar
os detalhes de pontos especificos no grafico posicionando o cursor sobre a area de interesse.

@ Esse grafico ndo esta disponivel para volumes que estao em relacionamentos de
protecéo sincronos.

o * Tamanho transferido da relacao*

Exibe bytes, kilobytes, megabytes, etc., no eixo vertical (y), dependendo do tamanho da transferéncia,
e exibe dias, meses ou anos no eixo horizontal (x), dependendo do periodo de tempo selecionado. O
valor superior no eixo y indica o tamanho maximo de transferéncia atingido no periodo de duragao
mostrado no eixo x. Vocé pode visualizar os detalhes de pontos especificos no grafico posicionando o
cursor sobre uma area de interesse.

@ Esse grafico ndo esta disponivel para volumes que estdo em relacionamentos de protecao
sincronos.

Area de historia

A area Historico exibe graficos que fornecem informagdes sobre a capacidade e as reservas de espago do
volume selecionado. Além disso, vocé pode clicar no botdo Exportar para criar um relatério em formato CSV
para o grafico que vocé esta visualizando.

Os graficos podem estar vazios e a mensagem No data found € apresentada quando os dados ou o estado
do volume permanecem inalterados durante um periodo de tempo.

Vocé pode selecionar um tipo de grafico na lista suspensa na parte superior do painel Histérico. Vocé também
pode exibir detalhes de um periodo de tempo especifico selecionando 1 semana, 1 més ou 1 ano. Graficos de
histérico podem ajuda-lo a identificar tendéncias - por exemplo, se o uso de volume estiver constantemente
violando o limite quase completo, vocé pode tomar a agcao apropriada.
Os graficos de histoérico apresentam as seguintes informacgoes:
« Capacidade de volume utilizada
Exibe a capacidade usada no volume e a tendéncia em como a capacidade do volume é usada com base

no histérico de uso, como graficos de linha em bytes, kilobytes, megabytes, e assim por diante, no eixo
vertical (y). O periodo de tempo é apresentado no eixo horizontal (x). Vocé pode selecionar um periodo de
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tempo de uma semana, um més ou um ano. Vocé pode exibir os detalhes de pontos especificos no grafico
posicionando o cursor sobre uma area especifica. Vocé pode ocultar ou exibir um grafico de linha clicando
na legenda apropriada. Por exemplo, quando vocé clica na legenda volume usado capacidade, a linha do
grafico volume usado capacidade é oculta.

Capacidade de volume utilizada vs total

Exibe a tendéncia de como a capacidade de volume € usada com base no histoérico de uso, bem como a
capacidade usada, capacidade total e detalhes da economia de espaco da deduplicacdo e compactacao,
como graficos de linha, em bytes, kilobytes, megabytes, e assim por diante, no eixo vertical (y). O periodo
de tempo é apresentado no eixo horizontal (x). Vocé pode selecionar um periodo de tempo de uma
semana, um més ou um ano. Vocé pode exibir os detalhes de pontos especificos no grafico posicionando
0 cursor sobre uma area especifica. Vocé pode ocultar ou exibir um grafico de linha clicando na legenda
apropriada. Por exemplo, quando vocé clica na legenda capacidade de tendéncia usada, a linha de grafico
capacidade de tendéncia usada fica oculta.

Capacidade de volume utilizada (%)

Exibe a capacidade usada no volume e a tendéncia de como a capacidade do volume € usada com base
no historico de uso, como graficos de linha, em porcentagem, no eixo vertical (y). O periodo de tempo &
apresentado no eixo horizontal (x). Vocé pode selecionar um periodo de tempo de uma semana, um més
ou um ano. Vocé pode exibir os detalhes de pontos especificos no grafico posicionando o cursor sobre
uma area especifica. Vocé pode ocultar ou exibir um grafico de linha clicando na legenda apropriada. Por
exemplo, quando vocé clica na legenda volume usado capacidade, a linha do grafico volume usado
capacidade é oculta.

Capacidade do instantaneo usada (%)

Exibe o limite de aviso de reserva instantanea e instantaneo como graficos de linha e a capacidade usada
pelas copias Snapshot como um grafico de area, em porcentagem, no eixo vertical (y). O estouro
instantaneo é representado com cores diferentes. O periodo de tempo é apresentado no eixo horizontal
(x). Vocé pode selecionar um periodo de tempo de uma semana, um més ou um ano. Vocé pode exibir os
detalhes de pontos especificos no grafico posicionando o cursor sobre uma area especifica. Vocé pode
ocultar ou exibir um grafico de linha clicando na legenda apropriada. Por exemplo, quando vocé clica na
legenda reserva Instantanea, a linha do grafico reserva Instantanea fica oculta.

Lista de eventos

A lista Eventos exibe detalhes sobre eventos novos e reconhecidos:
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Gravidade

Exibe a gravidade do evento.
Evento

Exibe o nome do evento.
Tempo acionado

Exibe o tempo decorrido desde que o evento foi gerado. Se o tempo decorrido exceder uma semana, 0
carimbo de data/hora quando o evento foi gerado é exibido.



Painel Anotagdes relacionadas

O painel Anotagdes relacionadas permite-lhe visualizar detalhes da anotacdo associados ao volume
selecionado. Os detalhes incluem o nome da anotagao e os valores da anotagéo que sao aplicados ao
volume. Também pode remover anotagdes manuais do painel Anotagdes relacionadas.

Painel dispositivos relacionados

O painel dispositivos relacionados permite exibir e navegar para SVMs, agregados, gtrees, LUNs e copias
Snapshot relacionadas ao volume:

» Storage Virtual Machine
Exibe a capacidade e o status de integridade do SVM que contém o volume selecionado.
* Agregado

Exibe a capacidade e o status de integridade do agregado que contém o volume selecionado. Para
volumes FlexGroup, o numero de agregados que compdem o FlexGroup é listado.

* Volumes no agregado
Exibe o niumero e a capacidade de todos os volumes que pertencem ao agregado pai do volume
selecionado. O estado de funcionamento dos volumes também é apresentado, com base no nivel de
gravidade mais elevado. Por exemplo, se um agregado contiver dez volumes, cinco dos quais exibem o
status de Aviso e os cinco restantes exibem o status critico, o status exibido sera critico. Este componente
nao aparece para volumes FlexGroup.

* Qtrees
Exibe o numero de gtrees que o volume selecionado contém e a capacidade de gtrees com cota que o
volume selecionado contém. A capacidade dos gtrees com cota é exibida em relacéo a capacidade de
dados de volume. O estado de saude do gtrees também ¢é exibido, com base no nivel de gravidade mais
alto. Por exemplo, se um volume tiver dez gtrees, cinco com status de Aviso e os cinco restantes com
status critico, o status exibido sera critico.

* * Exportagdes de NFS*
Exibe o numero e o status das exportacdes NFS associadas ao volume.

+ Compartilhamentos CIFS
Exibe o nimero e o status dos compartilhamentos CIFS.

* LUNs

Exibe o numero e o tamanho total de todos os LUNs no volume selecionado. O estado de funcionamento
dos LUNs também é apresentado, com base no nivel de gravidade mais elevado.

» Cotas de usuarios e grupos
Exibe o numero e o status das cotas de usuario e grupo de usuarios associadas ao volume e suas qtrees.
* Volumes FlexClone

Exibe o numero e a capacidade de todos os volumes clonados do volume selecionado. O numero e a
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capacidade séo apresentados apenas se o volume selecionado contiver quaisquer volumes clonados.
* Volume principal

Exibe o nome e a capacidade do volume pai de um volume FlexClone selecionado. O volume principal é
exibido somente se o volume selecionado for um volume FlexClone.

Painel grupos relacionados

O painel grupos relacionados permite exibir a lista de grupos associados ao volume selecionado.

Painel Alertas relacionados

O painel Alertas relacionados permite visualizar a lista de alertas criados para o volume selecionado. Vocé
também pode adicionar um alerta clicando no link Adicionar alerta ou editar um alerta existente clicando no
nome do alerta.

Pagina de detalhes da maquina virtual de integridade/storage

Vocé pode usar a pagina de detalhes da maquina virtual de integridade/storage para
exibir informacgdes detalhadas sobre o SVM selecionado, como integridade, capacidade,
configuragao, politicas de dados, interfaces légicas (LIFs), LUNs, gtrees e cotas de grupo
de usuarios e usuarios. Vocé também pode exibir informagdes sobre os objetos
relacionados e alertas relacionados para o SVM.

@ Vocé s6 pode monitorar SVMs de dados.

Botoes de comando

Os botdes de comando permitem executar as seguintes tarefas para o SVM selecionado:
* Mude para a visualizagdo de desempenho
Permite navegar para a pagina de detalhes de performance/SVM.
* Agoes
o Adicionar alerta
Permite adicionar um alerta a SVM selecionada.
o Editar limites

Permite editar os limites da SVM.

@ Esse botéo € ativado somente quando estiver na guia Qtrees ou para um SVM com Infinite
volume.

o Anotar
Permite anotar o SVM selecionado.

* Visualizar maquinas virtuais de armazenamento
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Permite-lhe navegar para a pagina de inventario de maquinas virtuais de Saude/armazenamento.

Separador Saude

A guia integridade exibe informagdes detalhadas sobre disponibilidade, capacidade e problemas de protegéo
de dados de varios objetos, como volumes, agregados, LIFs nas, LIFs SAN, LUNSs, protocolos, servigos,
exportacoes de NFS e compartilhamentos CIFS.

Vocé pode clicar no grafico de um objeto para exibir a lista filtrada de objetos. Por exemplo, vocé pode clicar
no grafico de capacidade de volume que exibe avisos para exibir a lista de volumes que tém problemas de
capacidade com gravidade como aviso.

Problemas de disponibilidade

Exibe, como um grafico, o numero total de objetos, incluindo objetos que tém problemas de
disponibilidade e objetos que n&o tém problemas relacionados a disponibilidade. As cores no grafico
representam os diferentes niveis de gravidade dos problemas. As informagdes abaixo do grafico fornecem
detalhes sobre problemas de disponibilidade que podem afetar ou que ja afetaram a disponibilidade de
dados no SVM. Por exemplo, sao exibidas informagdes sobre os LIFs nas e os LIFs SAN inativos e
volumes offline.

Vocé também pode exibir informacdes sobre os protocolos e servigos relacionados que estdo sendo
executados no momento, bem como o nimero e o status das exportacdes de NFS e compartiihamentos
CIFS.

Se 0 SVM selecionado for um SVM com Infinite volume, vocé podera exibir detalhes de disponibilidade
sobre o Infinite volume.

Problemas de capacidade

Exibe, como um grafico, o nimero total de objetos, incluindo objetos que tém problemas de capacidade e
objetos que nao tém problemas relacionados a capacidade. As cores no grafico representam os diferentes
niveis de gravidade dos problemas. As informagdes abaixo do grafico fornecem detalhes sobre problemas
de capacidade que podem afetar ou que ja afetaram a capacidade dos dados no SVM. Por exempilo,
informacgdes séo exibidas sobre agregados que provavelmente violardo os valores de limite definidos.

Se 0 SVM selecionado for um SVM com Infinite volume, vocé podera visualizar detalhes de capacidade
sobre o Infinite volume.

* Questdes de protegéo*

Fornece uma visao geral rapida da integridade relacionada a protegao contra SVM exibindo, como grafico,
o numero total de relacionamentos, incluindo relacionamentos que tém problemas de protecéo e
relacionamentos que nao tém problemas relacionados a protecdo. Quando existem volumes
desprotegidos, clicar no link leva vocé a pagina de inventario de integridade/volumes, onde vocé pode
exibir uma lista filtrada dos volumes desprotegidos na SVM. As cores no grafico representam os diferentes
niveis de gravidade dos problemas. Clicar em um grafico leva vocé a pagina relacionamentos de
protecao/volume, onde vocé pode exibir uma lista filirada de detalhes da relagdo de protecéo. As
informacgdes abaixo do grafico fornecem detalhes sobre problemas de protecdo que podem afetar ou que
ja afetaram a protecédo de dados no SVM. Por exemplo, sédo exibidas informagdes sobre volumes que tém
uma reserva de copia Snapshot quase cheia ou sobre problemas de atraso de relacionamento com o
SnapMirror.

Se 0 SVM selecionado for um SVM do repositério, a area protecdo nao sera exibida.
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Separador capacidade

A guia capacidade exibe informagdes detalhadas sobre a capacidade de dados do SVM selecionado.

As informagdes a seguir sdo exibidas para um SVM com volume FlexVol volume ou FlexGroup:

» Capacidade

A area capacidade exibe detalhes sobre a capacidade usada e disponivel alocada de todos os volumes:

Capacidade total

Exibe a capacidade total (em MB, GB, etc.) do SVM.

Usado

Exibe o espaco usado pelos dados nos volumes que pertencem ao SVM.
Garantido disponivel

Exibe o espaco disponivel garantido para dados disponiveis para volumes no SVM.
Sem garantia

Exibe o espaco disponivel restante para os dados alocados para volumes provisionados de forma fina
no SVM.

* Volumes com problemas de capacidade
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A lista volumes com problemas de capacidade exibe, em formato tabular, detalhes sobre os volumes com
problemas de capacidade:

o Estado

Indica que o volume tem um problema relacionado com a capacidade de uma gravidade indicada.

Vocé pode mover o ponteiro sobre o status para exibir mais informagdes sobre o evento relacionado a
capacidade ou eventos gerados para o volume.

Se o status do volume for determinado por um Unico evento, vocé podera exibir informacdes como o
nome do evento, a hora e a data em que o evento foi acionado, o nome do administrador a quem o
evento foi atribuido e a causa do evento. Vocé pode usar o botdo Exibir detalhes para ver mais
informacgdes sobre o evento.

Se o status do volume for determinado por varios eventos da mesma gravidade, os trés principais
eventos serdo exibidos com informagdes como o nome do evento, a hora e a data em que os eventos
foram acionados e o nome do administrador ao qual o evento foi atribuido. Vocé pode ver mais
detalhes sobre cada um desses eventos clicando no nome do evento. Vocé também pode clicar no link
Exibir todos os eventos para visualizar a lista de eventos gerados.

Um volume pode ter varios eventos da mesma gravidade ou severidades diferentes. No
entanto, apenas a gravidade mais alta é exibida. Por exemplo, se um volume tiver dois
eventos com severidades de erro e aviso, somente a gravidade do erro sera exibida.

o Volume



Exibe o nome do volume.
o Capacidade de dados utilizada

Exibe, como um grafico, informagdes sobre o uso da capacidade de volume (em porcentagem).
o Dias para cheio

Apresenta o numero estimado de dias restantes antes de o volume atingir a capacidade total.
o Thin Provisioning

Indica se a garantia de espaco esta definida para o volume selecionado. Os valores validos sdo Sim e
nao

o Agregados

Para volumes FlexVol, exibe o nome do agregado que contém o volume. Para volumes FlexGroup,
exibe o numero de agregados que sao usados no FlexGroup.

As informagdes a seguir sdo exibidas para um SVM com Infinite volume:
» Capacidade
Apresenta os seguintes detalhes relacionados com a capacidade:

o Percentagem de capacidade de dados utilizada e livre
o Porcentagem da capacidade do Snapshot usada e livre

o Sobrecarga de instantaneos

Exibe o espaco de dados consumido pelas cépias Snapshot.
> Usado

Exibe o espago usado pelos dados no SVM com Infinite volume.
o Aviso

Indica que o espago na SVM com Infinite volume esta quase cheio. Se esse limite for violado, o evento
espago quase cheio sera gerado.

° Erro

Indica que o espago na SVM com Infinite volume se estiver cheio. Se esse limite for violado, o evento
espago cheio sera gerado.

e Outros detalhes

o Capacidade total
Exibe a capacidade total do SVM com Infinite volume.
o Capacidade de dados

Exibe detalhes da capacidade de dados usados, da capacidade de dados disponiveis e da capacidade
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de sobrecarga de Snapshot do SVM com Infinite volume.
o Reserva do Snapshot

Exibe os detalhes usados e gratuitos da reserva Instantanea.
o Capacidade do sistema

Exibe a capacidade do sistema usada e a capacidade do sistema disponivel no SVM com Infinite
volume.

o Limites
Exibe os limites quase completos e cheios da SVM com Infinite volume.
» * Detalhes da capacidade da Classe de armazenamento®
Exibe informagdes sobre o uso da capacidade em suas classes de armazenamento. Essas informacoes
serao exibidas somente se vocé tiver configurado classes de armazenamento para o SVM com Infinite
volume.
« * Limites de Storage Virtual Machine Storage Class*
Exibe os seguintes limites (em porcentagem) de suas classes de armazenamento:

o Limite quase total

Especifica a porcentagem em que uma classe de storage em uma SVM com Infinite volume é
considerada quase cheia.

o Limite maximo

Especifica a porcentagem na qual a classe de storage em uma SVM com Infinite volume é
considerada completa.

o Limite de utilizagdo do Snapshot

Especifica o limite, em porcentagem, do espaco reservado para copias Snapshot na classe de storage.

Separador Configuration (Configuragao)

A guia Configuracéo exibe detalhes de configuragao sobre o SVM selecionado, como cluster, volume raiz, tipo
de volumes que ele contém (Infinite volume ou volumes FlexVol) e as politicas criadas no SVM:

* Visdo geral

o Cluster
Exibe o nome do cluster ao qual o SVM pertence.
> Tipo de volume permitido

Exibe o tipo de volumes que podem ser criados no SVM. O tipo pode ser InfiniteVol, FlexVol ou
FlexVol/FlexGroup.

o Volume raiz
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Exibe o nome do volume raiz do SVM.
> Protocolos permitidos

Exibe o tipo de protocolos que podem ser configurados no SVM. Indica também se um protocolo esta
para cima (), para baixo ( )i ' ou ndo esta configurado (i ).

* LIFs de dados
o NAS

Exibe o numero de LIFs nas associadas ao SVM. Também indica se os LIFs estéo para cima (. ' ) ou
para baixo (i ).

> SAN

Exibe o numero de LIFs SAN associadas ao SVM. Também indica se os LIFs estdo para cima (i ) ou
para baixo (1 ).

o FC-NVMe

Exibe o nimero de LIFs FC-NVMe associadas ao SVM. Também indica se os LIFs estao para cima
(¢ ) ou para baixo (i ).

o Caminho de jungao

Apresenta o caminho no qual o Infinite volume esta montado. O caminho de jungéo € exibido para uma
SVM somente com Infinite volume.

o Classes de armazenamento

Exibe as classes de storage associadas ao SVM selecionado com Infinite volume. As classes de
storage sao exibidas para uma SVM somente com Infinite volume.

* LIFs de gerenciamento

> Disponibilidade

Exibe o nimero de LIFs de gerenciamento associadas ao SVM. Além disso, indica se os LIFs de
gerenciamento estado para cima (i) ou para baixo (i ).

» Politicas

o Instantaneos
Exibe o nome da politica Snapshot criada no SVM.
o Politicas de exportacao

Exibe o nome da politica de exportagdo se uma unica politica for criada ou exibe o numero de politicas
de exportagao se varias politicas forem criadas.

o Politica de dados
Exibe se uma politica de dados esta configurada para o SVM selecionado com Infinite volume.

» Servigos
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> Tipo

Exibe o tipo de servigo configurado no SVM. O tipo pode ser Domain Name System (DNS) ou Network
Information Service (NIS).

o Estado
Exibe o estado do servigo, que pode ser para cima (. ), para baixo ()i 1 ou n&o configurado (i ).

> Nome de dominio
Exibe os nomes de dominio totalmente qualificados (FQDNs) do servidor DNS para os servigos DNS
ou servidor NIS para os servigos NIS. Quando o servidor NIS esta ativado, o FQDN ativo do servidor
NIS é exibido. Quando o servidor NIS esta desativado, a lista de todos os FQDNSs é exibida.

o Endereco IP

Exibe os enderecgos IP do servidor DNS ou NIS. Quando o servidor NIS esta ativado, é apresentado o
endereco IP ativo do servidor NIS. Quando o servidor NIS esta desativado, é apresentada a lista de
todos os enderecos IP.

Separador LIFs (LIFs)

A guia LIFs exibe detalhes sobre os LIFs de dados criados no SVM selecionado:
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LIF
Exibe o nome do LIF criado no SVM selecionado.
Status operacional

Exibe o status operacional do LIF, que pode ser para cima (4} ), para baixo ( )4 ou desconhecido ().
O status operacional de um LIF é determinado pelo status de suas portas fisicas.

Estado Administrativo

Exibe o status administrativo do LIF, que pode ser para cima ({} ), para baixo ( )4 ou desconhecido ().
O status administrativo de um LIF é controlado pelo administrador de armazenamento para fazer
alteragbes na configuragéo ou para fins de manutencgéo. O estado administrativo pode ser diferente do
estado operacional. No entanto, se o status administrativo de um LIF estiver inativo, o status operacional
estara inativo por padrao.

* Enderego IP / WWPN*

Exibe o endereco IP para LIFs Ethernet e o World Wide Port Name (WWPN) para LIFs FC.

Protocolos

Exibe a lista de protocolos de dados especificados para o LIF, como CIFS, NFS, iSCSI, FC/FCoE, FC-
NVMe e FlexCache. Para Infinite volume, os protocolos SAN nao sao aplicaveis.

Funcao

Exibe a fungdo LIF. As fungdes podem ser dados ou Gerenciamento.



* Porto de casa
Exibe a porta fisica a qual o LIF foi originalmente associado.
* Porta atual

Exibe a porta fisica a qual o LIF esta atualmente associado. Se o LIF for migrado, a porta atual pode ser
diferente da porta inicial.

« Conjunto de portas
Exibe o conjunto de portas para o qual o LIF é mapeado.
* Politica de failover

Exibe a politica de failover configurada para o LIF. Para LIFs NFS, CIFS e FlexCache, a politica de failover
padréo € Next Available. A politica de failover ndo se aplica a LIFs FC e iSCSI.

* Grupos de Roteamento

Exibe o nome do grupo de roteamento. Vocé pode exibir mais informagdes sobre as rotas e o gateway de
destino clicando no nome do grupo de roteamento.

Os grupos de roteamento ndo sdo compativeis com o ONTAP 8,3 ou posterior e, portanto, uma coluna em
branco é exibida para esses clusters.

* Grupo de failover

Exibe o nome do grupo de failover.

Separador Qtrees

A guia Qtrees exibe detalhes sobre gtrees e suas cotas. Vocé pode clicar no botdo Editar limites se quiser
editar as configuragbes de limite de integridade para a capacidade de gtree para um ou mais gtrees.

Use o botdo Export para criar um (*.csv'arquivo de valores separados por virgula ) contendo os detalhes de
todos os gtrees monitorados. Ao exportar para um arquivo CSV, vocé pode optar por criar um relatoério gtrees

para o SVM atual, para todos os SVMs no cluster atual ou para todos os SVMs em todos os clusters no data
center. Alguns campos qgtrees adicionais aparecem no arquivo CSV exportado.

@ A guia Qtrees ndo € exibida para um SVM com Infinite volume.

 Status
Exibe o status atual da gtree. O status pode ser critico (€3 ), erro (€ ), Aviso (/) ) ou normal (€3).

Vocé pode mover o ponteiro sobre o icone de status para exibir mais informacdes sobre o evento ou
eventos gerados para a qtree.

Se o status da qgtree for determinado por um Unico evento, vocé podera exibir informacdes como o nome
do evento, a hora e a data em que o evento foi acionado, 0 nome do administrador a quem o evento foi
atribuido e a causa do evento. Vocé pode usar Exibir detalhes para ver mais informagées sobre o evento.
Se o status da gtree for determinado por varios eventos da mesma gravidade, os trés principais eventos

serao exibidos com informagdes como o nome do evento, a hora e a data em que os eventos foram
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acionados e o nome do administrador ao qual o evento foi atribuido. Vocé pode ver mais detalhes sobre
cada um desses eventos clicando no nome do evento. Vocé também pode usar Exibir todos os eventos
para visualizar a lista de eventos gerados.

Uma qtree pode ter varios eventos da mesma gravidade ou gravidades diferentes. No
entanto, apenas a gravidade mais alta € exibida. Por exemplo, se uma qgtree tiver dois
eventos com severidades de erro e aviso, somente a gravidade do erro sera exibida.

Qtree

Exibe o nome da gtree.

Cluster

Exibe o nome do cluster que contém a qtree. Aparece apenas no ficheiro CSV exportado.
Storage Virtual Machine

Exibe o nome da maquina virtual de storage (SVM) que contém a qtree. Aparece apenas no ficheiro CSV
exportado.

Volume

Exibe o nome do volume que contém a gtree.

Pode mover o ponteiro sobre o nome do volume para ver mais informagdes sobre o volume.
Conjunto de cotas

Indica se uma cota esta ativada ou desativada na qgtree.

Tipo de cota

Especifica se a cota € para um usuario, grupo de usuarios ou uma qtree. Aparece apenas no ficheiro CSV
exportado.

Usuario ou Grupo

Exibe o nome do usuario ou grupo de usuarios. Havera varias linhas para cada usuario e grupo de
usuarios. Quando o tipo de cota é gtree ou se a cota nao estiver definida, a coluna estara vazia. Aparece
apenas no ficheiro CSV exportado.

Disco usado %

Exibe a porcentagem de espago em disco usado. Se um limite de disco rigido for definido, esse valor sera
baseado no limite de disco rigido. Se a cota for definida sem um limite de disco rigido, o valor sera
baseado no espago de dados do volume. Se a cota nado estiver definida ou se as cotas estiverem
desativadas no volume ao qual a qtree pertence, entdo ""ndo aplicavel™ é exibido na pagina da grade e o
campo esta em branco nos dados de exportagdo CSV.

Limite rigido do disco
Exibe a quantidade maxima de espacgo em disco alocado para a gtree. O Unified Manager gera um evento

critico quando esse limite € atingido e nenhuma gravagao de disco adicional € permitida. O valor é exibido
como "ilimitado" para as seguintes condigdes: Se a cota for definida sem um limite de disco rigido, se a



cota néo for definida ou se as cotas estiverem desativadas no volume a que a qtree pertence.
 Limite de software do disco

Exibe a quantidade de espagco em disco alocado para a gtree antes que um evento de aviso seja gerado.
O valor é exibido como "ilimitado" para as seguintes condigdes: Se a cota for definida sem um limite de
software do disco, se a cota ndo for definida ou se as cotas estiverem desativadas no volume a que a
gtree pertence. Por padrao, essa coluna esta oculta.

* Limite do disco

Exibe o valor de limite definido no espago em disco. O valor é exibido como "ilimitado" para as seguintes
condigbes: Se a cota for definida sem um limite de limite de disco, se a cota nao for definida ou se as
cotas estiverem desativadas no volume a que a gtree pertence. Por padrdo, essa coluna esta oculta.

* Ficheiros utilizados %

Exibe a porcentagem de arquivos usados na qtree. Se o limite rigido do arquivo estiver definido, esse
valor sera baseado no limite rigido do arquivo. Nenhum valor sera exibido se a cota for definida sem um
limite rigido de arquivo. Se a cota nao estiver definida ou se as cotas estiverem desativadas no volume ao
qual a gtree pertence, entdo ""nao aplicavel™ & exibido na pagina da grade e o campo esta em branco nos
dados de exportagdo CSV.

Limite rigido do arquivo

Exibe o limite rigido para o nimero de arquivos permitidos no gtrees. O valor é exibido como "ilimitado"
para as seguintes condi¢des: Se a cota for definida sem um limite rigido de arquivo, se a cota nao for
definida, ou se as cotas estiverem desativadas no volume a que a gtree pertence.

 Limite de software de arquivo

Apresenta o limite de software para o numero de ficheiros permitidos no gtrees. O valor é exibido como
"ilimitado" para as seguintes condigbes: Se a cota for definida sem um limite de arquivo, se a cota nao for
definida, ou se as cotas estiverem desativadas no volume a que a gtree pertence. Por padréo, essa coluna
esta oculta.

Separador quotas de utilizador e grupo

Exibe detalhes sobre as cotas de usuario e grupo de usuarios para o SVM selecionado. Vocé pode exibir
informagdes como o status da cota, nome do usuario ou grupo de usuarios, limites fisicos e fisicos definidos
nos discos e arquivos, quantidade de espaco em disco e numero de arquivos usados e o valor de limite do
disco. Vocé também pode alterar o endere¢o de e-mail associado a um usuario ou grupo de usuarios.

* Botdo de comando Editar endereco de e-mail
Abre a caixa de dialogo Editar enderego de e-mail, que exibe o endereg¢o de e-mail atual do usuario ou
grupo de usuarios selecionado. Vocé pode modificar o enderego de e-mail. Se o campo Editar enderego
de e-mail** estiver em branco, a regra padrao sera usada para gerar um endereco de e-mail para o
usuario ou grupo de usuarios selecionado.
Se mais de um usuario tiver a mesma cota, os nomes dos usuarios seréo exibidos como valores
separados por virgula. Além disso, a regra padrao nao € usada para gerar o enderego de e-mail; portanto,

vocé deve fornecer o enderego de e-mail necessario para que as notificagdes sejam enviadas.

* Botdao de comando Configurar regras de e-mail
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Permite criar ou modificar regras para gerar um enderecgo de e-mail para as cotas de usuario ou grupo de
usuarios configuradas no SVM. Uma notificagao é enviada para o enderego de e-mail especificado quando
ha uma violacéo de cota.

Status
Exibe o status atual da cota. O estado pode ser critico (o ), Aviso (/4 ) ou normal (O).

Vocé pode mover o ponteiro sobre o icone de status para exibir mais informacdes sobre o evento ou
eventos gerados para a cota.

Se o status da cota for determinado por um Unico evento, vocé podera exibir informagdes como o nome do
evento, a hora e a data em que o evento foi acionado, o nome do administrador a quem o evento foi
atribuido e a causa do evento. Vocé pode usar Exibir detalhes para ver mais informagdes sobre o evento.

Se o status da cota for determinado por varios eventos da mesma gravidade, os trés principais eventos
serao exibidos com informagdes como o nome do evento, a hora e a data em que os eventos foram
acionados e o nome do administrador ao qual o evento foi atribuido. Vocé pode ver mais detalhes sobre
cada um desses eventos clicando no nome do evento. Vocé também pode usar Exibir todos os eventos
para visualizar a lista de eventos gerados.

Uma cota pode ter varios eventos da mesma gravidade ou severidades diferentes. No
entanto, apenas a gravidade mais alta é exibida. Por exemplo, se uma cota tiver dois
eventos com severidades de erro e aviso, somente a gravidade do erro sera exibida.

Usuario ou Grupo

Exibe o0 nome do usuario ou grupo de usuarios. Se mais de um usuario tiver a mesma cota, os nomes dos
usuarios serao exibidos como valores separados por virgula.

O valor é exibido como ""desconhecido
causa de erros SecD.

quando o ONTAP néao fornece um nome de usuario valido por

Tipo

Especifica se a cota é para um usuario ou um grupo de usuarios.

Volume ou Qtree

Exibe o nome do volume ou gtree em que a cota de usuario ou grupo de usuarios € especificada.

Vocé pode mover o ponteiro sobre o nome do volume ou gtree para ver mais informacdes sobre o volume
ou gtree.

Disco usado %

Exibe a porcentagem de espacgo em disco usado. O valor € exibido como
definida sem um limite de disco rigido.

nao aplicavel™ se a cota for

Limite rigido do disco

Exibe a quantidade maxima de espaco em disco alocado para a cota. O Unified Manager gera um evento
critico quando esse limite é atingido e nenhuma gravagao de disco adicional € permitida. O valor é exibido
como "ilimitado" se a cota for definida sem um limite rigido do disco.



* Limite de software do disco

Exibe a quantidade de espago em disco alocado para a cota antes que um evento de aviso seja gerado. O
valor é exibido como "ilimitado" se a cota for definida sem um limite de software do disco. Por padrao,
essa coluna esta oculta.

* Limite do disco

Exibe o valor de limite definido no espaco em disco. O valor é exibido como "ilimitado" se a cota for
definida sem um limite de limite de disco. Por padréo, essa coluna esta oculta.

* Ficheiros utilizados %

Exibe a porcentagem de arquivos usados na gtree. O valor é exibido como se a cota for

definida sem um limite rigido de arquivo.

nao aplicave

* Limite rigido do arquivo

Exibe o limite rigido para o nimero de arquivos permitidos na cota. O valor & exibido como "ilimitado" se a
cota for definida sem um limite rigido de arquivo.

 Limite de software de arquivo

Exibe o limite de software para o niUmero de arquivos permitidos na cota. O valor é exibido como
"ilimitado" se a cota for definida sem um limite de software de arquivo. Por padrao, essa coluna esta
oculta.

* Enderec¢o de e-mail

Exibe o endereco de e-mail do usuario ou grupo de usuarios para o qual as notificagdes sdo enviadas
quando ha uma violagao nas cotas.

Separador exportacoes NFS

A guia exportacdes NFS exibe informacdes sobre exportagdes NFS, como seu status, o caminho associado
ao volume (Infinite volumes, volumes FlexGroup ou volumes FlexVol), os niveis de acesso dos clientes as
exportagcées NFS e a politica de exportagéo definida para os volumes exportados. As exportagcdes NFS nao
serao exibidas nas seguintes condigbes: Se o volume nao estiver montado ou se os protocolos associados a
politica de exportagdo do volume nao contiverem exportacoes NFS.

Use o botdo Export para criar um (*.csv'arquivo de valores separados por virgula ) contendo os detalhes de
todas as exportagdes de NFS monitoradas. Ao exportar para um arquivo CSV, vocé pode criar um relatério de
exportacdes NFS para a SVM atual, para todos os SVMs no cluster atual ou para todos os SVMs em todos os
clusters no data center. Alguns campos de politica de exportagao adicionais aparecem no arquivo CSV
exportado.
« Status
Exibe o status atual da exportagao NFS. O status pode ser erro (0 ) ou normal (0).

+ Caminho de jungao

Apresenta o caminho para o qual o volume esta montado. Se uma politica explicita de exportagbes de
NFS for aplicada a uma qgtree, a coluna exibira o caminho do volume pelo qual a gtree pode ser acessada.
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« Caminho de jung¢ao ativo
Indica se o caminho para aceder ao volume montado esta ativo ou inativo.

* Volume ou Qtree
Exibe o nome do volume ou qgtree ao qual a politica de exportagdo NFS é aplicada. Para Infinite volumes,
o nome da SVM com Infinite volume é exibido. Se uma politica de exportacdo NFS for aplicada a uma

gtree no volume, a coluna exibira os nomes do volume e da gtree.

Vocé pode clicar no link para ver detalhes sobre o objeto na respetiva pagina de detalhes. Se o objeto for
uma gtree, os links serdo exibidos tanto para a gtree quanto para o volume.

* Cluster
Exibe o nome do cluster. Aparece apenas no ficheiro CSV exportado.
« Storage Virtual Machine
Exibe o nome da SVM com politicas de exportagdo NFS. Aparece apenas no ficheiro CSV exportado.
» Estado do volume
Exibe o estado do volume que esta sendo exportado. O estado pode ser Offline, Online, restrito ou Misto.
o Offline
O acesso de leitura ou gravagao ao volume nao € permitido.
o Online
O acesso de leitura e gravacao ao volume é permitido.
o Restrito

Operacgoes limitadas, como reconstru¢ao de paridade, sdo permitidas, mas o acesso aos dados néo &
permitido.

o Misto
Os constituintes de um volume FlexGroup nao estdo todos no mesmo estado.
» Estilo de seguranga

Exibe a permissao de acesso para os volumes exportados. O estilo de segurancga pode ser UNIX, Unified,
NTFS ou Misto.

o UNIX (clientes NFS)
Arquivos e diretérios no volume tém permissées UNIX.
o Unificado
Os arquivos e diretorios no volume tém um estilo de seguranga unificado.

o NTFS (clientes CIFS)
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Os arquivos e diretorios no volume tém permissées do Windows NTFS.
o Misto
Arquivos e diretérios no volume podem ter permissées UNIX ou permissées Windows NTFS.
* Permissao UNIX

Exibe os bits de permissdo UNIX em um formato de cadeia de carateres octal, que é definido para os
volumes que sao exportados. E semelhante aos bits de permissao do estilo UNIX.

 Politica de exportacao
Exibe as regras que definem a permisséo de acesso para volumes exportados. Vocé pode clicar no link
para exibir detalhes sobre as regras associadas a politica de exportagéo, como os protocolos de
autenticacdo e a permissao de acesso.
Quando vocé gera um relatdrio para a pagina exportagées NFS, todas as regras que pertencem a politica
de exportacao sao exportadas para o arquivo CSV. Por exemplo, se houver duas regras na politica de
exportacao, vocé vera apenas uma linha na pagina de grade de exportagées NFS, mas os dados
exportados terdo duas linhas correspondentes as duas regras.

+ indice de regras

Exibe as regras associadas a politica de exportagdo, como os protocolos de autenticagdo e a permissao
de acesso. Aparece apenas no ficheiro CSV exportado.

* Protocolos de Acesso

Exibe os protocolos ativados para as regras de politica de exportagdo. Aparece apenas no ficheiro CSV
exportado.

Correspondéncia do cliente

Exibe os clientes que tém permissao para acessar dados nos volumes. Aparece apenas no ficheiro CSV
exportado.

* Acesso somente leitura

Apresenta o protocolo de autenticagao utilizado para ler dados nos volumes. Aparece apenas no ficheiro
CSV exportado.

* Acesso de leitura de escrita

Exibe o protocolo de autenticacdo usado para ler ou gravar dados nos volumes. Aparece apenas no
ficheiro CSV exportado.

Guia compartilhamentos CIFS

Exibe informacdes sobre os compartilhamentos CIFS no SVM selecionado. Vocé pode exibir informacoes
como o status do compartilhamento CIFS, nome do compartiihamento, caminho associado ao SVM, o status
do caminho de jungado do compartilhamento, que contém objeto, estado do volume contendo, dados de
seguranga do compartilhamento e politicas de exportacao definidas para o compartilhamento. Vocé também
pode determinar se existe um caminho NFS equivalente para o compartilhamento CIFS.
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@ Compartilhamentos em pastas néo séo exibidos na guia compartilhamentos CIFS.

* Botdao de comando View User Mapping
Inicia a caixa de didlogo Mapeamento de usuarios.
Vocé pode exibir os detalhes do mapeamento de usuarios para o SVM.
* Mostrar botao de comando ACL
Inicia a caixa de dialogo Controle de Acesso para o compartilhamento.
Vocé pode exibir os detalhes do usuario e da permissao para o compartilhamento selecionado.
 Status
Apresenta o estado atual da partilha. O status pode ser normal (@ ) OuU erro (0).
* Nome da partilha
Exibe o nome do compartilhamento CIFS.
+ Caminho
Apresenta o caminho de jung&o no qual a partilha é criada.
* Caminho de jung¢ao ativo
Exibe se o caminho para acessar o compartilhamento esta ativo ou inativo.
» Contendo Objeto

Exibe o nome do objeto que contém ao qual o compartilhamento pertence. O objeto que contém pode ser
um volume ou uma qgtree.

Ao clicar no link, vocé pode visualizar detalhes sobre o objeto que contém na respetiva pagina Detalhes.
Se o objeto que contém for uma gtree, os links seréo exibidos para gtree e volume.

« Estado do volume
Exibe o estado do volume que esta sendo exportado. O estado pode ser Offline, Online, restrito ou Misto.
o Offline
O acesso de leitura ou gravagao ao volume nao é permitido.
> Online
O acesso de leitura e gravagao ao volume é permitido.
o Restrito

Operacdes limitadas, como reconstrucao de paridade, sao permitidas, mas o acesso aos dados nao é
permitido.
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> Misto
Os constituintes de um volume FlexGroup nao estdo todos no mesmo estado.
» Seguranga

Exibe a permissao de acesso para os volumes exportados. O estilo de segurancga pode ser UNIX, Unified,
NTFS ou Misto.

o UNIX (clientes NFS)
Arquivos e diretérios no volume tém permissdes UNIX.
> Unificado
Os arquivos e diretérios no volume tém um estilo de segurancga unificado.
o NTFS (clientes CIFS)
Os arquivos e diretdrios no volume tém permissées do Windows NTFS.
o Misto
Arquivos e diretorios no volume podem ter permissées UNIX ou permissdes Windows NTFS.
 Politica de exportacao

Exibe o nome da politica de exportagao aplicavel ao compartilhamento. Se uma politica de exportagdo nao
for especificada para o SVM, o valor sera exibido como nao ativado.

Vocé pode clicar no link para exibir detalhes sobre as regras associadas a politica de exportagdo, como
protocolos de acesso e permissoes. O link sera desativado se a politica de exportagado estiver desativada
para o SVM selecionado.

* Equivalente NFS

Especifica se existe um equivalente NFS para o compartilhamento.

Guia San

Exibe detalhes sobre LUNs, grupos de iniciadores e iniciadores para o SVM selecionado. Por predefini¢ao, é
apresentada a vista LUNs. Vocé pode exibir detalhes sobre os grupos de iniciadores na guia grupos de
iniciadores e detalhes sobre iniciadores na guia iniciadores.

» Separador LUNs

Exibe detalhes sobre as LUNs que pertencem ao SVM selecionado. Pode visualizar informagdes como o
nome do LUN, o estado do LUN (online ou offline), o nome do sistema de ficheiros (volume ou qgtree) que
contém o LUN, o tipo de sistema operativo anfitrido, a capacidade total de dados e o numero de série do
LUN. Vocé também pode exibir informagdes se o provisionamento de thin esta habilitado no LUN e se o
LUN & mapeado para um grupo de iniciadores.

Vocé também pode exibir os grupos de iniciadores e iniciadores que sdo mapeados para o LUN
selecionado.
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» Separador grupos de iniciadores
Exibe detalhes sobre os grupos de iniciadores. Vocé pode exibir detalhes como o nome do grupo de
iniciadores, o estado de acesso, o tipo de sistema operacional do host que é usado por todos os

iniciadores do grupo e o protocolo suportado. Quando vocé clica no link na coluna Estado de acesso, vocé
pode exibir o estado de acesso atual do grupo de iniciadores.

> Normal
O grupo de iniciadores esta conetado a varios caminhos de acesso.

o Caminho unico
O grupo de iniciadores esta conetado a um uUnico caminho de acesso.

> Sem caminhos
N&o existe um caminho de acesso ligado ao grupo de iniciadores.
Vocé pode ver se os grupos de iniciadores sdo mapeados para todos os LIFs ou LIFs especificos por
meio de um conjunto de portas. Quando vocé clica no link contagem na coluna LIFs mapeadas, todos
os LIFs sao exibidos ou LIFs especificos para um conjunto de portas sdo exibidos. LIFs que sado
mapeados através do portal de destino ndo sao exibidos. E apresentado o niumero total de iniciadores

e LUNs mapeados para um grupo de iniciadores.

Vocé também pode exibir os LUNs e iniciadores que sdo mapeados para o grupo de iniciadores
selecionado.

» Separador iniciadores

Exibe o nome e o tipo do iniciador e o numero total de grupos de iniciadores mapeados para esse iniciador
para o SVM selecionado.

Também é possivel exibir os LUNs e grupos de iniciadores mapeados para o grupo de iniciadores
selecionado.

Guia Politica de dados

A guia Politica de dados permite criar, modificar, ativar ou excluir uma ou mais regras de uma politica de
dados. Vocé também pode importar a politica de dados para o banco de dados do Unified Manager e exportar
a politica de dados para o computador:

@ A guia Politica de dados € exibida somente para SVMs com Infinite volume.

* Lista de regras

Exibe a lista de regras. Ao expandir a regra, vocé pode exibir os critérios correspondentes da regra e a
classe de armazenamento em que o conteudo é colocado com base na regra.

Aregra padréo € a ultima regra da lista. N&o € possivel alterar a ordem da regra padréo.

o Critérios de correspondéncia

Exibe as condi¢des para a regra. Por exemplo, uma regra pode ser ""caminho de arquivo comega com

"/eng/nightly™".
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@ O caminho do arquivo deve sempre comecar com um caminho de jungao.

o Colocacéao de conteudo
Exibe a classe de armazenamento correspondente para a regra.
* Filtro de regras
Permite filtrar regras associadas a uma classe de armazenamento especifica listada na lista.

* Botdes de agao

o Criar
Abre a caixa de dialogo criar regra, que permite criar uma nova regra para a politica de dados.
o Editar

Abre a caixa de dialogo Editar regra, que permite modificar propriedades de regra, como caminhos de
diretorio, tipos de arquivo e proprietarios.

o Eliminar
Exclui a regra selecionada.
o Mova para cima

Move a regra selecionada para cima na lista. No entanto, vocé n&o pode mover a regra padrao para
cima na lista.

o Mover para baixo

Move a regra selecionada para baixo na lista. No entanto, n&o é possivel mover a regra padréo para
baixo na lista.

o Ativar
Ativa as regras e as alteragdes feitas na politica de dados no SVM com Infinite volume.
> Repor
Repde todas as alteragdes efetuadas na configuragéo da politica de dados.
o Importar
Importa uma configuragao de politica de dados de um arquivo.
o Exportacéo
Exporta uma configuragdo de politica de dados para um arquivo.
Area de dispositivos relacionados

A area dispositivos relacionados permite visualizar e navegar para LUNs, compartilhamentos CIFS e as cotas
de usuario e grupo de usuarios relacionadas a gtree:
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* LUNs
Exibe o numero total de LUNs associados a qtree selecionado.
» * Exportacdes de NFS*
Exibe o numero total de politicas de exportagao de NFS associadas a qtree selecionado.
* Compartilhamentos CIFS
Exibe o numero total de compartilhamentos CIFS associados a qtree selecionado.
» Cotas de usuarios e grupos
Exibe o numero total das cotas de usuario e grupo de usuarios associadas a qtree selecionada. O estado

de funcionamento das quotas de utilizador e grupo de utilizadores também é apresentado, com base no
nivel de gravidade mais elevado.

Painel Anotagdes relacionadas

O painel Anotagdes relacionadas permite visualizar os detalhes da anotagado associados ao SVM selecionado.
Os detalhes incluem o nome da anotagéo e os valores da anotagédo que séo aplicados ao SVM. Também pode
remover anota¢gdes manuais do painel Anotagdes relacionadas.

Painel dispositivos relacionados
O painel dispositivos relacionados permite visualizar o cluster, agregados e volumes relacionados ao SVM:
* Cluster
Exibe o status de integridade do cluster ao qual o SVM pertence.
* Agregados
Exibe o numero de agregados que pertencem ao SVM selecionado. O estado de saude dos agregados
também é exibido, com base no nivel de gravidade mais alto. Por exemplo, se um SVM contiver dez
agregados, cinco dos quais exibem o status de Aviso e os cinco restantes exibem o status critico, o status
exibido sera critico.

» Agregados atribuidos

Exibe o numero de agregados atribuidos a uma SVM. O estado de saude dos agregados também &
exibido, com base no nivel de gravidade mais alto.

* Volumes
Exibe o nimero e a capacidade dos volumes que pertencem ao SVM selecionado. O estado de
funcionamento dos volumes também é apresentado, com base no nivel de gravidade mais elevado.

Quando ha volumes FlexGroup na SVM, a contagem também inclui FlexGroups; ela nao inclui
componentes FlexGroup.

Painel grupos relacionados

O painel grupos relacionados permite exibir a lista de grupos associados ao SVM selecionado.
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Painel Alertas relacionados

O painel Alertas relacionados permite exibir a lista de alertas criados para o SVM selecionado. Vocé também
pode adicionar um alerta clicando no link Adicionar alerta ou editar um alerta existente clicando no nome do
alerta.

Pagina de detalhes de integridade/cluster

A pagina de detalhes de integridade/cluster fornece informagdes detalhadas sobre um
cluster selecionado, como detalhes de integridade, capacidade e configuracéo. Vocé
também pode exibir informagdes sobre as interfaces Idgicas (LIFs), nds, discos,
dispositivos relacionados e alertas relacionados para o cluster.

O status ao lado do nome do cluster, por exemplo (bom), representa o status da comunicagao; se o Unified
Manager pode se comunicar com o cluster. Ele ndo representa o status de failover ou o status geral do cluster.

Botbdes de comando
Os botdes de comando permitem executar as seguintes tarefas para o cluster selecionado:
* Mude para a visualizagdo de desempenho

Permite-lhe navegar para a pagina de detalhes de desempenho/cluster.

.I*I

Permite adicionar o cluster selecionado ao painel Favoritos.
* Acoes

o Adicionar alerta: Abre a caixa de dialogo Adicionar alerta, que permite adicionar um alerta ao cluster
selecionado.

o Redescobrir: Inicia uma atualizagdo manual do cluster, que permite ao Unified Manager descobrir
alteracdes recentes no cluster.

Se o Unified Manager estiver emparelhado com o OnCommand Workflow Automation, a operagéo de
redescoberta também readquire dados em cache DO WFA, se houver.

Apds a operacao de redescoberta ser iniciada, é apresentado um link para os detalhes do trabalho
associado para permitir o controlo do estado do trabalho.

o Anotar: Permite anotar o cluster selecionado.

¢ View clusters

Permite navegar para a pagina de inventario de integridade/clusters.

Separador Saude

Exibe informacdes detalhadas sobre problemas de disponibilidade de dados e capacidade de dados de varios
objetos de cluster, como nds, SVMs e agregados. Os problemas de disponibilidade estéo relacionados a
funcionalidade de fornecimento de dados dos objetos do cluster. Os problemas de capacidade estéao
relacionados a capacidade de armazenamento de dados dos objetos do cluster.
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Vocé pode clicar no grafico de um objeto para exibir uma lista filtrada dos objetos. Por exemplo, vocé pode
clicar no grafico de capacidade SVM que exibe avisos para exibir uma lista filtrada de SVMs. Esta lista contém
SVMs que tém volumes ou gtrees que tém problemas de capacidade com um nivel de gravidade de Aviso.
Vocé também pode clicar no grafico de disponibilidade SVMs que exibe avisos para exibir a lista de SVMs que
tém problemas de disponibilidade com um nivel de gravidade de Aviso.
* Problemas de disponibilidade

Exibe graficamente o numero total de objetos, incluindo objetos que tém problemas de disponibilidade e

objetos que ndo tém problemas relacionados a disponibilidade. As cores no grafico representam os

diferentes niveis de gravidade dos problemas. As informagdes abaixo do grafico fornecem detalhes sobre

problemas de disponibilidade que podem afetar ou que ja afetaram a disponibilidade de dados no cluster.
Por exemplo, séo exibidas informagbes sobre compartimentos de disco inativos e agregados offline.

Os dados exibidos para o grafico de barras SFO séo baseados no estado de HA dos nés.
@ Os dados apresentados para todos os outros graficos de barras séo calculados com base
nos eventos gerados.

* Problemas de capacidade
Exibe graficamente o niumero total de objetos, incluindo objetos que tém problemas de capacidade e
objetos que nao tém problemas relacionados a capacidade. As cores no grafico representam os diferentes
niveis de gravidade dos problemas. As informagdes abaixo do grafico fornecem detalhes sobre problemas

de capacidade que podem afetar ou que ja afetaram a capacidade dos dados no cluster. Por exemplo,
informacgdes séo exibidas sobre agregados que provavelmente violardo os valores de limite definidos.

Separador capacidade

Exibe informacdes detalhadas sobre a capacidade do cluster selecionado.
» Capacidade

Exibe o grafico de capacidade de dados sobre a capacidade usada e a capacidade disponivel de todos os
agregados alocados:

o Capacidade total
Exibe a capacidade total do cluster. Isso ndo inclui a capacidade atribuida para paridade.
o Usado

Exibe a capacidade usada pelos dados. Isso n&o inclui a capacidade usada para paridade,
dimensionamento correto e reserva.

o Disponivel

Exibe a capacidade disponivel para os dados.
o Pecas sobressalentes

Exibe a capacidade armazenavel disponivel para armazenamento em todos os discos sobressalentes.
> Provisionado

Exibe a capacidade provisionada para todos os volumes subjacentes.

148



* Nivel de nuvem

Exibe detalhes de capacidade sobre a camada de nuvem para agregados habilitados para FabricPool no
cluster. Um FabricPool pode ser licenciado ou ndo licenciado.

o Usado
Exibe o espaco usado pelos dados em camadas de nuvem configuradas.
> Grafico de dados
Para um Amazon S3, Microsoft Azure Cloud, IBM Cloud Object Storage ou Alibaba Cloud Object
Storage, o grafico exibe a capacidade total de dados licenciada por esse cluster e a quantidade usada
por agregados.
Para um StorageGRID, o grafico exibe apenas a capacidade total que esta sendo usada por agregados.
* Detalhes
Apresenta informacgdes detalhadas sobre a capacidade utilizada e disponivel.
o Capacidade total
Exibe a capacidade total do cluster. Isso ndo inclui a capacidade atribuida para paridade.

o Usado

Exibe a capacidade usada pelos dados. Isso ndo inclui a capacidade usada para paridade,
dimensionamento correto e reserva.

o Disponivel
Exibe a capacidade disponivel para os dados.
° Provisionado
Exibe a capacidade provisionada para todos os volumes subjacentes.
o Pecas sobressalentes
Exibe a capacidade armazenavel disponivel para armazenamento em todos os discos sobressalentes.
o Camada de nuvem
Exibe o espaco usado pelos dados em camadas de nuvem configuradas. Para um Amazon S3,
Microsoft Azure Cloud, IBM Cloud Object Storage ou Alibaba Cloud Object Storage, a capacidade total
de dados licenciada por esse cluster também é exibida.
» * Capacidade Breakout por tipo de disco*
A area Capacity Breakout by Disk Type exibe informagdes detalhadas sobre a capacidade de disco dos
varios tipos de discos no cluster. Ao clicar no tipo de disco, vocé pode exibir mais informagdes sobre o tipo

de disco na guia discos.

o Capacidade utilizavel total
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Exibe a capacidade disponivel e a capacidade sobressalente dos discos de dados.

> HDD

Apresenta graficamente a capacidade utilizada e a capacidade disponivel de todos os discos de dados
HDD no cluster. A linha pontilhada representa a capacidade sobressalente dos discos de dados no
HDD.

o Flash

= Dados SSD

Exibe graficamente a capacidade usada e a capacidade disponivel dos discos de dados SSD no
cluster.

= Cache SSD
Exibe graficamente a capacidade armazenavel dos discos de cache SSD no cluster.
= SSD sobresselente

Exibe graficamente a capacidade sobressalente dos discos SSD, dados e cache no cluster.

o Discos nao atribuidos

Exibe o niumero de discos nao atribuidos no cluster.

* Agregados com lista de problemas de capacidade
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Exibe detalhes em formato tabular sobre a capacidade usada e a capacidade disponivel dos agregados
que tém problemas de risco de capacidade.

o Estado

Indica que o agregado tem um problema relacionado a capacidade de uma determinada gravidade.

Vocé pode mover o ponteiro sobre o status para exibir mais informagées sobre o evento ou eventos
gerados para o agregado.

Se o status do agregado for determinado por um uUnico evento, vocé podera exibir informagdes como o
nome do evento, a hora e a data em que o evento foi acionado, 0 nome do administrador a quem o
evento foi atribuido e a causa do evento. Vocé pode clicar no botdo Exibir detalhes para ver mais
informacdes sobre o evento.

Se o status do agregado for determinado por varios eventos da mesma gravidade, os trés principais
eventos serdao exibidos com informagdes como o nome do evento, a hora e a data em que os eventos
sao acionados e o nome do administrador a quem o evento € atribuido. Vocé pode ver mais detalhes
sobre cada um desses eventos clicando no nome do evento. Vocé também pode clicar no link Exibir
todos os eventos para visualizar a lista de eventos gerados.

Um agregado pode ter varios eventos relacionados a capacidade da mesma gravidade ou

@ gravidades diferentes. No entanto, apenas a gravidade mais alta é exibida. Por exemplo, se
um agregado tiver dois eventos com niveis de gravidade de erro e critico, somente a
gravidade Critica sera exibida.

> Agregado



o

o

Exibe o nome do agregado.

Capacidade de dados utilizada

Exibe graficamente informagbes sobre o uso de capacidade agregada (em porcentagem).
Dias para cheio

Exibe o numero estimado de dias restantes antes que o agregado atinja a capacidade total.

Separador Configuration (Configuragao)

Exibe detalhes sobre o cluster selecionado, como endereco IP, nimero de série, Contato e localizagéo:

 Visao geral do cluster

o

LIF de gerenciamento

Exibe o LIF de gerenciamento de cluster que o Unified Manager usa para se conetar ao cluster. O
estado operacional do LIF também é exibido.

Nome do host ou endereco IP

Exibe o FQDN, o nome abreviado ou o enderecgo IP do LIF de gerenciamento de cluster que o Unified
Manager usa para se conetar ao cluster.

FQDN
Exibe o nome de dominio totalmente qualificado (FQDN) do cluster.
Versao do SO

Exibe a versdo do ONTAP que o cluster esta sendo executado. Se os noés do cluster estiverem
executando versoes diferentes do ONTAP, a versao mais antiga do ONTAP sera exibida.

Numero de série
Exibe o numero de série do cluster.
Contacto

Apresenta detalhes sobre o administrador a quem deve contactar em caso de problemas com o
cluster.

Localizacao

Apresenta a localizacéo do cluster.

* Visao geral do cluster remoto

Fornece detalhes sobre o cluster remoto em uma configuragdo do MetroCluster. Esta informagéao é
apresentada apenas para as configuragdes do MetroCluster.

o

Cluster

Exibe o nome do cluster remoto. Pode clicar no nome do cluster para navegar para a pagina de
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detalhes do cluster.
o Nome do anfitrido ou endereco IP
Exibe o FQDN, o nome curto ou o enderego IP do cluster remoto.
o Numero de série
Exibe o numero de série do cluster remoto.
o Localizagao
Apresenta a localizac&o do cluster remoto.
* Visdo geral do MetroCluster

Fornece detalhes sobre o cluster local em uma configuragao do MetroCluster. Esta informagéo &
apresentada apenas para as configuragdes do MetroCluster.

o Tipo
Exibe se o tipo MetroCluster é de dois nds ou quatro nos.
o Configuragéo
Exibe a configuragao do MetroCluster, que pode ter os seguintes valores:

= Configuragao elastica com cabos SAS
= Configuracgéo elastica com ponte FC-SAS

= Configuragédo de malha com switches FC

@ Para um MetroCluster de quatro nés, somente a configuracao de malha com switches FC &
compativel.

o Comutador nao planejado automatizado (AUSO)
Exibe se o switchover automatizado n&o planejado esta ativado para o cluster local. Por padrao, o
AUSO ¢ habilitado para todos os clusters em uma configuragdo de MetroCluster de dois nds no
Unified Manager. Vocé pode usar a interface de linha de comando para alterar a configuragdo AUSO.

* * Nos*

o Disponibilidade
Exibe o nimero de nés que estao para cima (. ) ou para baixo (i ) no cluster.

> Versbes do SO
Exibe as versdes do ONTAP que os nos estdo sendo executados, bem como o numero de nés que
executam uma verséao especifica do ONTAP. Por exemplo, 9,0 (2), 8,3 (1) especifica que dois nos

estao executando o ONTAP 9.0 e um no esta executando o ONTAP 8.3.

* Maquinas virtuais de armazenamento
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o Disponibilidade
Exibe o nimero de SVMs que estao para cima (i ) ou para baixo (i 1) no cluster.

* LIFs
o Disponibilidade

Exibe o numero de LIFs ndo-dados que estédo para cima (i ) ou para baixo (i) no cluster.
o LIFs de gerenciamento de clusters
Exibe o numero de LIFs de gerenciamento de cluster.
o LIFs de gerenciamento de nos
Exibe o numero de LIFs de gerenciamento de nés.
o LIFs de cluster
Exibe o numero de LIFs de cluster.
o LIFs entre clusters
Exibe o numero de LIFs entre clusters.

* Protocolos
o Protocolos de dados

Exibe a lista de protocolos de dados licenciados que estdo habilitados para o cluster. Os protocolos de
dados incluem iSCSI, CIFS, NFS, NVMe e FC/FCoE.

 Camadas de nuvem

Lista os nomes dos niveis de nuvem aos quais esse cluster esta conetado. Ele também lista o tipo
(Amazon S3, Microsoft Azure Cloud, IBM Cloud Object Storage, Alibaba Cloud Object Storage ou
StorageGRID) e os estados das camadas de nuvem (disponiveis ou indisponiveis).

Separador conetividade MetroCluster

Exibe os problemas e o status de conetividade dos componentes do cluster na configuracdo do MetroCluster.
Um cluster é exibido em uma caixa vermelha quando o parceiro de recuperacao de desastres do cluster tiver
problemas.

@ A guia conetividade do MetroCluster é exibida somente para clusters que estdo em uma
configuragdo do MetroCluster.

Pode navegar para a pagina de detalhes de um cluster remoto clicando no nome do cluster remoto. Vocé
também pode visualizar os detalhes dos componentes clicando no link contagem de um componente. Por
exemplo, clicar no link contagem do né no cluster exibe a guia né na pagina de detalhes do cluster. Clicar no
link contagem dos discos no cluster remoto exibe a guia disco na pagina de detalhes do cluster remoto.
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Ao gerenciar uma configuracdo de MetroCluster de oito nds, clicar no link contagem do
componente shelves de disco exibe apenas as gavetas locais do par de HA padrdo. Além disso,
nao ha como exibir as gavetas locais no outro par de HA.

Vocé pode mover o ponteiro sobre os componentes para exibir os detalhes e o status de conetividade dos
clusters em caso de qualquer problema e para exibir mais informagdes sobre o evento ou eventos gerados
para o problema.

Se o status do problema de conetividade entre componentes for determinado por um unico evento, vocé
podera exibir informagdes como o nome do evento, a hora e a data em que o evento foi acionado, o nome do
administrador a quem o evento foi atribuido e a causa do evento. O botdo Ver Detalhes fornece mais
informacdes sobre o evento.

Se o status do problema de conetividade entre componentes for determinado por varios eventos da mesma
gravidade, os trés principais eventos serao exibidos com informagdes como o nome do evento, a hora e a
data em que os eventos sdo acionados e o nome do administrador a quem o evento € atribuido. Vocé pode
ver mais detalhes sobre cada um desses eventos clicando no nome do evento. Vocé também pode clicar no
link Exibir todos os eventos para visualizar a lista de eventos gerados.

Guia replicagao do MetroCluster

Exibe o status dos dados que estdo sendo replicados. Vocé pode usar a guia replicagdo do MetroCluster para
garantir a protecéo de dados espelhando os dados de maneira sincrona com os clusters ja direcionados. Um
cluster é exibido em uma caixa vermelha quando o parceiro de recuperacéo de desastres do cluster tiver
problemas.

@ A guia replicagao do MetroCluster é exibida somente para clusters que estdo em uma
configuragéo do MetroCluster.

Em um ambiente MetroCluster, vocé pode usar essa guia para verificar as conexdes logicas e o peering do
cluster local com o cluster remoto. Vocé pode exibir a representagao objetiva dos componentes do cluster com
suas conexoes logicas. Isso ajuda a identificar os problemas que podem ocorrer durante o espelhamento de
metadados e dados.

Na guia replicagao do MetroCluster , o cluster local fornece a representagéo grafica detalhada do cluster
selecionado e o parceiro do MetroCluster refere-se ao cluster remoto.

Separador LIFs (LIFs)
Exibe detalhes sobre todas as LIFs que ndo sao de dados criados no cluster selecionado.
* LIF
Exibe o nome do LIF criado no cluster selecionado.
+ Status operacional

Exibe o status operacional do LIF, que pode ser para cima ({} ), para baixo ( )4 ou desconhecido ().
O status operacional de um LIF é determinado pelo status de suas portas fisicas.

« Estado Administrativo

Exibe o status administrativo do LIF, que pode ser para cima ({7} ), para baixo ()4 ou desconhecido ().
Vocé pode controlar o status administrativo de um LIF quando vocé faz alteragdes na configuragéo ou
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durante a manutengéo. O estado administrativo pode ser diferente do estado operacional. No entanto, se
o status administrativo de um LIF estiver inativo, o status operacional estara inativo por padrao.

* Endereco IP
Exibe o endereco IP do LIF.
* Fungao

Exibe a fungao do LIF. As fungdes possiveis sao LIFs de gerenciamento de clusters, LIFs de
gerenciamento de nos, LIFs de cluster e LIFs de Intercluster.

* Porto de casa
Exibe a porta fisica a qual o LIF foi originalmente associado.
* Porta atual

Exibe a porta fisica a qual o LIF esta atualmente associado. Apds a migragéo de LIF, a porta atual pode
ser diferente da porta inicial.

* Politica de failover
Exibe a politica de failover configurada para o LIF.
* Grupos de Roteamento

Exibe o nome do grupo de roteamento. Vocé pode exibir mais informagdes sobre as rotas e o gateway de
destino clicando no nome do grupo de roteamento.

Os grupos de roteamento ndo sdo compativeis com o ONTAP 8,3 ou posterior e, portanto, uma coluna em
branco é exibida para esses clusters.

* Grupo de failover

Exibe o nome do grupo de failover.

Guia nos

Exibe informacdes sobre nds no cluster selecionado. Vocé pode visualizar informacdes detalhadas sobre
pares de HA, compartimentos de disco e portas:

¢ Detalhes HA

Fornece uma representacao pictorica do estado de HA e do estado de saude dos nés no par de HA. O
estado de funcionamento do no é indicado pelas seguintes cores:

> Verde
O n6 esta em uma condicao de trabalho.
o Amarelo

O ndé assumiu o no6 do parceiro ou o0 no6 esta enfrentando alguns problemas ambientais.
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o Vermelho
O no esta inativo.

Vocé pode visualizar informagdes sobre a disponibilidade do par de HA e tomar as medidas
necessarias para evitar riscos. Por exemplo, no caso de uma possivel operagao de aquisi¢ao, é
apresentada a seguinte mensagem: Storage failover possible.

Vocé pode exibir uma lista dos eventos relacionados ao par de HA e ao seu ambiente, como
ventiladores, fontes de alimentagao, bateria NVRAM, placas flash, processador de servico e
conectividade de compartimentos de disco. Vocé também pode ver a hora em que os eventos foram
acionados.

Vocé pode visualizar outras informacdes relacionadas ao nd, como o numero do modelo e o niumero
de série.

Se houver clusters de né Unico, vocé também podera exibir detalhes sobre os nos.
Prateleiras de disco
Exibe informagdes sobre os compartimentos de disco no par de HA.

Vocé também pode exibir eventos gerados para as gavetas de disco € os componentes ambientais, bem
como a hora em que os eventos foram acionados.

o ID da prateleira
Exibe a ID da prateleira onde o disco esta localizado.
o Status do componente
Exibe detalhes ambientais das prateleiras de disco, como fontes de alimentacao, ventiladores,
sensores de temperatura, sensores de corrente, conetividade de disco e sensores de tenséo. Os
detalhes ambientais sdo apresentados como icones nas seguintes cores:
= Verde
Os componentes ambientais estao funcionando corretamente.
= Cinza
Nao ha dados disponiveis para os componentes ambientais.
* Vermelho
Alguns dos componentes ambientais estdo em baixo.

o Estado

Exibe o estado do compartimento de disco. Os estados possiveis sdo Offline, Online, no status,
Initialization required, Missing, and Unknown.

- Modelo

Exibe o numero do modelo do compartimento de disco.



o Compartimento de disco local

Indica se o compartimento de disco esta localizado no cluster local ou no cluster remoto. Essa coluna
€ exibida somente para clusters em uma configuragéo do MetroCluster.

o *|D exclusivo*
Exibe o identificador exclusivo do compartimento de disco.
> Versao do firmware
Exibe a versao do firmware do compartimento de disco.
* Portos

Exibe informacdes sobre as portas FC, FCoE e Ethernet associadas. Vocé pode exibir detalhes sobre as
portas e os LIFs associados clicando nos icones de porta.

Vocé também pode exibir os eventos gerados para as portas.
Vocé pode exibir os seguintes detalhes da porta:
o |ID da porta
Exibe o nome da porta. Por exemplo, os nomes das portas podem ser eOM, e0a e e0b.
o Funcéao

Exibe a fungao da porta. As fung¢des possiveis sdo Cluster, Data, Intercluster, Node-Management e
Undefined.

o Tipo

Exibe o protocolo da camada fisica usado para a porta. Os tipos possiveis sdo Ethernet, Fibre Channel
e FCoE.

o> WWPN

Exibe o nome da porta mundial (WWPN) da porta.
> Rev. Do firmware

Exibe a revisao de firmware da porta FC/FCoE.
o Estado

Exibe o estado atual da porta. Os estados possiveis sao para cima, para baixo, ligagao nao ligada. Ou
desconhecido ().

Pode visualizar os eventos relacionados com portas a partir da lista Eventos. Vocé também pode exibir os

detalhes de LIF associados, como nome de LIF, status operacional, enderec¢o IP ou WWPN, protocolos,
nome do SVM associado ao LIF, porta atual, politica de failover e grupo de failover.
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Separador Disks (discos)

Exibe detalhes sobre os discos no cluster selecionado. Vocé pode exibir informacdes relacionadas ao disco,
como o numero de discos usados, discos sobressalentes, discos quebrados e discos ndo atribuidos. Vocé
também pode exibir outros detalhes, como o nome do disco, o tipo de disco e o n6 proprietario do disco.
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Resumo do pool de discos

Exibe o numero de discos, que séo categorizados por tipos efetivos (FCAL, SAS, SATA, MSATA, SSD,
Array LUN e VMDISK) e o estado dos discos. Vocé também pode exibir outros detalhes, como o nimero
de agregados, discos compartilhados, discos sobressalentes, discos quebrados, discos ndo atribuidos e
discos nao suportados. Se vocé clicar no link contagem efetiva do tipo de disco, os discos do estado
selecionado e do tipo efetivo serdo exibidos. Por exemplo, se vocé clicar no link contagem do estado do
disco quebrado e do tipo SAS efetivo, todos os discos com o estado do disco quebrado e SAS do tipo
efetivo seréo exibidos.

Disco

Exibe o nome do disco.

Grupos RAID

Exibe o nome do grupo RAID.

No proprietario

Exibe o nome do né ao qual o disco pertence. Se o disco nao estiver atribuido, nenhum valor sera exibido
nesta coluna.

Estado

Exibe o estado do disco: Agregado, compartilhado, sobressalente, quebrado, n&o atribuido, ndo suportado
ou desconhecido. Por padréo, essa coluna € classificada para exibir os estados na seguinte ordem:
Quebrado, nao atribuido, nao suportado, sobressalente, agregado e compartilhado.

Disco local

Exibe Sim ou nao para indicar se o disco esta localizado no cluster local ou no cluster remoto. Essa coluna
€ exibida somente para clusters em uma configuragédo do MetroCluster.

Posicao

Exibe a posi¢ao do disco com base em seu tipo de contentor: Por exemplo, cépia, dados ou paridade. Por
padrao, essa coluna esta oculta.

Agregados impactados

Exibe o numero de agregados que séo afetados devido ao disco com falha. Vocé pode mover o ponteiro
sobre o link de contagem para exibir os agregados afetados e, em seguida, clicar no nome do agregado
para exibir detalhes do agregado. Vocé também pode clicar na contagem de agregados para exibir a lista
de agregados impactados na pagina de inventario de integridade/agregados.

Nenhum valor é exibido nesta coluna para os seguintes casos:

o Para discos quebrados quando um cluster contendo esses discos € adicionado ao Unified Manager



o Quando ndo ha discos com falha

Piscina de armazenamento

Exibe o nome do pool de armazenamento ao qual o SSD pertence. Vocé pode mover o ponteiro sobre o
nome do pool de armazenamento para exibir detalhes do pool de armazenamento.

* Capacidade armazenavel*
Exibe a capacidade do disco disponivel para uso.
* Capacidade bruta*®

Exibe a capacidade do disco bruto e ndo formatado antes do dimensionamento correto e da configuragéao
RAID. Por padrao, essa coluna esta oculta.

Tipo

Exibe os tipos de discos: Por exemplo, ATA, SATA, FCAL ou VMDISK.
* Tipo eficaz*

Exibe o tipo de disco atribuido pelo ONTAP.

Certos tipos de disco ONTAP sé&o considerados equivalentes para criar e adicionar agregados e
gerenciamento de reserva. O ONTAP atribui um tipo de disco efetivo para cada tipo de disco.

Blocos de reposi¢cao consumidos %

Exibe em porcentagem os blocos sobressalentes que sdo consumidos no disco SSD. Esta coluna esta em
branco para discos que nao sejam discos SSD.

* Vida nominal utilizada %*

Exibe em porcentagem uma estimativa da vida util do SSD usada, com base no uso real do SSD € na
previsao do fabricante da vida util do SSD. Um valor superior a 99 indica que a resisténcia estimada foi
consumida, mas pode néo indicar falha no SSD. Se o valor for desconhecido, o disco sera omitido.
Firmware

Apresenta a versao do firmware do disco.

RPM

Apresenta as rotagdes por minuto (RPM) do disco. Por padrao, essa coluna esta oculta.

Modelo

Exibe o numero do modelo do disco. Por padréo, essa coluna esta oculta.

Fornecedor

Exibe o nome do fornecedor do disco. Por padréo, essa coluna esta oculta.

ID da prateleira

Exibe a ID da prateleira onde o disco esta localizado.
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- Baia

Exibe a ID do compartimento onde o disco esta localizado.

Painel Anotagodes relacionadas

Permite visualizar os detalhes da anotacdo associados ao cluster selecionado. Os detalhes incluem o nome
da anotacéao e os valores da anotacao que sao aplicados ao cluster. Também pode remover anotacoes
manuais do painel Anotacdes relacionadas.

Painel dispositivos relacionados
Permite visualizar detalhes do dispositivo associados ao cluster selecionado.

Os detalhes incluem propriedades do dispositivo conetado ao cluster, como tipo, tamanho, contagem e status
de integridade do dispositivo. Vocé pode clicar no link contagem para mais analises sobre esse dispositivo
especifico.

Use o painel de parceiros do MetroCluster para obter contagem e detalhes sobre o parceiro MetroCluster
remoto, além de seus componentes de cluster associados, como nés, agregados e SVMs. O painel de
parceiros do MetroCluster é exibido apenas para clusters em uma configuragédo do MetroCluster.

O painel dispositivos relacionados permite visualizar e navegar para os nés, SVMs e agregados relacionados
ao cluster:

» Parceiro MetroCluster

Exibe o status de integridade do parceiro MetroCluster. Usando o link contagem, vocé pode navegar mais
longe e obter informagdes sobre a integridade e a capacidade dos componentes do cluster.

* * Nos*

Exibe o numero, a capacidade e o status de integridade dos nds que pertencem ao cluster selecionado.
Capacidade indica a capacidade utilizavel total em relacao a capacidade disponivel.

* Maquinas virtuais de armazenamento
Exibe o numero de SVMs que pertencem ao cluster selecionado.
+ Agregados

Exibe o numero, a capacidade e o status de integridade dos agregados que pertencem ao cluster
selecionado.

Painel grupos relacionados

Permite visualizar a lista de grupos que inclui o cluster selecionado.

Painel Alertas relacionados

O painel Alertas relacionados permite visualizar a lista de alertas para o cluster selecionado. Vocé também
pode adicionar um alerta clicando no link Adicionar alerta ou editar um alerta existente clicando no nome do
alerta.
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Pagina de detalhes de integridade/agregado

Vocé pode usar a pagina de detalhes de integridade/agregado para exibir informacodes
detalhadas sobre o agregado selecionado, como capacidade, informagdes de disco,
detalhes de configuragao e eventos gerados. Vocé também pode exibir informagdes
sobre os objetos relacionados e alertas relacionados para esse agregado.

Botoes de comando

Ao monitorar um agregado habilitado para FabricPool, os valores comprometidos e
supercomprometidos nesta pagina sao relevantes somente para a capacidade local ou do nivel

@ de desempenho. A quantidade de espaco disponivel na camada de nuvem nao se reflete em
valores supercomprometidos. Da mesma forma, os valores de limite agregados sao relevantes
apenas para o nivel de desempenho local.

Os botdes de comando permitem executar as seguintes tarefas para o agregado selecionado:
* Mude para a visualizagdao de desempenho

Permite navegar para a pagina de detalhes de desempenho/agregado.

L]
| *I
Permite adicionar o agregado selecionado ao painel Favoritos.

* Agoes

o Adicionar alerta
Permite adicionar um alerta ao agregado selecionado.
o Editar limites
Permite modificar as definicbes de limite para o agregado selecionado.
* Ver agregados

Permite navegar para a pagina de inventario de integridade/agregados.

Separador capacidade

A guia capacidade exibe informagdes detalhadas sobre o agregado selecionado, como sua capacidade,
limites e taxa de crescimento diaria.

Por padrao, eventos de capacidade ndo sao gerados para agregados raiz. Além disso, os valores de limite

usados pelo Unified Manager ndo séo aplicaveis a agregados de raiz de nés. Somente um representante de

suporte técnico pode modificar as configuragdes para que esses eventos sejam gerados. Quando as
configuragbes sao modificadas por um representante de suporte técnico, os valores de limite sao aplicados
agregado raiz do no.

» Capacidade

ao

Exibe o grafico de capacidade de dados e o grafico copias Snapshot, que exibe detalhes de capacidade

sobre o agregado:
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> Usado

Exibe o espaco usado pelos dados no agregado.
o Compromisso excessivo

Indica que o espago no agregado esta sobrecarregado.
> Aviso

Indica que o espacgo no agregado esta quase cheio. Se esse limite for violado, o evento espago quase
cheio sera gerado.

o Erro

Indica que o espago no agregado esta cheio. Se esse limite for violado, o evento espago cheio sera
gerado.

o Grafico de dados

Exibe a capacidade total de dados e a capacidade de dados usada do agregado. Se o agregado
estiver sobrecomprometido, um sinalizador sera exibido com a capacidade supercomprometida.

o Grafico de copias Snapshot

Este grafico é exibido apenas quando a capacidade Snapshot usada ou a reserva Instantanea néo é
zero.

Ambos os gréaficos exibem a capacidade pela qual a capacidade de captura instantanea excede a reserva
de captura instantédnea se a capacidade de captura instantdnea usada exceder a reserva de captura
instantanea.

* Nivel de nuvem

Exibe detalhes de capacidade sobre a camada de nuvem para agregados habilitados para FabricPool. Um
FabricPool pode ser licenciado ou nao licenciado.

o Usado
Exibe o espacgo usado pelos dados na camada de nuvem.

o Indisponivel
Exibe o espago na camada de nuvem para um objeto Amazon S3, Microsoft Azure Cloud FabricPool
ou IBM Cloud Object Storage que n&o pode ser usado. Esse espaco pode ser compartilhado com
outro agregado habilitado para FabricPool.

o Grafico de dados

Para um Amazon S3, Microsoft Azure Cloud, IBM Cloud Object Storage ou Alibaba Cloud Object
Storage, o grafico exibe a capacidade total de dados licenciada por esse cluster, a quantidade usada
por esse agregado e a quantidade inutilizavel de outros agregados que estdo usando a camada de
nuvem.

Para um StorageGRID, o grafico exibe apenas a capacidade total que esta sendo usada por esse
agregado.
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* Detalhes
Exibe informagdes detalhadas sobre a capacidade.
o Capacidade total
Exibe a capacidade total no agregado.
o Capacidade de dados

Exibe a quantidade de espaco usada pelo agregado (capacidade usada) e a quantidade de espacgo
disponivel no agregado (capacidade livre).

> Reserva do Snapshot
Exibe a capacidade Snapshot usada e livre do agregado.

o Capacidade excedentaria
Exibe o comprometimento agregado em excesso. O comprometimento em excesso agregado permite
que vocé fornega mais storage do que realmente disponivel em um determinado agregado, contanto

gue nem todo esse storage esteja sendo usado no momento. Quando o thin Provisioning esta em uso,
o tamanho total dos volumes no agregado pode exceder a capacidade total do agregado.

Se vocé tiver sobrecarregado seu agregado, vocé deve monitorar o espaco disponivel
cuidadosamente e adicionar armazenamento conforme necessario para evitar erros de
gravacao devido a espaco insuficiente.

o Camada de nuvem
Para um Amazon S3, Microsoft Azure Cloud, IBM Cloud Object Storage ou Alibaba Cloud Object
Storage, exibe a capacidade total licenciada, a quantidade usada por esse agregado, a quantidade
usada por outros agregados e a capacidade gratuita da camada de nuvem. Para um StorageGRID,
exibe apenas a capacidade total que esta sendo usada por esse agregado.

o Espaco total do cache
Exibe o espaco total das unidades de estado solido (SSDs) ou unidades de alocagéo adicionadas a

um agregado de Flash Pool. Se vocé ativou o Flash Pool para um agregado, mas nao adicionou
nenhum SSDs, o espago de cache sera exibido como 0 KB.

@ Esse campo sera oculto se o Flash Pool estiver desativado para um agregado.

o Limites de agregado
Exibe os seguintes limites de capacidade agregada:
= Limite quase total
Especifica a porcentagem em que um agregado esta quase cheio.
= Limite maximo

Especifica a porcentagem na qual um agregado esta cheio.
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= Limite quase comprometido
Especifica a porcentagem em que um agregado esta quase sobrecarregado.
= Limite excedido
Especifica a porcentagem em que um agregado & supercomprometido.
o QOutros Detalhes: Taxa de crescimento diaria

Exibe o espago em disco usado no agregado se a taxa de alteragéo entre as duas ultimas amostras
continuar por 24 horas.

Por exemplo, se um agregado usa 10 GB de espaco em discoa 2 pm e 12 GB a 6 pm, a taxa de
crescimento diaria (GB) para esse agregado ¢é de 2 GB.

o Movimentacao de volume
Exibe o numero de operacdes de movimentacao de volume que estdo atualmente em andamento:
= Volumes para fora
Exibe o nimero e a capacidade dos volumes que estdo sendo movidos para fora do agregado.

Vocé pode clicar no link para ver mais detalhes, como o nome do volume, agregado para o qual o
volume é movido, o status da operagéo de movimentagao de volume e o tempo de término estimado.

= Volumes em
Exibe o numero e a capacidade restante dos volumes que estdo sendo movidos para o agregado.

Vocé pode clicar no link para ver mais detalhes, como o nome do volume, o agregado a partir do qual o
volume é movido, o status da operagéo de movimentagao de volume e o tempo de término estimado.

o Capacidade utilizada estimada apds movimentagéo do volume

Exibe a quantidade estimada de espago usado (como uma porcentagem, e em KB, MB, GB e assim
por diante) no agregado depois que as operagdes de movimentacédo de volume estiverem concluidas.

Visao geral da capacidade - volumes

Exibe gréaficos que fornecem informacdes sobre a capacidade dos volumes contidos no agregado. E
apresentada a quantidade de espaco utilizada pelo volume (capacidade utilizada) e a quantidade de
espagco disponivel (capacidade livre) no volume. Quando o evento espago de volume em risco de
provisionamento reduzido é gerado para volumes provisionados de forma fina, a quantidade de espago
usado pelo volume (capacidade usada) e a quantidade de espaco disponivel no volume, mas nao pode
ser usado (capacidade inutilizavel) devido a problemas de capacidade agregada ¢é exibida.

Pode selecionar o grafico que pretende visualizar a partir das listas pendentes. Vocé pode classificar os
dados exibidos no grafico para exibir detalhes como o tamanho usado, o tamanho provisionado, a
capacidade disponivel, a taxa de crescimento diaria mais rapida e a taxa de crescimento mais lenta. Vocé
pode filtrar os dados com base nas maquinas virtuais de armazenamento (SVMs) que contém os volumes
no agregado. Vocé também pode exibir detalhes de volumes provisionados de forma fina. Vocé pode
visualizar os detalhes de pontos especificos no grafico posicionando o cursor sobre a area de interesse.
Por padrao, o grafico exibe os 30 maiores volumes filtrados no agregado.



Guia informacgodes do disco

Exibe informagdes detalhadas sobre os discos no agregado selecionado, incluindo o tipo e o tamanho do
RAID e o tipo de discos usados no agregado. A guia também exibe graficamente os grupos RAID e os tipos
de discos usados (como SAS, ATA, FCAL, SSD ou VMDISK). Vocé pode ver mais informagbes, como o
compartimento, o compartimento e a velocidade de rotacao do disco, posicionando o cursor sobre os discos
de paridade e os discos de dados.

* Dados
Exibe graficamente detalhes sobre discos de dados dedicados, discos de dados compartilhados ou
ambos. Quando os discos de dados contém discos compartilhados, os detalhes graficos dos discos
compartilhados sao exibidos. Quando os discos de dados contém discos dedicados e discos
compartilhados, os detalhes graficos dos discos de dados dedicados e dos discos de dados
compartilhados sao exibidos.
o Detalhes do RAID
Os detalhes do RAID sao exibidos apenas para discos dedicados.
= Tipo
Exibe o tipo RAID (RAIDO, RAID4, RAID-DP ou RAID-TEC).
= Tamanho do grupo
Exibe o numero maximo de discos permitidos no grupo RAID.
= Grupos

Exibe o numero de grupos RAID no agregado.

o Discos utilizados

= Tipo eficaz

Exibe os tipos de discos de dados (por exemplo, ATA, SATA, FCAL, SSD ou VMDISK) no
agregado.

= Discos de dados

Exibe o numero e a capacidade dos discos de dados atribuidos a um agregado. Os detalhes do
disco de dados n&o sao exibidos quando o agregado contém apenas discos compartilhados.

= Discos de paridade

Exibe o numero e a capacidade dos discos de paridade atribuidos a um agregado. Os detalhes do
disco de paridade ndo sao exibidos quando o agregado contém apenas discos compartilhados.

= Discos compartilhados
Exibe o numero e a capacidade dos discos de dados compartilhados atribuidos a um agregado.
Os detalhes do disco compartilhado sao exibidos somente quando o agregado contém discos

compartilhados.

o Discos sobresselentes
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Exibe o tipo efetivo do disco, o numero e a capacidade dos discos de dados sobressalentes
disponiveis para o n6 no agregado selecionado.

@ Quando um agregado é failover para o né do parceiro, o Unified Manager nao exibe todos
os discos sobressalentes compativeis com o agregado.

« Cache SSD
Fornece detalhes sobre discos SSD de cache dedicados e discos SSD de cache compartilhado.
Os seguintes detalhes para os discos SSD de cache dedicados s&o exibidos:

o Detalhes do RAID
= Tipo

Exibe o tipo RAID (RAIDO, RAID4, RAID-DP ou RAID-TEC).
= Tamanho do grupo

Exibe o nimero maximo de discos permitidos no grupo RAID.
= Grupos

Exibe o numero de grupos RAID no agregado.

o Discos utilizados

= Tipo eficaz
Indica que os discos usados para cache no agregado sao do tipo SSD.
= Discos de dados
Exibe o numero e a capacidade dos discos de dados atribuidos a um agregado para cache.
= Discos de paridade
Exibe o numero e a capacidade dos discos de paridade atribuidos a um agregado para cache.
> Discos sobresselentes

Exibe o tipo efetivo do disco, o numero e a capacidade dos discos sobressalentes disponiveis para o
nod no agregado selecionado para cache.

@ Quando um agregado é failover para o n6 do parceiro, o Unified Manager ndo exibe
todos os discos sobressalentes compativeis com o agregado.

Fornece os seguintes detalhes para o cache compartilhado:
o Piscina de armazenamento

Exibe o nome do pool de armazenamento. Vocé pode mover o ponteiro sobre o nome do pool de
armazenamento para exibir os seguintes detalhes:

= Estado
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Exibe o status do pool de armazenamento, que pode estar saudavel ou ndo saudavel.
= Alocagdes totais

Exibe as unidades de alocacao total e o tamanho no pool de armazenamento.
= Tamanho Unidade Alocagcéo

Exibe a quantidade minima de espacgo no pool de armazenamento que pode ser alocada a um
agregado.

= Discos
Exibe o nimero de discos usados para criar o pool de armazenamento. Se a contagem de discos
na coluna do pool de armazenamento e o numero de discos exibidos na guia informacdes do disco
para esse pool de armazenamento nao corresponderem, isso indica que um ou mais discos estéo
quebrados e o pool de armazenamento nao esta funcionando.

= Alocacgéo utilizada

Exibe o numero e o tamanho das unidades de alocacédo usadas pelos agregados. Vocé pode clicar
no nome do agregado para exibir os detalhes do agregado.

= Alocacgao disponivel

Exibe o numero e o tamanho das unidades de alocacao disponiveis para os nés. Vocé pode clicar
no nome do no6 para exibir os detalhes do agregado.

> Cache alocado

Exibe o tamanho das unidades de alocagao usadas pelo agregado.
o Unidades de alocagao

Exibe o numero de unidades de alocagao usadas pelo agregado.
> Discos

Exibe o numero de discos contidos no pool de armazenamento.

o Detalhes

= Pool de storage
Exibe o nimero de pools de armazenamento.
= Tamanho total
Exibe o tamanho total dos pools de armazenamento.
* Nivel de nuvem
Exibe o nome da camada de nuvem, se vocé configurou um agregado habilitado para FabricPool e mostra

a capacidade total licenciada para objetos Amazon S3, Microsoft Azure Cloud, IBM Cloud Object Storage
ou Alibaba Cloud Object Storage.
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Separador Configuration (Configuragao)

A guia Configuragéo exibe detalhes sobre o agregado selecionado, como seu n6 de cluster, tipo de bloco, tipo
de RAID, tamanho de RAID e contagem de grupo RAID:

* Visao geral
o N6

Exibe o nome do n6 que contém o agregado selecionado.
o Tipo de bloco

Exibe o formato de bloco do agregado: 32 bits ou 64 bits.
> Tipo RAID

Exibe o tipo RAID (RAIDO, RAID4, RAID-DP, RAID-TEC ou RAID misto).
> Tamanho RAID

Exibe o tamanho do grupo RAID.
o Grupos RAID

Exibe o numero de grupos RAID no agregado.
o Tipo SnapLock

Exibe o tipo de SnapLock do agregado.

* Nivel de nuvem

Se este for um agregado habilitado para FabricPool, os detalhes do armazenamento de objetos serédo
exibidos. Alguns campos séao diferentes dependendo do provedor de armazenamento:

> Nome
Exibe o nome do armazenamento de objetos quando ele foi criado pelo ONTAP.
> Provedor de storage de objetos

Exibe o nome do fornecedor de storage, por exemplo, StorageGRID, Amazon S3, IBM Cloud Object
Storage, Microsoft Azure Cloud ou Alibaba Cloud Object Storage.

> Nome do armazenamento de objetos (FQDN) ou nome do servidor
Exibe o FQDN do armazenamento de objetos.
> Chave de acesso ou conta
Exibe a chave de acesso ou a conta do armazenamento de objetos.
o Nome do balde ou Nome do recipiente

Exibe o nome do bucket ou do recipiente do armazenamento de objetos.
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> SSL

Exibe se a criptografia SSL esta ativada para o armazenamento de objetos.

Area de histéria

A area Historico exibe graficos que fornecem informagdes sobre a capacidade do agregado selecionado. Além
disso, vocé pode clicar no botdo Exportar para criar um relatoério em formato CSV para o grafico que vocé
esta visualizando.

Vocé pode selecionar um tipo de grafico na lista suspensa na parte superior do painel Historico. Vocé também
pode exibir detalhes de um periodo de tempo especifico selecionando 1 semana, 1 més ou 1 ano. Os graficos
de historico podem ajuda-lo a identificar tendéncias: Por exemplo, se 0 uso agregado estiver constantemente

violando o limite quase completo, vocé pode tomar a acdo apropriada.

Os graficos de historico apresentam as seguintes informagdes:
» Capacidade agregada utilizada (%)

Exibe a capacidade usada no agregado e a tendéncia de como a capacidade agregada é usada com base
no historico de uso como graficos de linha, em porcentagem, no eixo vertical (y). O periodo de tempo é
apresentado no eixo horizontal (x). Vocé pode selecionar um periodo de tempo de uma semana, um més
ou um ano. Vocé pode exibir os detalhes de pontos especificos no grafico posicionando o cursor sobre
uma area especifica. Vocé pode ocultar ou exibir um grafico de linha clicando na legenda apropriada. Por
exemplo, quando vocé clica na legenda capacidade usada, a linha de grafico capacidade usada é oculta.

« Capacidade agregada utilizada vs capacidade total

Exibe a tendéncia de como a capacidade agregada € usada com base no histérico de uso, bem como a
capacidade usada e a capacidade total, como graficos de linha, em bytes, kilobytes, megabytes, e assim
por diante, no eixo vertical (y). O periodo de tempo é apresentado no eixo horizontal (x). Vocé pode
selecionar um periodo de tempo de uma semana, um més ou um ano. Vocé pode exibir os detalhes de
pontos especificos no grafico posicionando o cursor sobre uma area especifica. Vocé pode ocultar ou
exibir um grafico de linha clicando na legenda apropriada. Por exemplo, quando vocé clica na legenda
capacidade de tendéncia usada, a linha de grafico capacidade de tendéncia usada fica oculta.

» Capacidade agregada utilizada (%) vs comprometida (%)

Exibe a tendéncia de como a capacidade agregada € usada com base no histérico de uso, bem como o
espago comprometido como graficos de linha, como uma porcentagem, no eixo vertical (y). O periodo de
tempo é apresentado no eixo horizontal (x). Vocé pode selecionar um periodo de tempo de uma semana,
um més ou um ano. Vocé pode exibir os detalhes de pontos especificos no grafico posicionando o cursor
sobre uma area especifica. Vocé pode ocultar ou exibir um grafico de linha clicando na legenda
apropriada. Por exemplo, quando vocé clica na legenda espago comprometido, a linha de grafico espago
comprometido fica oculta.

Lista de eventos

A lista Eventos exibe detalhes sobre eventos novos e reconhecidos:
* Gravidade

Exibe a gravidade do evento.
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* Evento
Exibe o nome do evento.
* Tempo acionado
Exibe o tempo decorrido desde que o evento foi gerado. Se o tempo decorrido exceder uma semana, 0
carimbo de data/hora para quando o evento foi gerado € exibido.
Painel dispositivos relacionados

O painel dispositivos relacionados permite exibir o nd, os volumes e os discos do cluster relacionados ao
agregado:

* N6

Exibe a capacidade e o status de integridade do né que contém o agregado. Capacidade indica a
capacidade utilizavel total em relagdo a capacidade disponivel.

» Agregados no n6
Exibe o numero e a capacidade de todos os agregados no né de cluster que contém o agregado
selecionado. O estado de saude dos agregados também é exibido, com base no nivel de gravidade mais
alto. Por exemplo, se um né de cluster contiver dez agregados, cinco dos quais exibem o status de Aviso e
os cinco restantes dos quais exibem o status critico, o status exibido sera critico.

* Volumes
Exibe o nimero e a capacidade dos volumes FlexVol e volumes FlexGroup no agregado; o nimero nao
inclui componentes FlexGroup. O estado de funcionamento dos volumes também € apresentado, com
base no nivel de gravidade mais elevado.

* Pool de recursos
Exibe os pools de recursos relacionados ao agregado.

e Discos

Exibe o numero de discos no agregado selecionado.

Painel Alertas relacionados

O painel Alertas relacionados permite exibir a lista de alertas criados para o agregado selecionado. Vocé
também pode adicionar um alerta clicando no link Adicionar alerta ou editar um alerta existente clicando no
nome do alerta.

Pagina de protecaol/detalhes do trabalho

A pagina protecao/detalhes do trabalho permite exibir o status e outras informagdes
sobre tarefas especificas de trabalho de protecdo que estdo em execucao, que estdo em
fila ou que foram concluidas. Vocé pode usar essas informagdes para monitorar o
progresso do trabalho de protegao e solucionar falhas de trabalho.
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Resumo do trabalho

O resumo do trabalho apresenta as seguintes informacdes:

* ID do trabalho

* Tipo

» Estado

* Tempo de envio
* Hora concluida

* Duracéao
Botées de comando
Os botdes de comando permitem executar as seguintes tarefas:
 Atualizar
Atualiza a lista de tarefas e as propriedades associadas a cada tarefa.
* Ver trabalhos

Regressa a pagina protegao/trabalhos.

Lista de tarefas do trabalho

A lista tarefas da tarefa exibe em uma tabela todas as tarefas associadas a uma tarefa especifica e as
propriedades relacionadas a cada tarefa.

* Hora de inicio

Apresenta o dia e a hora em que a tarefa foi iniciada. Por padréo, as tarefas mais recentes sao exibidas na
parte superior da coluna e as tarefas mais antigas sédo exibidas na parte inferior.

* Tipo
Exibe o tipo de tarefa.
» Estado
O estado de uma determinada tarefa:
> Concluido
A tarefa terminou.
o Em fila
A tarefa esta prestes a ser executada.
° Running

A tarefa esta em execucao.
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o * Espera®

Um trabalho foi enviado e algumas tarefas associadas estdo aguardando para serem enfileiradas e
executadas.

 Status
Apresenta o estado da tarefa:
- Erro ([])
A tarefa falhou.
> Normal ([ )
A tarefa foi bem-sucedida.
> Pulado (g )
Uma tarefa falhou, resultando em tarefas subsequentes sendo ignoradas.
* Duragao
Apresenta o tempo decorrido desde o inicio da tarefa.
* Tempo completo
Exibe a hora em que a tarefa foi concluida. Por padrao, essa coluna esta oculta.
* ID da tarefa

Apresenta o GUID que identifica uma tarefa individual para um trabalho. A coluna pode ser classificada e
filtrada. Por padrao, essa coluna esta oculta.

* Ordem de dependéncia

Exibe um numero inteiro representando a sequéncia de tarefas em um grafico, com zero sendo atribuido a
primeira tarefa. Por padréo, essa coluna esta oculta.

* Painel Detalhes da tarefa

Apresenta informagdes adicionais sobre cada tarefa de trabalho, incluindo o nome da tarefa, a descrigéo
da tarefa e, se a tarefa falhar, um motivo para a falha.

* Painel de mensagens da tarefa

Exibe mensagens especificas para a tarefa selecionada. As mensagens podem incluir um motivo para o
erro e sugestdes para resolvé-lo. Nem todas as tarefas exibem mensagens de tarefa.

Adicionando usuarios

Vocé pode adicionar usuarios locais ou usuarios de banco de dados usando a pagina
Gerenciamento/usuarios. Vocé também pode adicionar usuarios remotos ou grupos que
pertencem a um servidor de autenticacao. Vocé pode atribuir fungdes a esses usuarios
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e, com base no Privileges das fungdes, os usuarios podem gerenciar os objetos de
storage e dados com o Unified Manager, ou exibir os dados em um banco de dados.

Antes de comegar

* Tem de ter a funcédo de Administrador do OnCommand.

 Para adicionar um utilizador ou grupo remoto, tem de ter ativado a autenticagcdo remota e configurado o
servidor de autenticacao.

» Se vocé planeja configurar a autenticagcdo SAML para que um provedor de identidade (IDP) autentique
usuarios acessando a interface grafica, certifique-se de que esses usuarios sejam definidos como
usuarios "remode".

O acesso a IU ndo é permitido para usuarios do tipo "local" ou "Manuteng¢ao" quando a autenticacao
SAML esta ativada.

Sobre esta tarefa

Se vocé adicionar um grupo do Windows ative Directory, todos os membros diretos e subgrupos aninhados
poderdo se autenticar no Unified Manager, a menos que os subgrupos aninhados estejam desativados. Se
vocé adicionar um grupo do OpenLDAP ou de outros servigos de autenticagéo, somente os membros diretos
desse grupo poderao se autenticar no Unified Manager.

Passos

1. Na barra de ferramentas, clique em E} e, em seguida, clique em Users (usuarios) no menu Left
Management (Gerenciamento a esquerda).

2. Na pagina Gerenciamento/usuarios, clique em Adicionar.

3. Na caixa de dialogo Adicionar usuario, selecione o tipo de usuario que deseja adicionar e insira as
informacdes necessarias.

Ao inserir as informagdes de usuario necessarias, vocé deve especificar um endereg¢o de e-mail exclusivo
para esse usuario. Vocé deve evitar especificar enderecos de e-mail compartilhados por varios usuarios.

4. Clique em Add.

Definigcoes de fungdes de utilizador

O usuario de manutencao ou o administrador do OnCommand atribui uma fungao a cada
usuario. Cada funcédo contém determinados Privileges. O escopo das atividades que
vocé pode executar no Unified Manager depende da funcéo atribuida e de qual
Privileges a fungcédo contém.

O Unified Manager inclui as seguintes fungdes de usuario predefinidas:
» Operador
Exibe informagdes do sistema de storage e outros dados coletados pelo Unified Manager, incluindo
histéricos e tendéncias de capacidade. Essa funcéo permite que o operador de armazenamento exiba,

atribua, reconheca, resolva e adicione notas para os eventos.

¢« Administrador de armazenamento
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Configura as operagdes de gerenciamento de storage no Unified Manager. Essa fungédo permite que o
administrador de storage configure limites e crie alertas e outras opgdes e politicas especificas de
gerenciamento de storage.

Administrador OnCommand

Configura configuragdes nao relacionadas ao gerenciamento de armazenamento. Essa fungédo permite o
gerenciamento de usuarios, certificados de seguranga, acesso a banco de dados e opgdes
administrativas, incluindo autenticacao, SMTP, rede e AutoSupport.

@ Quando o Unified Manager ¢ instalado em sistemas Linux, o usuario inicial com a fungao
Administrador do OnCommand é automaticamente chamado de "umadmin".

Esquema de integracao

Essa funcao permite o0 acesso somente leitura as visualizagdes do banco de dados do Unified Manager
para integrar o Unified Manager ao OnCommand Workflow Automation (WFA).

Esquema Relatorio

Essa funcao permite o acesso somente leitura a relatérios e outras visualizacdes de banco de dados
diretamente do banco de dados do Unified Manager. Os bancos de dados que podem ser visualizados
incluem:

o NetApp_model_view

o NetApp_performance

° ocum

o ocum_report

o ocum_report_birt

° opm

o scalemonitor

Definicdes dos tipos de utilizador

Um tipo de usuario especifica o tipo de conta que o usuario detém e inclui usuarios
remotos, grupos remotos, usuarios locais, usuarios de banco de dados e usuarios de
manutencdo. Cada um desses tipos tem sua proépria funcéo, que é atribuida por um
usuario com a funcdo de Administrador do OnCommand.

Os tipos de usuario do Unified Manager séo os seguintes:
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Usuario de manutengao

Criado durante a configuragéao inicial do Unified Manager. O usuario de manutengao cria usuarios
adicionais e atribui fungdes. O utilizador de manutengao é também o Unico utilizador com acesso a
consola de manutengao. Quando o Unified Manager € instalado em um sistema Red Hat Enterprise Linux
ou CentOS, o usuario de manutencgao recebe o nome de usuario "umadmin”.

Usuario local

Acessa a IU do Gerenciador Unificado e executa fungdes com base na fungao fornecida pelo usuario de



manutengao ou por um usuario com a fungdo Administrador do OnCommand.
* Grupo remoto

Um grupo de usuarios que acessam a IU do Unified Manager usando as credenciais armazenadas no
servidor de autenticagdo. O nome desta conta deve corresponder ao nome de um grupo armazenado no
servidor de autenticagdo. Todos os usuarios do grupo remoto tém acesso a IU do Unified Manager usando
suas credenciais de usuario individuais. Os grupos remotos podem executar fungdes de acordo com suas
funcdes atribuidas.

« Utilizador remoto

Acessa a IU do Unified Manager usando as credenciais armazenadas no servidor de autenticagdo. Um
usuario remoto executa fungdes com base na fungdo dada pelo usuario de manutengdo ou um usuario
com a fungédo Administrador do OnCommand.

* Usuario do banco de dados

Tem acesso somente leitura aos dados no banco de dados do Unified Manager, ndo tem acesso a
interface da Web do Unified Manager nem ao console de manutengao e néo pode executar chamadas de
API.

Funcgoes e recursos de usuario do Unified Manager

Com base na fungao de usuario atribuida, vocé pode determinar quais operacdes podem
ser executadas no Unified Manager.

A tabela a seguir exibe as fungbes que cada fung¢ao de usuario pode executar:

Funcgéo Operador Administrador Administrador Esquema de Esquema
de do integragao Relatério
armazenamento OnCommand

Ver informagbes ° . . . .
do sistema de
armazenamento

Veja outros . . . . .
dados, como

historicos e

tendéncias de

capacidade

Exibir, atribuire - . .
resolver eventos

Visualize objetos . .
do servico de

storage, como

associacdes de

SVM e pools de

recursos
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Funcgéo Operador Administrador Administrador Esquema de Esquema
de do integragao Relatério
armazenamento OnCommand

Exibir politicas - . .
de limite

Gerenciar . .
objetos de

servigo de

storage, como
associacdes de
SVM e pools de
recursos

Definir alertas . .

Gerenciar . .
opgoes de

gerenciamento

de storage

Gerenciar . .
politicas de

gerenciamento

de storage

Gerenciar .
usuarios

Gerenciar .
opc¢des
administrativas

Definir politicas .
de limite

Gerenciar .
acesso ao banco
de dados

Gerencie a .
integracdo com

O WFAe

fornecga acesso

as visualizacoes

do banco de

dados
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Funcao Operador

Fornecer acesso
somente leitura
a relatoérios e
outras exibi¢des
de banco de
dados

Programe e .
salve relatérios

Importar e
eliminar
relatorios
importados

Esquema
Relatério

Administrador Administrador
de do
armazenamento OnCommand

Esquema de
integragao

Comandos de CLI do Unified Manager compativeis

Como administrador de storage, vocé pode usar os comandos de CLI para executar
consultas nos objetos de storage, por exemplo, em clusters, agregados, volumes, gtrees
e LUNSs. Vocé pode usar os comandos CLI para consultar o banco de dados interno do
Unified Manager e o banco de dados do ONTAP. Vocé também pode usar comandos CLI
em scripts que sdo executados no inicio ou no final de uma operagao ou que séo
executados quando um alerta é acionado.

Todos os comandos devem ser precedidos com o comando um cli login € um nome de usuario e senha

validos para autenticacao.

Comando CLI

um run cmd [ -t <timeout>
] <cluster> <command>

Saida
Como recebido de ONTAP.

Descrigdo

A maneira mais simples de
executar um comando em um ou
mais hosts. Usado principalmente
para scripts de alerta para obter ou
executar uma operacao no ONTAP.
O argumento opcional timeout
define um limite maximo de tempo
(em segundos) para que o
comando seja concluido no cliente.
O padrao é 0 (espere para
sempre).
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Comando CLI

um run query <sgl command>

um datasource add -u
<username> -P <password> |
-t <protocol> ] [ -p

<port> ] <hostname-or-ip>

um datasource list [
<datasource-id>]

um datasource modify [ -h
<hostname-or-ip> ] [ -u
<username> ] [ -P
<password> ] [ -t
<protocol> ] [ -p <port> ]

<datasource-id>

um datasource remove
<datasource-id>
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Descrigdo

Executa uma consulta SQL.
Somente consultas que leem a
partir do banco de dados séo
permitidas. Qualquer operagao de
atualizacao, insercao ou exclusao
nao é suportada.

Adiciona uma fonte de dados a
lista de sistemas de
armazenamento gerenciados. Uma
fonte de dados descreve como as
conexdes com sistemas de
armazenamento sao feitas. As
opgodes -u (home de usuario) e -P
(senha) devem ser especificadas
ao adicionar uma fonte de dados. A
opgao -t (protocolo) especifica o
protocolo usado para se comunicar
com o cluster (http ou https). Se o
protocolo nao for especificado,
ambos os protocolos seréo
tentados a opgao -p (porta)
especifica a porta usada para se
comunicar com o cluster. Se a
porta nao for especificada, entdo o
valor padréo do protocolo
apropriado sera tentado. Este
comando s6 pode ser executado
pelo administrador de
armazenamento.

Exibe as fontes de dados para
sistemas de armazenamento
gerenciados.

Modifica uma ou mais opgdes de
fonte de dados. Sé pode ser
executado pelo administrador de
armazenamento.

Remove a fonte de dados do
Unified Manager.

Saida

Os resultados sao exibidos em
uma forma tabular. Se um conjunto
vazio for retornado, ou se houver
algum erro de sintaxe ou
solicitacao incorreta, ele exibira a
mensagem de erro apropriada.

Solicita que o usuario aceite o
certificado e imprime a mensagem
correspondente.

Exibe os seguintes valores em
formato tabular: ID Address
Port, Protocol Acquisition
Status,
Communication status,
Acquisition Message,
Analysis Message.

Analysis Status,

and

Exibe a mensagem
correspondente.

Exibe a mensagem
correspondente.



Comando CLI

um option list

]

[ <option>

um option set <option-
name>=<option-value> [
<option-name>=<option-
value> ... ]

um version

um lun list [-gq] [
-ObjectType <object-id>]

um svm list [-g] [
-ObjectType <object-id>]

Descrigdo

Lista opcgdes.

Define uma ou mais opgoes. O
comando s6 pode ser executado
pelo administrador de
armazenamento.

Exibe a versdo do software Unified
Manager .

Lista os LUNs ap0s a filtragem no
objeto especificado. -q € aplicavel
para todos os comandos para
mostrar nenhum cabegalho.
ObjectType pode ser lun, gtree,
cluster, volume, cota, svm. Por
exemplo: um lun list
-cluster 1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O
comando lista todos os LUNs
dentro do cluster com ID 1.

Lista os SVMs apos a filtragem no
objeto especificado. ObjectType
pode ser lun, gtree, cluster,
volume, cota, svm. Por exemplo:
um svm list -cluster 1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O
comando lista todas as SVMs
dentro do cluster com ID 1.

Saida

Exibe os seguintes valores em
formato tabular: Name, Value,
Default Value, and
Requires Restart.

Exibe a mensagem
correspondente.

Version ("7.0™)

Exibe os seguintes valores em
formato tabular: ID and LUN
path.

Exibe os seguintes valores em
formato tabular: Name and
Cluster 1ID.
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Comando CLI

um gtree list [-g] [
-ObjectType <object-id>]

um disk list [-g] [-
ObjectType <object-id>]

um cluster list [-g] [-
ObjectType <object-id>]

um cluster node list [-g]
[-ObjectType <object-id>]
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Descrigdo

Lista os qtrees ap6s a filiragem no
objeto especificado. -q & aplicavel
para todos os comandos para
mostrar nenhum cabecalho.
ObjectType pode ser lun, gtree,
cluster, volume, cota, svm. Por
exemplo: um gtree list
-cluster 1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O
comando lista todos os qgtrees
dentro do cluster com ID 1.

Lista os discos apos a filtragem no
objeto especificado. ObjectType
pode ser disco, aggr, no, cluster.
Por exemplo: um disk list
—-cluster 1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O
comando lista todos os discos
dentro do cluster com ID 1.

Lista os clusters apds a filtragem
no objeto especificado. ObjectType
pode ser disco, aggr, no, cluster,
lun, gtree, volume, cota, svm. Por
exemploium cluster list
-aggr 1

Neste exemplo, "-aggr" é o
objectType e "1" é o objectld. O
comando lista o cluster ao qual o
agregado com ID 1 pertence.

Lista os nos de cluster apos a
filtragem no objeto especificado.
ObjectType pode ser disco, aggr,
no, cluster. Por exemplo: um
cluster node list -cluster
1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O
comando lista todos os nds dentro
do cluster com ID 1.

Saida

Exibe os seguintes valores em
formato tabular: Qtree ID and
Qtree Name.

Exibe os seguintes valores em
formato tabular ObjectType and
object-id.

Exibe os seguintes valores em
formato tabular: Name, Full
Name, Serial Number,
Datasource Id, Last
Refresh Time, and Resource
Key.

Exibe os seguintes valores em
formato tabular Name and
Cluster ID.



Comando CLI

um volume list

ObjectType <object-id>]

[-q]

um quota user list

um aggr list
ObjectType <object-id>]

um event ack <event-ids>

um event resolve <event-

ids>

um event assign -u

[-g]

[-q]
ObjectType <object-id>]

[_

[_

<username> <event-id>

um event list

<source> ]

[

[

-S <event-

-S

state-filter-list>..

<event-id>

]

]

[

[_

Descrigdo

Lista os volumes apds a filtragem

Saida

Exibe os seguintes valores em

no objeto especificado. ObjectType formato tabular volume ID and

pode ser lun, gtree, cluster,
volume, cota, svm, agregado. Por
exemplo: um volume list
-cluster 1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O
comando lista todos os volumes
dentro do cluster com ID 1.

Lista os usuarios de cota apds a
filtragem no objeto especificado.
ObjectType pode ser qtree, cluster,
volume, cota, svm. Por exemplo:
um quota user list
-cluster 1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O

comando lista todos os usuarios de

cota dentro do cluster com ID 1.

Lista os agregados apos a
filtragem no objeto especificado.
ObjectType pode ser disco, aggr,
no, cluster, volume. Por exemplo:
um aggr list -cluster 1

Neste exemplo, "-cluster" é o
objectType e "1" é o objectld. O

comando lista todos os agregados
dentro do cluster com ID 1.

Reconhece um ou mais eventos.

Resolve um ou mais eventos.

Atribui um evento a um usuario.

Lista os eventos gerados pelo
sistema ou usuario. Filtra eventos
com base na origem, estado e IDs.

Volume Name.

Exibe os seguintes valores em
formato tabular ID, Name, SID
and Email.

Exibe os seguintes valores em
formato tabular Aggr ID, and
Aggr Name.

Exibe a mensagem
correspondente.

Exibe a mensagem
correspondente.

Exibe a mensagem
correspondente.

Exibe os seguintes valores em
formato tabular Source, Source
type, Name, Severity,
State, User and Timestamp.
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Comando CLI

um cli login -u <username>
[-p <password>

um cli logout

um backup restore -f
<backup file path and name
>

um help

Descrigdo

Inicia sesséo na CLI. A sessao
expira apos trés horas a partir do
momento do login, apds o qual o
usuario deve fazer login
novamente.

Faz logout da CLI.

Restaura um backup de banco de
dados usando arquivos .7z.

Exibe todos os subcomandos de
primeiro nivel.

Utilizar a consola de manutencgao

Saida

Exibe a mensagem
correspondente.

Exibe a mensagem
correspondente.

Exibe a mensagem
correspondente.

Exibe todos os subcomandos de
primeiro nivel.

Vocé pode usar o console de manutengao para configurar as configuragdes de rede,
configurar e gerenciar o sistema no qual o Unified Manager esta instalado e executar
outras tarefas de manutencao que ajudam a prevenir e solucionar possiveis problemas.

Que funcionalidade o console de manutencgao fornece

O console de manutencao do Unified Manager permite que vocé mantenha as
configuragdes no sistema do Unified Manager e fagca as alteragdes necessarias para
evitar que problemas ocorram.

Dependendo do sistema operacional no qual vocé instalou o Unified Manager, o console de manutencgao

fornece as seguintes fungdes:

» Solucione problemas com o dispositivo virtual, especialmente se a interface da Web do Unified Manager

nao estiver disponivel

* Atualize para versdes mais recentes do Unified Manager

» Gere pacotes de suporte para enviar ao suporte técnico

» Configure as definigbes de rede

 Altere a palavra-passe do utilizador de manutencgao

* Conete-se a um provedor de dados externo para enviar estatisticas de desempenho

 Alterar a coleta de dados de desempenho interna

» Restaure o banco de dados e as configuragdes do Unified Manager a partir de uma versdo com backup

anterior.
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O que o utilizador de manutengao faz

O usuario de manutencgéo é criado durante a instalagdo do Unified Manager em um
sistema Red Hat Enterprise Linux ou CentOS. O nome de usuario de manutengéao é o
usuario "umadmin”. O usuario de manutencao tem a funcdo de administrador do
OnCommand na IU da Web e esse usuario pode criar usuarios subsequentes e atribuir-
Ihes funcdes.

O usuario de manutengao, ou usuario umadmin, também pode acessar o console de manutencao do Unified
Manager.

Capacidades do utilizador de diagnéstico

O objetivo do acesso ao diagndstico é habilitar o suporte técnico para ajuda-lo na
solucdo de problemas e vocé sé deve usa-lo quando direcionado pelo suporte técnico.

O usuario de diagnoéstico pode executar comandos no nivel do SO quando dirigido pelo suporte técnico, para
fins de solugao de problemas.

Menus da consola de manutengao

O console de manutencao consiste em diferentes menus que permitem manter e
gerenciar recursos especiais e configuragdes do servidor do Unified Manager.

Dependendo do sistema operacional no qual vocé instalou o Unified Manager, o console de manutengéo
consiste nos seguintes menus:

* Atualizar o Unified Manager (somente VMware)

» Configuragao de rede (somente VMware)

» Configuragao do sistema (somente VMware)

» Suporte/ Diagnéstico

* Repor certificado de servidor

» Fornecedor de dados externo

» Configuragao do intervalo de polling de desempenho

Menu Network Configuration (Configuragao da rede)

O menu Network Configuration (Configuracao de rede) permite gerir as defini¢des de
rede. Vocé deve usar esse menu quando a interface de usuario do Unified Manager nao
estiver disponivel.

@ Esse menu nao esta disponivel se o Unified Manager estiver instalado no Red Hat Enterprise
Linux, CentOS ou no Microsoft Windows.

Estéo disponiveis as seguintes opg¢des de menu.

» Display IP Address Settings (Exibir configuragdes de enderego IP)
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Exibe as configuragdes de rede atuais do dispositivo virtual, incluindo o enderego IP, rede, enderego de
broadcast, mascara de rede, gateway e servidores DNS.

* Altere as configuracdes de endereco IP
Permite alterar qualquer uma das definigdes de rede para o dispositivo virtual, incluindo o endereco IP,
mascara de rede, gateway ou servidores DNS. Se vocé mudar as configuragdes de rede de DHCP para
redes estaticas usando o console de manutengéo, nao sera possivel editar o nome do host. Vocé deve
selecionar Commit Changes para que as alteragdes ocorram.

« Exibir configuragoes de pesquisa de nome de dominio
Exibe a lista de pesquisa de nome de dominio usada para resolver nomes de host.

« * Alterar configuragoes de pesquisa de nome de dominio*®

Permite alterar os nomes de dominio para os quais vocé deseja pesquisar ao resolver nomes de host.
Vocé deve selecionar Commit Changes para que as alteragdes ocorram.

« Exibir rotas estaticas
Apresenta as rotas de rede estaticas atuais.
« Alterar rotas estaticas

Permite adicionar ou eliminar rotas de rede estaticas. Vocé deve selecionar Commit Changes para que
as alteracbes ocorram.

o Adicionar rota

Permite adicionar uma rota estatica.
o Eliminar rota

Permite eliminar uma rota estatica.
o * Voltar*

Leva-o de volta ao Menu Principal.
> Saida

Sai da consola de manutengéo.

» * Desativar a interface de rede*

Desativa todas as interfaces de rede disponiveis. Se apenas uma interface de rede estiver disponivel, nao
€ possivel desativa-la. Vocé deve selecionar Commit Changes para que as alteragbes ocorram.

e Ativar interface de rede

Permite interfaces de rede disponiveis. Vocé deve selecionar Commit Changes para que as alteracdes
ocorram.

« Commit Changes
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Aplica quaisquer alteragdes efetuadas as definigcdes de rede para o dispositivo virtual. Vocé deve
selecionar essa opc¢ao para realizar quaisquer alteracdes feitas ou as alteracdes nao ocorrem.

* Ping um anfitrido
Faz pings em um host de destino para confirmar alteragées de enderego IP ou configuragcdes de DNS.
* Restaurar para as configuragées padrao

Repbe todas as definigdes para as predefinicdes de fabrica. Vocé deve selecionar Commit Changes para
que as alteragdes ocorram.

* * Voltar*
Leva-o de volta ao Menu Principal.
» Saida

Sai da consola de manutencgéo.

Menu System Configuration (Configuragao do sistema)

O menu System Configuration (Configuragédo do sistema) permite-lhe gerir o seu
dispositivo virtual, fornecendo varias opgoes, tais como a visualizagcado do estado do
servidor e a reinicializagdo e encerramento da maquina virtual.

@ O menu Configuragao do sistema nao estara disponivel se o Unified Manager estiver instalado
no Red Hat Enterprise Linux, CentOS ou Microsoft Windows.

Est&o disponiveis as seguintes op¢des de menu:
» Estado do servidor de visualizagao

Exibe o status atual do servidor. As opgdes de status incluem Running (Corrida) e Not Running (ndo
corrida).

Se o servidor ndo estiver em execucgao, talvez seja necessario entrar em Contato com o suporte técnico.
* Reboot Virtual Machine

Reinicializa a maquina virtual, interrompendo todos os servigos. Apds a reinicializagdo, a maquina virtual e
0S Servicos reiniciam.

* Desligue a maquina virtual

Desliga a maquina virtual, parando todos os servigos.

Vocé pode selecionar essa opgao somente no console da maquina virtual.
» * Alterar senha de usuario *

Altera a palavra-passe do utilizador que esta atualmente ligado, que s6 pode ser o utilizador de
manutencgao.
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* Aumente o tamanho do disco de dados

Aumenta o tamanho do disco de dados (disco 3) na maquina virtual.
* Aumente o tamanho do disco de troca

Aumenta o tamanho do disco de troca (disco 2) na maquina virtual.
+ Alterar fuso horario

Altera o fuso horario para a sua localizagao.
* Altere o servidor NTP

Altera as configuragdes do servidor NTP, como endereco IP ou nome de dominio totalmente qualificado
(FQDN).

* Restaurar a partir de um backup OCUM

Restaura o banco de dados do Unified Manager e as configuragdes de uma versdo com backup anterior.
* Redefinir certificado de servidor

Redefine o certificado de seguranca do servidor.
» Altere o nome de host

Altera o nome do host no qual o dispositivo virtual esta instalado.
* * Voltar*

Sai do menu System Configuration (Configuragéo do sistema) e regressa ao menu Main (Menu principal).
» Saida

Sai do menu da consola de manutengéo.

Menu suporte e Diagnéstico
O menu suporte e Diagnostico permite gerar um pacote de suporte.
A seguinte opg¢ao de menu esta disponivel:
» Gerar Pacote de suporte
Permite criar um ficheiro 7-Zip com informagdes completas de diagndstico no diretdrio inicial do utilizador
de diagnéstico. O arquivo inclui informagdes geradas por uma mensagem do AutoSupport, o conteudo do
banco de dados do Gerenciador Unificado, dados detalhados sobre os componentes internos do servidor

do Gerenciador Unificado e logs de nivel detalhado n&o incluidos normalmente nas mensagens do
AutoSupport.

Opc¢oes de menu adicionais

As opg¢des de menu a seguir permitem executar varias tarefas administrativas no
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servidor do Unified Manager.

Est&o disponiveis as seguintes op¢des de menu:

Redefinir certificado de servidor
Regenera o certificado do servidor HTTPS.

Vocé pode regenerar o certificado do servidor na GUI do Unified Manager clicando em E} > *certificado
HTTPS > Regenerate HTTPS Certificate.

* Desativar autenticagdo SAML*

Desativa a autenticacdo SAML para que o provedor de identidade (IDP) nao fornega mais autenticagéo de
logon para usuarios que acessam a GUI do Unified Manager. Essa opgao de console geralmente é usada
quando um problema com o servidor IDP ou a configuragcdo SAML impede que os usuarios acessem a
GUI do Unified Manager.

Fornecedor de dados Externo

Fornece opgoes para conetar o Unified Manager a um provedor de dados externo. Depois de estabelecer
a conexao, os dados de desempenho sao enviados para um servidor externo para que os especialistas
em desempenho de storage possam tragar as métricas de desempenho usando software de terceiros. Sao
apresentadas as seguintes opgoes:

o Configuragao do servidor de exibigao--exibe as configuragbes atuais de conexao e configuragéo
para um provedor de dados externo.

o Adicionar / Modificar conexao do servidor--permite que vocé insira novas configuragdes de
conexao para um provedor de dados externo ou altere as configuragdes existentes.

o Modificar configuragao do servidor--permite que vocé insira novas configuragdes para um provedor
de dados externo ou altere as configuragdes existentes.

o Excluir conexao do servidor--exclui a conexao com um provedor de dados externo.
Depois que a conexao € excluida, o Unified Manager perde sua conexdao com o servidor externo.
Configuragao do intervalo de polling de desempenho

Fornece uma opg¢ao para configurar com que frequéncia o Unified Manager coleta dados estatisticos de
desempenho dos clusters. O intervalo de coleta padrao é de cinco minutos.

Vocé pode alterar esse intervalo para dez ou quinze minutos se descobrir que colegdes de clusters
grandes nao estao sendo concluidas no tempo.

Saida

Sai do menu da consola de manutencao.

Alterar a palavra-passe do utilizador de manutencao no Windows

Vocé pode alterar a senha do usuario de manuteng¢ao do Unified Manager quando
necessario.
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Passos

1. Na pagina de login da IU da Web do Unified Manager, clique em Esqueceu a senha.
E apresentada uma pagina que solicita o nome do utilizador cuja palavra-passe pretende repor.
2. Digite o nome de usuario e clique em Enviar.

Um e-mail com um link para redefinir a senha é enviado para o endereco de e-mail definido para esse
nome de usuario.

3. Clique no link RESET password no e-mail e defina a nova senha.

4. Retorne a IU da Web e faga login no Unified Manager usando a nova senha.

Depois de terminar

Se o Unified Manager estiver instalado em um ambiente Microsoft Cluster Server (MSCS), vocé devera alterar
a senha do usuario de manutengao no segundo no da configuragao do MSCS. A senha do usuario de
manutengao para ambos os nés deve ser a mesma.

Alterar a senha umadmin em sistemas Linux

Por motivos de seguranga, vocé deve alterar a senha padrdo do usuario umadmin do
Unified Manager imediatamente apds concluir o processo de instalagdo. Se necessario,
vocé pode alterar a senha novamente a qualquer momento mais tarde.

Antes de comecgar

« E necessario instalar o Unified Manager em um sistema Red Hat Enterprise Linux ou CentOS Linux.

* Vocé deve ter as credenciais de usuario raiz para o sistema Linux no qual o Unified Manager esta
instalado.

Passos

1. Faga login como usuario raiz no sistema Linux no qual o Unified Manager esta sendo executado.

2. Altere a senha umadmin: passwd umadmin

O sistema solicita que vocé insira uma nova senha para o usuario umadmin.

Depois de terminar

Se o Unified Manager estiver instalado em um ambiente do Veritas Cluster Server (VCS), vocé devera alterar
a senha umadmin no segundo né da configuracéo do VCS. A senha umadmin para ambos os nos deve ser a
mesma.

Adicionando interfaces de rede

Vocé pode adicionar novas interfaces de rede se precisar separar o trafego de rede.
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Antes de comecgar
Vocé deve ter adicionado a interface de rede ao dispositivo virtual usando o vSphere.

O dispositivo virtual deve estar ligado.

Sobre esta tarefa

@ Nao é possivel executar esta operagao se o Unified Manager estiver instalado no Red Hat
Enterprise Linux ou no Microsoft Windows.

Passos
1. No console vSphere Main Menu, selecione System Configuration > Reboot Operating System.
Apds a reinicializacao, o console de manutencéo pode detetar a interface de rede recém-adicionada.

2. Aceda a consola de manutencgao.
3. Selecione Configuracao de rede > Ativar Interface de rede.

4. Selecione a nova interface de rede e pressione Enter.
Selecione eth1 e pressione Enter.

5. Digite y para ativar a interface de rede.

6. Introduza as definigcbes de rede.

E-lhe pedido que introduza as definicdes de rede se estiver a utilizar uma interface estatica ou se o DHCP
nao for detetado.

Depois de introduzir as definigbes de rede, regressa automaticamente ao menu Configuragao de rede.
7. Selecione Commit Changes.

Vocé deve confirmar as alteragdes para adicionar a interface de rede.

Adicionando espago em disco ao diretério do banco de dados do Unified Manager

O diretdrio do banco de dados do Unified Manager contém todos os dados de
integridade e desempenho coletados dos sistemas ONTAP. Algumas circunstancias
podem exigir que vocé aumente o tamanho do diretério do banco de dados.

Por exemplo, o diretério do banco de dados pode ficar cheio se o Unified Manager estiver coletando dados de

um grande numero de clusters onde cada cluster tem muitos nés. Vocé recebera um evento de aviso quando
o diretdrio do banco de dados estiver 90% cheio e um evento critico quando o diretério estiver 95% cheio.

@ Nenhum dado adicional é coletado de clusters depois que o diretério atinge 95% cheio.

As etapas necessarias para adicionar capacidade ao diretério de dados sao diferentes dependendo se o
Unified Manager esta sendo executado em um servidor VMware ESXi, em um servidor Red Hat ou CentOS
Linux ou em um servidor Microsoft Windows.
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Adicionando espaco ao diretério de dados do host Linux

Se vocé atribuiu espaco em disco insuficiente ao /opt/netapp/data diretério para
oferecer suporte ao Unified Manager quando configurou originalmente o host Linux e
instalou o Unified Manager, vocé podera adicionar espago em disco apés a instalagao
aumentando o espago em disco /opt/netapp/data no diretorio.

Antes de comegar

E necessario ter acesso de usuario raiz @8 maquina Red Hat Enterprise Linux ou CentOS Linux na qual o
Unified Manager esta instalado.

Sobre esta tarefa

Recomendamos que vocé faga backup do banco de dados do Unified Manager antes de aumentar o tamanho
do diretdrio de dados.

Passos
1. Faga login como usuario root na maquina Linux na qual vocé deseja adicionar espago em disco.
2. Pare o servigo Unified Manager e o software MySQL associado na ordem mostrada:

3. Crie uma pasta de backup temporaria (por exemplo, /backup-data) com espago em disco suficiente
para conter os dados no diretdrio atual /opt/netapp/data.

4. Copie o contetdo e a configuragao de privilégios do diretério existente /opt/netapp/data para o
diretorio de dados de backup: cp -rp /opt/netapp/data/* /backup-data

5. Se o se Linux estiver ativado:
a. Obtenha o tipo se Linux para pastas na pasta existente /opt/netapp/data:

se type= ls -Z /opt/netapp/data | awk '{print $4}'| awk -F: '{print $3}'|
head -1

O sistema retorna uma confirmagao semelhante a seguinte:

echo $se type
mysgld db t

a. Execute o chcon comando para definir o tipo se Linux para o diretério de backup: chcon -R
--type=mysqgld db t /backup-data

6. Remova o contetido do /opt/netapp/data diretorio:
a. cd /opt/netapp/data
b. rm -rf *

7. Expanda o tamanho /opt/netapp/data do diretorio para um minimo de 750 GB por meio de comandos
LVM ou adicionando discos extras.
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(D A montagem do /opt/netapp/data diretério em uma exportagdo NFS ou
compartilhamento CIFS n&o é suportada.

8. Confirme que o0 /opt/netapp/data proprietario do diretorio (mysql) e o grupo (root) estéo inalterados:
ls -1tr / | grep opt/netapp/data

O sistema retorna uma confirmagao semelhante a seguinte:

drwxr-xr-x. 17 mysqgl root 4096 Aug 28 13:08 data

9. Se o se Linux estiver ativado, confirme que o contexto /opt/netapp/data do diretdrio ainda esta
definido como mysqld_dB_t: touch /opt/netapp/data/abc’ 1ls -7 /opt/netapp/data/abc

O sistema retorna uma confirmagao semelhante a seguinte:

-rw-r--r--. root root unconfined u:object r:mysqgld db t:s0
/opt/netapp/data/abc

10. Copie o contetdo do backup-data, de volta para o diretério expandido /opt/netapp/data: cp -rp
/backup-data/* /opt/netapp/data/

11. Inicie o servigo MySQL: service mysqgld start

12. Apos o inicio do servigo MySQL, inicie os servigos ocie e ocieau na ordem mostrada: service ocie
start’ “service ocieau start

13. Depois de todos os servigos serem iniciados, exclua a pasta de /backup-data backup : rm -rf
/backup-data

Adicionando espacgo ao disco de dados da maquina virtual VMware

Se for necessario aumentar a quantidade de espaco no disco de dados para o banco de
dados do Unified Manager, vocé podera adicionar capacidade apds a instalagao
aumentando o espago em disco disk 3 no.

Antes de comecgar
» Vocé deve ter acesso ao vSphere Client.
* A maquina virtual ndo deve ter instantaneos armazenados localmente.
» Tem de ter as credenciais do utilizador de manutencao.

Sobre esta tarefa

Recomendamos que vocé faga backup de sua maquina virtual antes de aumentar o tamanho dos discos
virtuais.

Passos

1. No cliente vSphere, selecione a maquina virtual do Unified Manager e adicione mais capacidade de disco
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aos dados disk 3. Consulte a documentacao da VMware para obter detalhes.

Console.

. No cliente vSphere, selecione a maquina virtual do Unified Manager e, em seguida, selecione a guia

Clique na janela do console e, em seguida, faga login no console de manutengéo usando seu nome de

usuario e senha.

No Menu Principal, insira o0 nimero da opgao Configuragao do sistema.

No Menu de Configuragao do sistema, insira o nimero da opgdo aumentar o tamanho do disco de

dados.

Adicionando espago a unidade légica do servidor Microsoft Windows

Se vocé precisar aumentar a quantidade de espaco em disco para o banco de dados do
Unified Manager, podera adicionar capacidade a unidade légica na qual o Unified
Manager esta instalado.

Antes de comegar

Vocé deve ter o Privileges administrador do Windows.

Sobre esta tarefa

Recomendamos que vocé faga backup do banco de dados do Unified Manager antes de adicionar espago em
disco.

Passos

1. Inicie sessdo como administrador no servidor Windows no qual pretende adicionar espago em disco.

2. Siga a etapa que corresponde ao método que vocé deseja usar para adicionar mais espago:
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Opcao

Em um servidor fisico, adicione capacidade a
unidade légica na qual o servidor do Unified
Manager esta instalado.

Em um servidor fisico, adicione uma unidade de
disco rigido.

Em uma maquina virtual, aumente o tamanho de
uma particao de disco.

Descrigao

Siga as etapas no topico da Microsoft:

"Estender um volume basico"

Siga as etapas no topico da Microsoft:

"Adicionar unidades de disco rigido"

Siga as etapas no toépico VMware:

"Aumentando o tamanho de uma particao de disco"


https://technet.microsoft.com/en-us/library/cc771473(v=ws.11).aspx
https://msdn.microsoft.com/en-us/library/dd163551.aspx
https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1004071
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