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Monitorar e gerenciar o desempenho do cluster

Introducao ao monitoramento de desempenho do
OnCommand Unified Manager

O OnCommand Unified Manager fornece recursos de monitoramento de desempenho e
analise de causa-raiz de eventos para sistemas que executam o software NetApp
ONTAP.

O Unified Manager ajuda vocé a identificar workloads que estdo sobrecarregando componentes do cluster e
diminuindo o desempenho de outros workloads no cluster. Ao definir politicas de limite de desempenho, vocé
também pode especificar valores maximos para determinados contadores de desempenho para que os
eventos sejam gerados quando o limite for violado. O Unified Manager alerta vocé sobre esses eventos de
performance para que vocé tome medidas corretivas e coloque a performance de volta ao nivel normal de
operagao. Vocé pode exibir e analisar eventos na IU do Unified Manager.

O Unified Manager monitora a performance de dois tipos de workloads:
» Workloads definidos pelo usuario
Esses workloads consistem em FlexVol volumes e FlexGroup volumes criados no cluster.
» Workloads definidos pelo sistema

Esses workloads consistem em atividade interna do sistema.

Recursos de monitoramento de desempenho do Unified Manager

O Unified Manager coleta e analisa estatisticas de performance de sistemas que
executam o software ONTAP. Ele usa limites de desempenho dinamicos e limites de
desempenho definidos pelo usuario para monitorar uma variedade de contadores de
desempenho em varios componentes do cluster.

Um alto tempo de resposta (laténcia) indica que o objeto de armazenamento, por exemplo, um volume, esta
funcionando mais lento do que o normal. Esse problema também indica que o desempenho diminuiu para
aplicativos clientes que estdo usando o volume. O Unified Manager identifica o componente de storage em
que reside o problema de performance e fornece uma lista das agdes sugeridas que vocé pode tomar para
solucionar o problema de performance.

O Unified Manager inclui os seguintes recursos:
* Monitora e analisa as estatisticas de performance de workload a partir de um sistema que executa o

software ONTAP.

« Controla os contadores de performance de clusters, nds, agregados, portas, SVMs, volumes, LUNs,
namespaces NVMe e LIFs.

 Exibe graficos detalhados que plotam a atividade do workload ao longo do tempo, incluindo IOPS
(operagoes), Mbps (taxa de transferéncia), laténcia (tempo de resposta), utilizagédo, capacidade de
performance e taxa de cache.

» Permite criar politicas de limite de performance definidas pelo usuario que acionam eventos e enviam



alertas de e-mail quando os limites sao violados.

» Usa limites definidos pelo sistema e limites de performance dinamicos que aprendem sobre sua atividade
de workload para identificar e alertar vocé sobre problemas de performance.

« Identifica claramente o componente do cluster que esta em disputa.

« Identifica cargas de trabalho que estdo sobreusando componentes do cluster e as cargas de trabalho cujo
desempenho é afetado pelo aumento da atividade.

Interfaces do Unified Manager usadas para gerenciar a performance do sistema de
storage

Ha duas interfaces de usuario fornecidas pelo OnCommand Unified Manager para
monitorar e solucionar problemas de performance de storage de dados: A interface de
usuario da Web e o console de manutencgao.

IU da Web do Unified Manager

A IU da Web do Unified Manager permite que um administrador monitore e solucione problemas no sistema
de storage relacionados ao desempenho.

Esta secao descreve alguns fluxos de trabalho comuns que um administrador pode seguir para solucionar
problemas de desempenho de storage exibidos na IU da Web do Unified Manager.

Consola de manutengao

O console de manutencao permite que um administrador monitore, diagnostique e solucione problemas do

sistema operacional, problemas de atualizacao de versao, problemas de acesso do usuario e problemas de
rede relacionados ao préprio servidor do Unified Manager. Se a IU da Web do Unified Manager ndo estiver

disponivel, o console de manutencao sera a Unica forma de acesso ao Unified Manager.

Esta secao fornece instrugdes para acessar o console de manutengao e usa-lo para resolver problemas
relacionados ao funcionamento do servidor do Unified Manager.

Atividade de coleta de dados de desempenho e configuragao de cluster

O intervalo de coleta para cluster Configuration data é de 15 minutos. Por exemplo,
depois de adicionar um cluster, leva 15 minutos para exibir os detalhes do cluster na |U
do Unified Manager. Este intervalo também se aplica ao fazer alteragbes em um cluster.

Por exemplo, se vocé adicionar dois novos volumes a um SVM em um cluster, vera esses novos objetos na IU
apos o proximo intervalo de polling, que pode ser de até 15 minutos.

O Unified Manager coleta estatisticas de desempenho atuais de todos os clusters monitorados a cada cinco
minutos. Ele analisa esses dados para identificar eventos de desempenho e possiveis problemas. Ele retém
30 dias de dados de performance histdrica de cinco minutos e 390 dias de dados de performance histérica de
uma hora. Isso permite que vocé visualize detalhes de desempenho muito granulares do més atual e
tendéncias gerais de desempenho por até um ano.

As pesquisas de coleta sao compensadas por alguns minutos para que os dados de cada cluster néo sejam
enviados ao mesmo tempo, o que pode afetar o desempenho.

A tabela a seguir descreve as atividades de colegcao executadas pelo Unified Manager:



Atividade

Pesquisa de estatisticas de
desempenho

Analise estatistica

Pesquisa de configuragao

Sumarizagao

Analise de previsao e eliminagao
de dados

Eliminacao de dados

Eliminacao de dados

Intervalo de tempo

A cada 5 minutos

A cada 5 minutos

A cada 15 minutos

A cada hora

Todos os dias apos a meia-noite

Todos os dias apés as 2 da manha

Todos os dias apo6s as 3:30 da
manha

Descrigdo

Coleta dados de desempenho em
tempo real de cada cluster.

Apods cada pesquisa de
estatisticas, o Unified Manager
compara os dados coletados com
limites definidos pelo usuario,
definidos pelo sistema e dinamicos.

Se algum limite de desempenho
tiver sido violado, o Unified
Manager gerara eventos e enviara
e-mails para usuarios
especificados, se configurado para
fazé-lo.

Coleta informacbes detalhadas de
inventario de cada cluster para
identificar todos os objetos de
storage (nds, SVMs, volumes etc.).

Resume as mais recentes cole¢des
de dados de desempenho de cinco
minutos de 12 em médias horarias.

Os valores médios por hora sao
usados em algumas das paginas
da U e séo retidos por 390 dias.

Analisa dados do cluster para
estabelecer limites dindmicos para
laténcia de volume e IOPS nas
proximas 24 horas.

Exclui do banco de dados
quaisquer dados de desempenho
de cinco minutos com mais de 30
dias.

Exclui do banco de dados
quaisquer eventos e limites
dindmicos com mais de 390 dias.

Exclui do banco de dados
quaisquer dados de desempenho
de uma hora com mais de 390
dias.



O que é um ciclo de coleta de continuidade de dados

Um ciclo de coleta de continuidade de dados recupera dados de desempenho fora do
ciclo de coleta de desempenho do cluster em tempo real que é executado, por padrao, a
cada cinco minutos. As coletas de continuidade de dados permitem que o Unified
Manager preencha lacunas de dados estatisticos que ocorrem quando n&o foi possivel
coletar dados em tempo real.

A coleta de continuidade de dados ¢é suportada apenas em clusters instalados com o software ONTAP versao
8.3.1 ou posterior.

O Unified Manager realiza pesquisas de coleta de continuidade de dados de dados histéricos de desempenho
quando ocorrem os seguintes eventos:

* Inicialmente, um cluster é adicionado ao Unified Manager.
O Unified Manager reine dados historicos de desempenho dos ultimos 15 dias. Isso permite que vocé
visualize duas semanas de informagdes histéricas de desempenho de um cluster algumas horas apos a

sua adi¢ao.

Além disso, os eventos de limite definidos pelo sistema sao reportados para o periodo anterior, se
existirem.

@ 15 dias de estatisticas histéricas de volume nao sao coletados atualmente.

* O ciclo de coleta de dados de desempenho atual ndo termina no tempo.

Se a pesquisa de desempenho em tempo real ultrapassar o periodo de coleta de cinco minutos, um ciclo
de coleta de continuidade de dados é iniciado para reunir as informagdes ausentes. Sem a coleta de
continuidade de dados, o proximo periodo de coleta é ignorado.

O Unified Manager ficou inacessivel por um periodo de tempo e depois ele volta a ficar on-line, como nas
seguintes situagoes:

o Foi reiniciado.
o Ele foi desligado durante uma atualizagéo de software ou ao criar um arquivo de backup.
o Uma interrupgdo da rede é reparada.

* Um cluster ficou inacessivel por um periodo de tempo e, em seguida, ele volta online, como nas seguintes
situacoes:

o Uma interrupcéo da rede é reparada.

o Uma conexao de rede de area ampla lenta atrasou a coleta normal de dados de desempenho.

Um ciclo de coleta de continuidade de dados pode coletar no maximo 24 horas de dados histéricos. Se o
Unified Manager estiver inativo por mais de 24 horas, uma lacuna nos dados de desempenho sera exibida nas
paginas da IU.

Um ciclo de coleta de continuidade de dados e um ciclo de coleta de dados em tempo real ndo podem ser
executados ao mesmo tempo. O ciclo de coleta de continuidade de dados deve terminar antes que a coleta de
dados de desempenho em tempo real seja iniciada. Quando a coleta de continuidade de dados for necessaria
para coletar mais de uma hora de dados historicos, vocé vera uma mensagem de banner para esse cluster na
parte superior do painel desempenho.



O que significa o timestamp em dados e eventos coletados

O carimbo de data/hora que aparece nos dados de integridade e desempenho coletados,
ou que aparece como hora de detecao de um evento, é baseado na hora do cluster do
ONTAP, ajustada ao fuso horario definido no navegador da Web.

E altamente recomendavel que vocé use um servidor NTP (Network Time Protocol) para sincronizar a hora em

seus servidores Unified Manager, clusters ONTAP e navegadores da Web.

@ Se vocé vir carimbos de data/hora incorretos para um cluster especifico, talvez queira verificar
se a hora do cluster foi definida corretamente.

Navegando em workflows de performance na GUI do
Unified Manager

A interface do Unified Manager fornece muitas paginas para a coleta e exibicdo de
informagdes de desempenho. Vocé usa o painel de navegagao esquerdo para navegar

para paginas na GUI e usa guias e links nas paginas para exibir e configurar
informacdes.

Vocé usa todas as paginas a seguir para monitorar e solucionar problemas de informagdes de desempenho
do cluster:

* paginas do painel de instrumentos

* paginas de inventario de objetos de armazenamento

* pdaginas iniciais de objetos de armazenamento (incluindo o explorador de desempenho)
* paginas de configuragao e configuragao

* paginas de eventos

@ Uma pagina no Unified Manager pode exibir uma grande quantidade de informacdes. Para ver
todas as informacgdes disponiveis, sempre role até a parte inferior da pagina.
Iniciar sessao na IlU

Vocé pode fazer login na IU do Unified Manager usando um navegador da Web
compativel.

Antes de comecgar

* O navegador da Web deve atender aos requisitos minimos.

Consulte a Matriz de interoperabilidade em "mysupport.NetApp.com/matrix" para obter a lista completa de
versdes de navegador suportadas.

» Vocé deve ter o endereco IP ou URL do servidor do Unified Manager.


http://mysupport.netapp.com/matrix

Sobre esta tarefa

Vocé sera desconetado automaticamente da sesséo apos 24 horas de inatividade.

Passos

1. Insira 0 URL no navegador da Web, onde URL esta o enderego IP ou o nome de dominio totalmente
qualificado (FQDN) do servidor do Unified Manager:

° Para IPv4: https://URL/

° Para IPv6: https://[URL]/ Se o servidor usar um certificado digital autoassinado, o navegador
pode exibir um aviso indicando que o certificado nao é confiavel. Vocé pode reconhecer o risco de
continuar o acesso ou instalar um certificado digital assinado pela autoridade de certificagdo (CA) para
autenticacao do servidor.

2. No ecra de inicio de sessao, introduza o seu nome de utilizador e palavra-passe.

Se o login na interface de usuario do Unified Manager estiver protegido usando autenticagcdo SAML, vocé
inserira suas credenciais na pagina de login do provedor de identidade (IDP) em vez da pagina de login do
Unified Manager.

E apresentada a pagina Dashboards/Overview (painéis/visdo geral).

Se o servidor do Unified Manager nao for inicializado, uma nova janela do navegador
exibira o primeiro assistente de experiéncia. Vocé deve inserir um destinatario de e-mail

@ inicial para o qual os alertas de e-mail serdo enviados, o servidor SMTP que gerenciara as
comunicagodes por e-mail e se o AutoSupport esta habilitado para enviar informagdes sobre
a instalagéo do Unified Manager para suporte técnico. A IlU do Unified Manager é exibida
depois que vocé preencher essas informacoes.

Interface grafica e caminhos de navegacgao

O Unified Manager tem grande flexibilidade e permite que vocé realize varias tarefas de
varias maneiras. Ha muitos caminhos de navegagao que vocé descobrira enquanto
trabalha no Unified Manager. Embora nem todas as combinagdes possiveis de
navegacdes possam ser mostradas, vocé deve estar familiarizado com alguns dos
cenarios mais comuns.

Monitorar a navegacao de objetos do cluster

O Unified Manager permite monitorar a performance de todos os objetos em qualquer
cluster gerenciado pelo Unified Manager. O monitoramento de seus objetos de storage
fornece uma visao geral do desempenho do cluster e do objeto, além de incluir o
monitoramento de eventos de desempenho. Vocé pode visualizar o desempenho e os
eventos em um alto nivel, ou vocé pode investigar mais detalhes sobre o desempenho
do objeto e eventos de desempenho.

Este € um exemplo de muitas possiveis navegac¢des de objetos de cluster:

1. Na pagina Dashboards/Performance, identifique um cluster que vocé deseja investigar e navegue até a
pagina inicial do cluster selecionado.



2. Na pagina Resumo de desempenho/cluster, identifique o objeto de cluster que vocé deseja investigar e
navegue até a pagina de inventario desse objeto. Neste exemplo, volumes é selecionado para exibir a
pagina de inventario de desempenho/volumes.

Dashboards / Performance - 5 Clusters & Last updated: 11:33 AM, 15 Mar
s epm-simic
Latency 10PS MBps Utilization

SVMs  Volumes  LUNS Nodes SWMs Nodes SVM Nodes  Ageregates Nodes  Aggregates
16,269 10PS 3 MBps 25% 65% 258 65%
Performance / Cluster: opm-simplicity Switch to Health View - Last updazed: 11:36 AM, 15 Mar m
Summary Top Performers Explorer Information

IOPS, MBps are averaged over the previous 72 hours @

All Events on this Cluster & 10PS 14,315 MEBps 131
2
M Criceal 28] Warning
18.902 IOPS 156 MBps
| —
1 1
0 B 0 0 ] o 0 0
611510pPS 57.1 MBps
o {'—: g 5 ad
Total New Events .35& g & & F-?Q 4 & d_v.-?}
3 N 0 0 0 0
New Events ' Obsolete Events New Events | (Obsolete Events
Managed Objects &

Nodes Aggregates Ports LUNs LiFs
Performance / Velumes on cluster opm-simplicity @ Last updated: 11:43 AK, 15 Mar
Lareacy, IOPS, MBps are based on haurly samples averaged over the previous 83 hiours

& Saareh Volurme data ¥ Fitenng - X, Export o
Cl= Assign Performance Threshold Policy || Qear Performance Thrashold Policy
E[!Stllm IF volume Style Latency |10PS MBps Free Capac Total Capa Cluster  Node SvMm Aggregate Tiering Polic Threshold
]:] o vai2 Flex\vial 138 msop 3000 10P5 234 MBps | 474 GE 475GE opm-_ity | opm-.02  wvs2 2ggrd =
| a void FiexVol 0503 mefo 5,902 10P5 46,1 MBps 474GB | 475GB  opm-.ity opm-.02 wvs2 | aggrd
I:]I o fe voll Flexiol A /A [/a 475G8B (475GB  opm-_ity |opm-.01 | v=3 ager3
|
|
O Q fg juiial FlexGroup  M/A /A A 47.1GEB | 475GB  opm-.ity 2MNodes | vs3 |2 Ag. tes
|
DE O test Vol Flexvol 0.132msfo < 110PS | OMBps  4T5GB 475G8 opm- ity |opm-.01 | vsl aggrl Snapsh_ Onll
|
m 0 vol3 Flex\ol 0.244 msfo. 6,280 10P5 49.1 MBps 461 GB | 475GB  opmeity | opm-..01 | wsi agEr3
|



Monitorar a navegacao do desempenho do cluster

Com o Unified Manager, vocé monitora a performance de todos os clusters gerenciados
pelo Unified Manager. O monitoramento dos clusters fornece uma viséo geral do
desempenho do cluster e do objeto, além de incluir o monitoramento de eventos de
performance. Vocé pode visualizar o desempenho e os eventos em um alto nivel ou
investigar mais detalhes sobre eventos de desempenho e desempenho do cluster e do
objeto.

Este € um exemplo de muitos caminhos de navegacao possiveis de desempenho de cluster:

1.

Na pagina Dashboards/Performance, identifique um cluster que vocé deseja investigar e clique em Exibir
Detalhes do cluster para navegar até a pagina inicial do cluster selecionado.

. Na pagina Resumo de desempenho/cluster, identifique o tipo de objeto que vocé deseja investigar e clique

nele para visualizar a pagina de inventario de objetos.

Neste exemplo, agregados € selecionado, exibindo a pagina de inventario desempenho/agregados.

. Na pagina desempenho/agregados, identifique o agregado que vocé deseja investigar e clique nesse

nome agregado para navegar até a pagina Explorador de desempenho/agregado.

. Opcionalmente, selecione outros objetos para comparar com esse agregado no menu Exibir e comparar e,

em seguida, adicione um dos objetos ao painel comparar.

As estatisticas para ambos os objetos aparecerao nos graficos do contador para comparagéo.

. No painel de comparagéo a direita na pagina Explorer, clique em Zoom View em um dos graficos de

contador para exibir detalhes sobre o histérico de desempenho desse agregado.
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Navegacao de investigagao de eventos

As paginas de detalhes do evento do Unified Manager fornecem uma viséo detalhada de
qualquer evento de desempenho. Isso é benéfico ao investigar eventos de desempenho,
ao solucionar problemas e ao ajustar o desempenho do sistema.

Dependendo do tipo de evento de desempenho, vocé pode ver um dos dois tipos de paginas de detalhes do
evento:

« Pagina de detalhes do evento para eventos de diretiva de limite definidos pelo usuario e definidos pelo
sistema

» Pagina de detalhes do evento para eventos de politica de limite dindmico
Este € um exemplo de navegacgao de investigagcao de eventos.

1. No painel de navegacéao esquerdo, clique em Eventos.

2. Na pagina de inventario de eventos, clique no botao de filtro e selecione desempenho na Area de
impactos para filtrar a lista de eventos.

3. Clique no nome do evento que vocé deseja investigar e a pagina de detalhes do evento sera exibida.
4. Expanda qualquer uma das areas, como agoes sugeridas, para ver mais detalhes sobre o evento que
podem ajuda-lo a resolver o problema.

Events (0 Last updated: Jan 22, 2018, 11:52 AM Refresh

View: | "Custom - £ Search event data vAa Triggered time: | & Last 72 Hours & e
- L as B addA [ R
U < £ | Impact Area = ||is - | [} Availability 2 [}
Triggered Time w | Severity | State Impact Level | Impact Area Nai Capacity
| | ¥ Performance
1| Jan 22,2018, 11:34... 6 Mew Incident Performance | Voly | Bl
O Jan22,2018,11;09... 0 Obsolete | Incident Performance 'u'011 + AddFilter
O | Jan 22,2018, 10:54... Q Obsclete | Incident Performance | Vol =
1| Jan 22,2018, 10:34.... 9 Obsolete | Incident Performance ‘."oh; Reset Cancel Apply Filter
O Jan 22,2018, 1n29... New Risk Performance | Vol . -
O/ Jan 22,2018, 10:29... Q New Incident Performance | Yolume Latency Critical Threshold Breached | vs2i/volg YVolume o
1| Jan 22,2018, 10029... Mew Risk Peﬁa:n\anc@e Max IOPS/.. Threshold Breached | $»2:/volg Volums (1]
1| Jan 22,2018, 10:14... 9 Obsolete | Incident Performai sotime Latency Critical Threshold Breached | vs2i/nfs_vol2  Volume (1}

Event: QoS Volume Max I0PS/TB Warning Threshold Breached (Last Seen: Jan 22,2018, 11:54 AM) & Viewallevents | | @ || Sactions ~ |

Description: [OPS value of 500 IOPS on policy group aQo5_vols has triggered a WARNING event to identify performance problems for the workloads in this policy group.
Diagnose this event to understand the root cause
View suggested actions to fix the problem

+ Event Information (i)
View detailed information for this event

w System Diagnosis (Jan 12, 2018, 1:29 PM - Jan 22, 2018, 11:57 AM) @
Explare graphic charts to corelate key metrics along the timeline

w Suggested Actions @

View suggested actions to fix the problem
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Navegacao da administragcdo do Unified Manager

A funcionalidade de administracao do Unified Manager permite gerenciar usuarios e
fontes de dados. Vocé também pode realizar tarefas de configuragdo, como
autenticacao, AutoSupport, e-mail, certificados HTTPS, redes e servidores NTP usando a
pagina Administracdo do Gerenciador Unificado.

Este € um exemplo de muitos caminhos de navegacao de administragdo possiveis. Para adicionar ou remover
uma conexao a um servidor do Workflow Automation, siga este exemplo de navegacao:

NetApp OnCommand Unified Manager

Type: &l
# Home
agement Setup / Workflow Automation £
Annotations Set Up OnCommand Workflow Automation
Users OnCommand Unified Manager Database User
Groups &n OnCommand Unified Manager databese user is required for pairing with OnCommand Workflow
oups Automation in order io facilitale access to the OnCommand Unified Manager database

Seripts Note: To create a database user, select Uisers from the Management manu.
Databasze Ba-?l‘-'.lr.? & name; No datebese users exist -"'

O Password
Setup
AUTOSUpPOrT OnCommand Workflow Automation Credentials
F Enter the credentials of an existing OnCommand Workflow Automation setup.
Authentication

fyou have not instalied OnCommand Workflow Automation, you can install the latest version from
Natifications the Support Site (Learn More).
Motificatuans
Quota Email ) Hostname or IP Address:
HTIES Cassif te opﬁﬂ 443
7] Warkfiow Automation € Usemams:
0 Passwors:
(D Clique no icone Home para retornar a pagina principal de navegacao do Unified Manager.

A procurar objetos de armazenamento

Para acessar rapidamente um objeto especifico, vocé pode usar o campo pesquisar
todos os objetos de armazenamento no canto superior direito da interface. Este
meétodo de pesquisa global em todos os objetos permite localizar rapidamente objetos
especificos por tipo. Os resultados da pesquisa sao classificados por tipo de objeto de
armazenamento e vocé pode filtra-los usando o menu suspenso tipo. Uma pesquisa
valida deve conter pelo menos trés carateres.

A pesquisa global exibe o numero total de resultados, mas apenas os 20 melhores resultados de pesquisa
estdo acessiveis. Por causa disso, a funcionalidade de pesquisa global pode ser considerada como uma
ferramenta de atalho para encontrar itens especificos se vocé souber os itens que deseja localizar
rapidamente. Para obter resultados de pesquisa completos, vocé pode usar a pesquisa nas paginas de
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inventario de objetos e sua funcionalidade de filtragem associada.

Vocé pode clicar na caixa suspensa Type e selecionar All para pesquisar simultaneamente todos os objetos e
eventos. Alternativamente, vocé pode clicar na caixa suspensa Type para especificar o tipo de objeto. Digite
qualquer numero de carateres do nome do objeto ou evento no campo pesquisar todos os objetos de
armazenamento e pressione Enter ou clique em pesquisar todos para exibir os resultados da pesquisa,
como:

» Eventos: IDs de eventos de desempenho

* Clusters: Nomes de cluster

* Nos: Nomes de nos

* Agregados: Nomes agregados

* SVMs: Nomes da SVM

* Volumes: Nomes de volumes
¢ LUNs: Caminhos LUN

Type: ‘Volumes viol 1
| Volumes
| wolt on Cluster: opm-lucidity
| on SVM: vsi
{ woll2 on Cluster: opm-lucidity
on 5VWM: veEl
{ dev_voll on Cluster: opm-mobility
on SYM: mobi_sym1
tec_vell on Clusten: opm-mobility
i on SYNE mobi_svm2
| luci_vall on Cluster: opm-lucidity
| on SVM: luci-svmi
@ LIFs e portas ndo sédo pesquisaveis na barra de pesquisa global.

Neste exemplo, a caixa suspensa Type tem o tipo de objeto volume selecionado. Digitar "'vol™ no campo
pesquisar todos os objetos de armazenamento exibe uma lista de todos os volumes cujos nomes contém
esses carateres. Para pesquisas de objetos, vocé pode clicar em qualquer resultado de pesquisa para
navegar para a pagina do Performance Explorer desse objeto. Para pesquisas de eventos, clicar em um item
no resultado da pesquisa navega para a pagina Detalhes do evento.

@ Se os resultados da pesquisa exibirem varios volumes com o mesmo nome, 0 nome dos
clusters e SVMs associados n&o ser&o exibidos.

Filtragem do conteudo da pagina de inventario de desempenho

Vocé pode filtrar os dados de inventario de desempenho no Unified Manager para
localizar rapidamente os dados com base em critérios especificos. Vocé pode usar a
filtragem para restringir o conteudo das paginas do Unified Manager para mostrar
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apenas os resultados nos quais vocé esta interessado. Isso fornece um método muito
eficiente de exibir apenas os dados de desempenho em que vocé esta interessado.

Sobre esta tarefa

Use Filtering para personalizar a exibigdo de grade com base em suas preferéncias. As opgdes de filtro
disponiveis sdo baseadas no tipo de objeto que esta sendo visualizado na grade. Se os filtros forem aplicados
no momento, um asterisco (*) sera exibido a esquerda do controle de filtragem.

Quatro tipos de parametros de filtro sdo suportados.

Parametro Validagao

Cadeia de carateres (texto) Os operadores sdo contém € comega com.

Numero Os operadores sao maiores que e menores que.

Recurso Os operadores sdo name contém e name comeca
com.

Estado Os operadores sao is € nao.

Todos os trés campos sao obrigatérios para cada filtro; os filtros disponiveis refletem as colunas filtraveis na
pagina atual. O numero maximo de filiros que vocé pode aplicar é de quatro. Os resultados filtrados séo
baseados em parametros de filtro combinados. Os resultados filtrados aplicam-se a todas as paginas da
pesquisa filtrada, ndo apenas a pagina exibida atualmente.

Vocé pode adicionar filtros usando o painel filtragem.

1.
2.

Na parte superior da pagina, clique em Filtering. O painel de filtragem é exibido.

No painel filiragem, clique na lista suspensa esquerda e selecione um nome de objeto: Por exemplo,
Cluster ou um contador de desempenho.

Clique na lista suspensa central e selecione o operador booleano name contains ou name comega com

se a primeira selegao for um nome de objeto. Se a primeira selegéo for um contador de desempenho,
selecione maior que ou menor que. Se a primeira selegao for Status, selecione is ou ndo.

Se os critérios de pesquisa exigirem um valor numérico, os botdes de seta para cima e para baixo sao
exibidos no campo a direita. Vocé pode clicar nos botdes de seta para cima e para baixo para exibir o
valor numeérico desejado.

Se necessario, digite seus critérios de pesquisa ndo numéricos no campo de texto a direita.

Para adicionar filtros, clique em Adicionar filtro. E apresentado um campo de filtro adicional. Conclua

este filtro usando o processo descrito nas etapas anteriores. Observe que ao adicionar seu quarto filtro, o

botao Adicionar filtro ndo sera mais exibido.

. Clique em Apply Filter (aplicar filtro). As opgdes de filtro sdo aplicadas a grade e um asterisco (*) é

exibido no botéao filtragem.

Use o painel filtragem para remover filtros individuais clicando no icone de lixo a direita do filtro a ser
removido.

Para remover todos os filtros, clique em Reset na parte inferior do painel de filtragem.
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Exemplo de filtragem

Alilustragao mostra o painel filtragem com trés filtros. O botao Adicionar filtro € exibido quando vocé tem
menos do que o maximo de quatro filtros.

MBps - greater than s 5 & MBps @
Node b name starts with > test B
Type || is ~ | FCPPort - 7]
& Add Filter

Lancel

Depois de clicar em Apply Filter, o painel Filtering fecha e aplica os filtros.

Acessando o OnCommand System Manager a partir da interface do Unified
Manager

Quando a solucao de problemas exigir que vocé faga alteracdes de configuracdo em um
cluster, vocé pode usar a interface grafica do Gerenciador do sistema em vez da
interface de linha de comando do ONTAP. O Gerenciador do sistema esta incluido no
ONTAP como um servigco da Web, ele é habilitado por padrao e é acessivel usando um
navegador.

Antes de comecgar

Vocé deve ter uma conta de usuario de cluster configurada com a admin fungéo e os http tipos de aplicativo
,ontapi € console.

Passos

1. No painel de navegacao esquerdo, clique em painéis > Vista de cluster.

2. Na pagina Dashboards/Cluster View, selecione o cluster que deseja gerenciar.

E apresentada uma descrigéo geral do estado, capacidade e desempenho da monitorizagéo para esse
cluster.

3. Clique no icone System Manager.
Se o cluster usar um certificado digital autoassinado, o navegador pode exibir um aviso indicando que o
certificado ndo é confiavel. Vocé pode reconhecer o risco de continuar o acesso ou instalar um certificado
digital assinado pela autoridade de certificagao (CA) no cluster para autenticagéo do servidor.

4. Faga login no System Manager usando as credenciais de administrador de cluster.

Se o login na interface do usuario do System Manager estiver protegido usando autenticagdo SAML, vocé

inserira suas credenciais na pagina de login do provedor de identidade (IDP) em vez da pagina de login do

System Manager.
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Adicionar e remover objetos de armazenamento da lista Favoritos

Vocé pode adicionar objetos de storage a uma lista de Favoritos para monitorar a
integridade, a capacidade e a performance dos objetos. Vocé pode usar o status do
objeto na lista Favoritos para determinar problemas e corrigi-los antes que eles se
tornem criticos. A lista Favoritos também fornece o status de monitoramento mais
recente de um objeto de armazenamento. Vocé pode remover objetos de
armazenamento da lista Favoritos quando nao precisar mais que eles sejam marcados
como favoritos.

Sobre esta tarefa

E possivel adicionar até 20 clusters, nds, agregados ou volumes 3 lista Favoritos. Quando vocé adiciona um
no a lista Favoritos, ele é exibido como um cluster.

Passos

1. Va para a pagina Detalhes do objeto de armazenamento que vocé deseja marcar como favorito.

2.
Clique no icone de estrela (! *') para adicionar o objeto de armazenamento a lista Favoritos.

Adicionando um agregado a lista Favoritos

1. No painel de navegacao a esquerda, clique em Saude > agregados.

2. Na pagina de inventario de integridade/agregados, clique no agregado que deseja adicionar a lista
Favoritos.

3.
Na pagina Health/Aggregate details (Detalhes de integridade/agregado), clique no icone de estrela (| x| )-

Depois de terminar

Para remover um objeto de armazenamento da lista Favoritos, va para a pagina da lista Favoritos, clique no

icone de estrela (| *') no cartdo de objeto que deseja remover e selecione a opgdo Remover dos Favoritos.

Bookmarking paginas de produtos frequentemente visualizadas

Vocé pode marcar paginas de produtos acessadas com frequéncia na IU do Unified
Manager. Isso permite que vocé retorne rapidamente a essas paginas. Quando vocé
visualiza a pagina mais tarde, ela exibe os dados mais recentes.

Sobre esta tarefa

Vocé também pode copiar o link (URL) para a pagina do produto atual para que vocé possa cola-lo em um e-
mail, ou outro aplicativo, para compartilha-lo com outras pessoas.

Passos

1. Crie um marcador usando qualquer etapa necessaria para marcar uma pagina no seu navegador.

O link para a pagina € salvo com detalhes sobre a pagina, mas vocé pode querer personalizar o texto do
marcador para identificar a pagina: Por exemplo, "Unified Manager | Node: Node-01" ou "'Unified Manager

15



| evento de limite definido pelo usuario: IOPS volume1".

Marcar os seus topicos de Ajuda favoritos

Na guia Favoritos da Ajuda, vocé pode marcar os topicos da Ajuda que vocé usa com
frequéncia. Os marcadores de ajuda fornecem acesso rapido aos seus tépicos favoritos.

Passos

1. Navegue até o tépico Ajuda que vocé deseja adicionar como favorito.

2. Cliqgue em Favoritos e, em seguida, clique em Adicionar.

Compreender eventos e alertas de desempenho

Os eventos de desempenho sdo notificagdes que o Unified Manager gera
automaticamente quando ocorre uma condi¢ao predefinida ou quando um valor do
contador de desempenho cruza um limite. Os eventos ajudam a identificar problemas de
desempenho nos clusters monitorados.

Vocé pode configurar alertas para enviar notificagdes por e-mail automaticamente quando ocorrerem eventos
de desempenho de determinados tipos de gravidade.

Fontes de eventos de desempenho

Eventos de performance séo problemas relacionados a performance de workload em um
cluster. Eles ajudam a identificar objetos de storage com tempos de resposta lentos,
também conhecidos como alta laténcia. Juntamente com outros eventos de saude que
ocorreram ao mesmo tempo, vocé pode determinar os problemas que podem ter
causado ou contribuido para os tempos de resposta lentos.

O Unified Manager recebe eventos de desempenho das seguintes fontes:
* Eventos de politica de limite de desempenho definidos pelo usuario
Problemas de desempenho baseados em valores de limite personalizados definidos por vocé. Vocé
configura politicas de limite de performance para objetos de storage, por exemplo, agregados e volumes,

para que eventos sejam gerados quando um valor de limite para um contador de performance for violado.

Vocé deve definir uma politica de limite de desempenho e atribui-la a um objeto de storage para receber
esses eventos.

» Eventos de politica de limite de desempenho definidos pelo sistema

Problemas de performance com base em valores de limite definidos pelo sistema. Essas politicas de limite
sdo incluidas na instalagao do Unified Manager para cobrir problemas comuns de desempenho.

Essas politicas de limite sao ativadas por padrao e vocé pode ver eventos pouco depois de adicionar um
cluster.

* Eventos de limite de desempenho dinamico
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Problemas de performance resultantes de falhas ou erros em uma INFRAESTRUTURA DE Tl ou de
workloads que sobreutilizam recursos de cluster. A causa desses eventos pode ser um problema simples
que se corrige ao longo de um periodo de tempo ou que pode ser resolvido com um reparo ou alteragao
de configuragdo. Um evento de limite din@mico indica que os workloads de volume em um sistema ONTAP
estdo lentos devido a outros workloads com alta utilizagdo de componentes de cluster compartilhados.

Esses limites séo ativados por padrao e vocé pode ver eventos apos trés dias de coleta de dados de um
novo cluster.
Tipos de gravidade de eventos de performance

Cada evento de performance esta associado a um tipo de gravidade para ajudar vocé a
priorizar os eventos que exigem agéao corretiva imediata.

 Critica

Ocorreu um evento de desempenho que pode levar a interrupgcéo do servigo se uma agao corretiva nao for
tomada imediatamente.

Eventos criticos sdo enviados apenas a partir de limites definidos pelo usuario.
* Aviso

Um contador de desempenho para um objeto de cluster esta fora do intervalo normal e deve ser
monitorado para garantir que ele nao atinja a gravidade critica. Os eventos desta gravidade n&o causam
interrupcdes no servigo e podem nao ser necessarias agdes corretivas imediatas.

Os eventos de aviso sao enviados a partir de limites definidos pelo usuario, definidos pelo sistema ou
dindmicos.

* Informacgao

O evento ocorre quando um novo objeto é descoberto ou quando uma agao do usuario € executada. Por
exemplo, quando qualquer objeto de armazenamento € excluido ou quando ha alteragdes de
configuragéo, o evento com informagdes de tipo de gravidade é gerado.

Os eventos de informagao séo enviados diretamente do ONTAP quando deteta uma alteragdo de
configuragao.

Alteragoes de configuracao detetadas pelo Unified Manager

O Unified Manager monitora seus clusters para ver se ha alteragdes de configuragao
para ajudar vocé a determinar se uma alteracao pode ter causado ou contribuido para
um evento de performance. As paginas do Explorador de desempenho apresentam um
icone de alteragao de evento (@) para indicar a data e a hora em que a alteragéo foi
detetada.

Vocé pode revisar os graficos de desempenho nas paginas do Performance Explorer e na pagina Detalhes de
desempenho/volume para ver se o evento de alteracdo impactou o desempenho do objeto de cluster
selecionado. Se a alteracao tiver sido detetada ao mesmo tempo ou em torno de um evento de desempenho,
a alteragao pode ter contribuido para o problema, o que fez com que o alerta de evento fosse acionado.
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O Unified Manager pode detetar os seguintes eventos de mudanga, que séo categorizados como eventos
informativos:

* Um volume se move entre agregados.
O Unified Manager pode detetar quando a movimentagao esta em andamento, concluida ou com falha. Se
o Unified Manager estiver inativo durante uma movimentacao de volume, quando estiver fazendo backup,

ele detetara a movimentagao de volume e exibira um evento de mudanga para ele.

* O limite de taxa de transferéncia (Mbps ou IOPS) de um grupo de politicas de QoS que contém uma ou
mais alteracdes de workloads monitorados.

A alteragao do limite de um grupo de politicas pode causar picos intermitentes na laténcia (tempo de
resposta), o que também pode acionar eventos para o grupo de politicas. A laténcia volta gradualmente ao
normal e quaisquer eventos causados pelos picos se tornam obsoletos.

* Um n6é em um par de HA assume ou devolve o storage de seu né de parceiro.

O Unified Manager pode detetar quando a operacgéo de takeover, takeover parcial ou giveback foi
concluida. Se o takeover for causado por um né em panico, o Unified Manager nao detetara o evento.

* Uma operagao de atualizagao ou reversdo do ONTAP foi concluida com éxito.

Sao apresentadas a versao anterior € a nova versao.

O que acontece quando um evento é recebido

Quando o Unified Manager recebe um evento, ele é exibido na pagina
Dashboards/Overview, nas guias Summary e Explorer da pagina Performance/Cluster,
na pagina inventario Eventos e na pagina inventario especifico do objeto (por exemplo, a
pagina de inventario de integridade/volumes).

Quando o Unified Manager deteta varias ocorréncias continuas da mesma condigdo de evento para o mesmo
componente do cluster, ele trata todas as ocorréncias como um Unico evento, ndo como eventos separados. A
duragao do evento é incrementada para indicar que o evento ainda esta ativo.

Dependendo de como vocé configura as configuragdes na pagina Configuragao/alertas, vocé pode notificar
outros usuarios sobre esses eventos. O alerta faz com que as seguintes agdes sejam iniciadas:

» Um e-mail sobre o evento pode ser enviado a todos os usuarios do Unified Manager Administrator.
» O evento pode ser enviado para destinatarios de e-mail adicionais.
* Um trap SNMP pode ser enviado para o recetor de trap.

» Um script personalizado pode ser executado para executar uma acao.

Este fluxo de trabalho € mostrado no diagrama a seguir.
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———pp Collect counters from clusters

v

Evaluate counter values against
threshold settings

Have threshold values
been breached?

Generate an event and display event
in dashboard pages, event pages, and
other Ul pages

Have you configured
alerts for the event?

Send email notification

Quais informacgoes estao contidas em um e-mail de alerta

Os e-mails de alerta do Unified Manager fornecem o tipo de evento, a gravidade do
evento, o nome da politica violada para causar o evento e uma descricao do evento. A
mensagem de e-mail também fornece um hiperlink para cada evento que permite exibir a
pagina de detalhes do evento na IU.

Os e-mails de alerta sdo enviados a todos os usuarios que se inscreveram para receber alertas.

Se um contador de desempenho ou valor de capacidade tiver uma grande alteragdo durante um periodo de
coleta, isso pode fazer com que um evento critico e um evento de aviso sejam acionados ao mesmo tempo
para a mesma politica de limite. Neste caso, vocé pode receber um e-mail para o evento de aviso e um para o
evento critico. Isso ocorre porque o Unified Manager permite que vocé se inscreva separadamente para
receber alertas de aviso e violagdes de limites criticos.
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ApOs a atualizagéo para o Unified Manager 7,2 ou superior, os links para eventos e alertas de
e-mails enviados de versdes mais antigas do Unified Manager nao funcionardo mais devido a
uma alteracao nos URLs de eventos e alertas.

Um exemplo de e-mail de alerta é mostrado abaixo:

From: 1[].11.12.13@c0mpanv.ccrm|

Sent: Tuesday, May 1, 2018 7:45 PM

To: sclaus@ company.com; userl{@company.com

Subject: Alert from OnCommand Unified Manager: Thin-Provisioned Volume Space At Risk (State: New)

A risk was generated by 10.11.12.13 that requires your attention.

Risk - Thin-Provisioned Volume Space At Risk
Impact Area - Capacity

Severity - Warning

State - New

Source -svm_nl:/sm_vol 23

Cluster Name - fas3250-35-33-37

Cluster FQDM - fas3250-35-33-37-cm.company.com

Trigger Condition - The thinly provisioned capacity of the volume is 45.73% of the available space on the
host aggregate. The capacity of the volume is at risk because of aggregate capacity issues.

Event details:
https://10.11.12.13:443/events/94

Source details:
https://10.11.12.13:443 /health/volumes/106

Alert details:
https://10.11.12.13:443/alerting/1

Adicionar alertas

Vocé pode configurar alertas para notifica-lo quando um evento especifico é gerado.
Vocé pode configurar alertas para um Unico recurso, para um grupo de recursos ou para
eventos de um tipo de gravidade especifico. Vocé pode especificar a frequéncia com que
deseja ser notificado e associar um script ao alerta.

Antes de comegar

* Vocé deve ter configurado configuragdes de notificagdo, como endereco de e-mail do usuario, servidor
SMTP e host de intercetagdo SNMP, para permitir que o servidor do Unified Manager use essas
configuragdes para enviar notificagbes aos usuarios quando um evento é gerado.

» Vocé deve saber os recursos e eventos para os quais deseja acionar o alerta e os nomes de usuario ou
enderecos de e-mail dos usuarios que deseja notificar.

« Para que um script seja executado com base no evento, vocé deve ter adicionado o script ao Unified
Manager usando a pagina Gerenciamento/Scripts.
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* Vocé deve ter a fungdo Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

Vocé pode criar um alerta diretamente da pagina de detalhes do evento depois de receber um evento, além de
criar um alerta da pagina Configuragéo/alertas, conforme descrito aqui.

Passos

1. No painel de navegacao esquerdo, clique em Configuration > Alerting.
2. Na pagina Configuragao/alertas, clique em Adicionar.
3. Na caixa de dialogo Adicionar alerta, clique em Nome e insira um nome e uma descrigdo para o alerta.
4. Clique em recursos e selecione os recursos a serem incluidos ou excluidos do alerta.
Vocé pode definir um filtro especificando uma cadeia de texto no campo Name contains para selecionar
um grupo de recursos. Com base na cadeia de texto especificada, a lista de recursos disponiveis exibe

apenas 0s recursos que correspondem a regra de filtro. A cadeia de texto especificada é sensivel a
maiusculas e minusculas.

Se um recurso estiver em conformidade com as regras incluir e excluir que vocé especificou, a regra
excluir terd precedéncia sobre a regra incluir e o alerta ndo sera gerado para eventos relacionados ao
recurso excluido.

5. Clique em Eventos e selecione os eventos com base no nome do evento ou no tipo de gravidade do
evento para os quais deseja acionar um alerta.

Para selecionar mais de um evento, pressione a tecla Ctrl enquanto vocé faz suas
selegdes.

6. Cligue em agdes e selecione 0s usuarios que vocé deseja notificar, escolha a frequéncia de notificagéo,
escolha se uma trap SNMP sera enviada ao recetor de trap e atribua um script a ser executado quando
um alerta for gerado.

Se vocé modificar o enderego de e-mail especificado para o usuario e reabrir o alerta para
edicdo, o campo Nome sera exibido em branco porque o endereco de e-mail modificado

@ nao sera mais mapeado para o usuario selecionado anteriormente. Além disso, se vocé
modificou o enderego de e-mail do usuario selecionado na pagina Gerenciamento/usuarios,
o enderecgo de e-mail modificado n&o sera atualizado para o usuario selecionado.

Vocé também pode optar por notificar os usuarios através de traps SNMP.

7. Clique em Salvar.

Exemplo de adigdo de um alerta

Este exemplo mostra como criar um alerta que atenda aos seguintes requisitos:

* Nome do alerta: HealthTest

* Recursos: Inclui todos os volumes cujo nome contém "abc" e exclui todos os volumes cujo nome contém

» Eventos: Inclui todos os eventos criticos de saude
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* Acdes: Inclui "ample@domain.com"”, um script "Teste", e o usuario deve ser notificado a cada 15 minutos
Execute as seguintes etapas na caixa de dialogo Adicionar alerta:

1. Clique em Nome e insira HealthTest no campo Nome do alerta.
2. Cliqgue em recursos e, na guia incluir, selecione volumes na lista suspensa.
a. Digite abc o0 campo Name contains para exibir os volumes cujo nome contém "abc™.

b. Selecione * todos os volumes cujo nome contenha 'abc'>>* na area recursos disponiveis e mova-o
para a area recursos selecionados.

C. Clique em Excluir, digite xyz o campo Nome contém e clique em Adicionar.
3. Clique em Eventos e selecione Critica no campo gravidade do evento.

4. Selecione todos os Eventos criticos na area Eventos correspondentes e mova-os para a area Eventos
selecionados.

5. Cligue em agdes e insira sample@domain.com no campo alertar esses usuarios.

6. Selecione lembrar a cada 15 minutos para notificar o usuario a cada 15 minutos.

Vocé pode configurar um alerta para enviar repetidamente notificagbes aos destinatarios por um tempo
especificado. Vocé deve determinar a hora a partir da qual a notificacdo de evento estéa ativa para o alerta.

7. No menu Selecionar Script para execucéo, selecione Test script .

8. Clique em Salvar.

Adicao de alertas para eventos de desempenho

Vocé pode configurar alertas para eventos de desempenho individuais, como qualquer
outro evento recebido pelo Unified Manager. Além disso, se vocé quiser tratar todos os
eventos de desempenho e mandar e-mails para a mesma pessoa, vocé pode criar um
unico alerta para notifica-lo quando quaisquer eventos criticos ou de desempenho de
aviso forem acionados.

Antes de comecgar

Vocé deve ter a fungao Administrador do OnCommand ou Administrador do armazenamento.

Sobre esta tarefa

O exemplo abaixo mostra como criar um evento para todos os eventos criticos de laténcia, IOPS e Mbps.
Vocé pode usar essa mesma metodologia para selecionar eventos de todos os contadores de desempenho e
para todos os eventos de aviso.

Passos

—_

. No painel de navegacgao esquerdo, clique em Configuration > Alerting.

2. Na pagina Configuragao/alertas, clique em Adicionar.

3. Na caixa de dialogo Adicionar alerta, clique em Nome e insira um nome e uma descrigdo para o alerta.
4

. Nao selecione nenhum recurso na pagina recursos.
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Como nao ha recursos selecionados, o alerta é aplicado a todos os clusters, agregados, volumes e assim
por diante, para os quais esses eventos sdo recebidos.
5. Clique em Eventos e execute as seguintes agdes:
a. Na lista gravidade do evento, selecione Critica.

b. No campo Nome do evento contém, digite 1atency e clique na seta para selecionar todos os eventos
correspondentes.

€. No campo Nome do evento contém, digite iops e clique na seta para selecionar todos os eventos
correspondentes.

d. No campo Nome do evento contém, digite mbps e clique na seta para selecionar todos os eventos
correspondentes.

6. Cligue em agdes e selecione o nome do usuario que recebera o e-mail de alerta no campo alertar esses
usuarios.

7. Configure quaisquer outras opgdes nesta pagina para emitir toques SNMP e executar um script.

8. Clique em Salvar.

Tipos de politicas de limite de performance definidas pelo sistema

O Unified Manager fornece algumas politicas de limite padrdo que monitoram o
desempenho do cluster e geram eventos automaticamente. Essas politicas s&o
habilitadas por padréo e geram eventos de aviso ou informagdes quando os limites de
desempenho monitorados sao violados.

@ As politicas de limite de performance definidas pelo sistema nao estao habilitadas em sistemas
Cloud Volumes ONTAP, ONTAP Edge ou ONTAP Select.

Se estiver a receber eventos desnecessarios de quaisquer politicas de limite de desempenho definidas pelo
sistema, pode desativar politicas individuais a partir da pagina Configuragao/gerir Eventos.

Politicas de limite de né

As politicas de limite de performance de noés definidos pelo sistema sao atribuidas, por padrao, a todos os nés
dos clusters que estdo sendo monitorados pelo Unified Manager:

* Recursos do no sobreutilizados

Identifica situagcdes em que um Unico no esta operando acima dos limites de sua eficiéncia operacional e,
portanto, potencialmente afetando as laténcias de workload. Este € um evento de aviso.

Para nos instalados com o ONTAP 8,3.x e software anterior, ele faz isso procurando nés que estejam
usando mais de 85% de seus recursos de CPU e RAM (utilizacdo de nos) por mais de 30 minutos.

Para nés instalados com o ONTAP 9.0 e o software posterior, ele faz isso procurando nés que estejam
usando mais de 100% da capacidade de performance por mais de 30 minutos.

* Par de HA de nés sobreutilizado

Identifica situagbes em que os nés de um par de HA estdo operando acima dos limites da eficiéncia
operacional do par de HA. Este € um evento informativo.
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Para nds instalados com o ONTAP 8,3.x e o software anterior, ele faz isso analisando o uso da CPU e da
RAM para os dois nds no par de HA. Se a utilizagdo combinada de nés dos dois nds exceder 140% por
mais de uma hora, o failover de controladora afetara as laténcias de workload.

Para nés instalados com o ONTAP 9.0 e o software posterior, ele faz isso analisando o valor da
capacidade de performance usada para os dois nés no par de HA. Se a capacidade de performance
combinada usada nos dois nés exceder 200% por mais de uma hora, um failover de controladora afetara
as laténcias de workload.

* Fragmentagéao de disco do n6

Identifica situagdes em que um disco ou discos em um agregado séo fragmentados, retardando os
principais servigos do sistema e potencialmente afetando as laténcias de workload em um né.

Ele faz isso observando certas taxas de operagao de leitura e gravagdo em todos os agregados em um
no. Essa politica também pode ser acionada durante a ressincronizagao do SyncMirror ou quando erros
sao encontrados durante operacgdes de limpeza de disco. Este € um evento de aviso.

@ A politica ""fragmentacao de disco de n6s™ analisa agregados somente HDD; agregados
Flash Pool, SSD e FabricPool ndo sdo analisados.

Politicas de limite de agregado

A politica de limite de desempenho agregado definido pelo sistema é atribuida por padrao a todos os
agregados nos clusters que estdo sendo monitorados pelo Unified Manager.

* Agregar discos sobreutilizados

Identifica situagcdes em que um agregado esta operando acima dos limites de sua eficiéncia operacional,
afetando potencialmente as laténcias de workload. Ele identifica essas situagcdes procurando agregados
onde os discos no agregado s&o mais de 95% utilizados por mais de 30 minutos. Essa politica de
multicondigdo entdo executa a seguinte analise para ajudar a determinar a causa do problema:

o Um disco no agregado esta atualmente em atividade de manutencdo em segundo plano?

Algumas das atividades de manutengdo em segundo plano que um disco pode estar passando sdo a
reconstrucado de disco, a limpeza de disco, a ressincronizagdo de SyncMirror e a reparidade.

o Existe um gargalo de comunicagao na interconexao Fibre Channel do compartimento de disco?

> Ha muito pouco espaco livre no agregado? Um evento de aviso é emitido para esta politica apenas se
uma (ou mais) das trés politicas subordinadas também forem consideradas violadas. Um evento de
desempenho néo é acionado se apenas os discos no agregado forem mais de 95% utilizados.

@ A politica de "discos agregados sobre-utilizados" analisa agregados somente HDD e agregados
Flash Pool (hibridos); agregados SSD e FabricPool ndo s&o analisados.

Politicas de limite de QoS

As politicas de limite de performance de QoS definidas pelo sistema séo atribuidas a qualquer workload que
tenha uma politica de taxa de transferéncia maxima de QoS ONTAP configurada (IOPS, IOPS/TB ou Mbps). O
Unified Manager aciona um evento quando o valor da taxa de transferéncia de workload é 15% menor do que
o valor de QoS configurado.
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* * Limite maximo de IOPS ou Mbps de QoS*

Identifica volumes e LUNs que excederam o limite maximo de IOPS ou taxa de transferéncia em Mbps de
QoS e que estao afetando a laténcia de workload. Este € um evento de aviso.

Quando um unico workload é atribuido a um grupo de politicas, ele faz isso procurando cargas de trabalho
que tenham excedido o limite maximo de taxa de transferéncia definido no grupo de politicas QoS
atribuidas durante cada periodo de coleta da hora anterior.

Quando varios workloads compartilham uma unica politica de QoS, isso acontece adicionando o IOPS ou
Mbps de todos os workloads na politica e verificando esse total em relagdo ao limite.

* IOPS/TB de pico de QoS ou IOPS/TB com limite de tamanho de bloco

Identifica volumes que excederam o limite de taxa de transferéncia de IOPS/TB de pico de QoS adaptavel
(ou IOPS/TB com limite de tamanho de bloco) e que estao afetando a laténcia de workload. Este é um
evento de aviso.

Ele faz isso convertendo o limite maximo de IOPS/TB definido na politica de QoS adaptavel em um valor
maximo de IOPS de QoS com base no tamanho de cada volume e, em seguida, busca volumes que
excederam o IOPS maximo de QoS durante cada periodo de coleta de desempenho da hora anterior.

@ Essa politica é aplicada a volumes somente quando o cluster é instalado com o ONTAP 9.3
e o software posterior.

Quando o elemento ""tamanho do bloco™ foi definido na politica de QoS adaptavel, o limite é convertido
em um valor de Mbps maximo de QoS com base no tamanho de cada volume. Em seguida, ele procura
volumes que excederam o QoS maximo Mbps durante cada periodo de coleta de desempenho para a
hora anterior.

@ Essa politica € aplicada a volumes somente quando o cluster é instalado com o software
ONTAP 9.5 e posterior.

Gerenciamento de limites de performance definidos pelo
usuario

As politicas de limite de performance permitem determinar o ponto em que o Unified
Manager gera um evento para informar os administradores de sistema sobre problemas
gue podem estar afetando a performance do workload. Essas politicas de limite séo
conhecidas como limites de desempenho definidos pelo usuario.

Esta versao é compativel com limites de desempenho dinamico, definido pelo sistema e definido pelo usuario.
Com limites de performance dindmicos e definidos pelo sistema, o Unified Manager analisa a atividade do
workload para determinar o valor de limite apropriado. Com limites definidos pelo usuario, vocé pode definir os
limites de desempenho superiores para muitos contadores de performance e para muitos objetos de storage.

Os limites de performance definidos pelo sistema e os limites de performance dinamica sao

@ definidos pelo Unified Manager e ndo sao configuraveis. Se estiver a receber eventos
desnecessarios de quaisquer politicas de limite de desempenho definidas pelo sistema, pode
desativar politicas individuais a partir da pagina Configuragao/gerir Eventos.
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Como funcionam as politicas de limite de performance definidas pelo usuario

Vocé define politicas de limite de performance em objetos de storage (por exemplo, em
agregados e volumes) para que um evento possa ser enviado ao administrador de
storage para informar ao administrador de que o cluster estd com um problema de

performance.

Vocé cria uma politica de limite de performance para um objeto de storage ao:

» Selecionar um objeto de armazenamento
» Selecionar um contador de desempenho associado a esse objeto
* Especificar valores que definem os limites superiores do contador de desempenho considerados situagoes

criticas e de aviso
 Especificar um periodo de tempo que define quanto tempo o contador deve exceder o limite superior

Por exemplo, vocé pode definir uma politica de limite de desempenho em um volume para receber uma
notificacdo de evento critico sempre que o IOPS desse volume exceder 750 operagdes por segundo por 10
minutos consecutivos. Essa mesma politica de limite também pode especificar que um evento de aviso seja
enviado quando o IOPS exceder 500 operacgdes por segundo por 10 minutos.

A versao atual fornece limites que enviam eventos quando um valor de contador excede a
configuragao de limite. Vocé nao pode definir limites que enviam eventos quando um valor de

contador cai abaixo de uma configuragéo de limite.

Um exemplo de grafico de contador € mostrado aqui, indicando que um limite de aviso (icone amarelo) foi
violado as 1:00, e que um limite critico (icone vermelho) foi violado as 12:10, 12:30 e 1:10:
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Uma violagao de limite deve ocorrer continuamente durante a duragao especificada. Se o limiar cair abaixo
dos valores-limite por qualquer motivo, uma violagéo subsequente é considerada o inicio de uma nova
duracgao.

Alguns objetos de cluster e contadores de performance permitem criar uma politica de limite de combinacao
que exige que dois contadores de desempenho excedam seus limites maximos antes que um evento seja
gerado. Por exemplo, vocé pode criar uma politica de limite usando os seguintes critérios:

Objeto de cluster Contador de Limite de aviso Limite critico Duracéo
desempenho
Volume Laténcia 10 milissegundos 20 milissegundos 15 minutos

As politicas de limite que usam dois objetos de cluster fazem com que um evento seja gerado somente
quando ambas as condi¢des forem violadas. Por exemplo, usando a politica de limite definida na tabela:

Se a laténcia do volume estiver E a utilizagao agregada do disco Entao...

na média... é...

15 milissegundos 50% Nenhum evento é comunicado.

15 milissegundos 75% E comunicado um evento de aviso.
25 milissegundos 75% E comunicado um evento de aviso.
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Se a laténcia do volume estiver E a utilizagdo agregada do disco Entéo...
na média... é...

25 milissegundos 90% E comunicado um evento critico.

O que acontece quando uma politica de limite de desempenho é violada

Quando um valor de contador excede seu valor limite de desempenho definido pelo
periodo de tempo especificado na duracao, o limite é violado e um evento é relatado.

O evento faz com que as seguintes agdes sejam iniciadas:

» O evento é exibido no Painel de desempenho, na pagina Resumo do cluster de desempenho, na pagina
Eventos e na pagina Inventario de desempenho especifico do objeto.

* (Opcional) um alerta de e-mail sobre o evento pode ser enviado para um ou mais destinatarios de e-mail e
uma armadilha SNMP pode ser enviada para um recetor de armadilha.

* (Opcional) Um script pode ser executado para modificar ou atualizar automaticamente objetos de
armazenamento.

A primeira agao é sempre executada. Vocé configura se as agbes opcionais sdo executadas na pagina
Configuragao/alertas. Vocé pode definir agdes exclusivas dependendo se uma politica de aviso ou limite
critico for violada.

Apds uma violagao de politica de limite de desempenho ter ocorrido em um objeto de armazenamento, ndo
serdo gerados mais eventos para essa politica até que o valor do contador fique abaixo do valor limite,
momento em que a duragéao é redefinida para esse limite. Embora o limite continue a ser excedido, a hora de
término do evento é continuamente atualizada para refletir que esse evento esta em andamento.

Um evento de limite captura ou congela as informagdes relacionadas a gravidade e a definigdo de politica
para que as informagdes de limite exclusivas sejam exibidas com o evento, mesmo que a politica de limite
seja modificada no futuro.

Quais contadores de desempenho podem ser rastreados usando limites

Alguns contadores de performance comuns, como IOPS e Mbps, podem ter limites
definidos para todos os objetos de storage. Existem outros contadores que podem ter
limites definidos apenas para determinados objetos de armazenamento.

Contadores de desempenho disponiveis

Objeto de storage Contador de desempenho Descrigdo

Cluster IOPS Numero médio de operagdes de
entrada/saida que o cluster
processa por segundo.

Mbps Numero médio de megabytes de N6
dados transferidos de e para este
cluster por segundo.
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Objeto de storage
IOPS

Numero médio de megabytes de
dados transferidos de e para este
no por segundo.

Utilizacao
Porcentagem média de capacidade

de performance consumida pelo
no.

Agregado

Mbps

Numero médio de milissegundos
que o agregado leva para
responder as solicitagdes do
aplicativo.

Capacidade de performance
utilizada

IOPS

Numero médio de megabytes de
dados transferidos de e para este
SVM por segundo.

Volume

Contador de desempenho

Numero médio de operagdes de
entrada/saida que o né processa
por segundo.

Laténcia

Porcentagem média da CPU e
RAM do n6 que esta sendo usado.

Capacidade de desempenho
utilizada - takeover

IOPS

Numero médio de megabytes de
dados transferidos de e para este
agregado por segundo.

Utilizacao

Porcentagem média de capacidade
de performance consumida pelo
agregado.

Numero médio de operacdes de
entrada/saida processadas pelo
SVM por segundo.

Laténcia

IOPS

Descrigdo

Mbps

Numero médio de milissegundos
que o no leva para responder as
solicitacdes de aplicacao.

Capacidade de performance
utilizada

Porcentagem média de capacidade
de performance consumida pelo n6
e a capacidade de performance do
noé do parceiro.

Numero médio de operagdes de
entrada/saida os processos
agregados por segundo.

Laténcia

Porcentagem média dos discos do
agregado que estédo sendo usados.

Maquina de Storage Virtual (SVM)

Mbps

Numero médio de milissegundos
que o SVM leva para responder a
solicitacdes de aplicacoes.

Numero médio de operagdes de
entrada/saida o volume processa
por segundo.
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Objeto de storage
Mbps

Numero médio de milissegundos
que o volume leva para responder
as solicitagdes do aplicativo.

LUN
Mbps

Numero médio de milissegundos
que o LUN leva para responder as
solicitacdes de aplicativos.

Numero médio de operagdes de
entrada/saida que o namespace
processa por segundo.

Laténcia

Utilizagao de largura de banda

Numero médio de megabytes de
dados transferidos para e a partir
desta porta por segundo.

®

Contador de desempenho

Numero médio de megabytes de
dados transferidos de e para este
volume por segundo.

Relagao de falta de cache

IOPS

Numero médio de megabytes de
dados transferidos de e para este
LUN por segundo.

Namespace

Mbps

Numero médio de milissegundos
que o0 namespace leva para
responder a solicitacbes de
aplicativos.

Porcentagem média da largura de
banda disponivel da porta que esta
sendo usada.

Interface légica (LIF)

Descrigdo

Laténcia

Porcentagem média de solicitagbes
de leitura de aplicativos clientes
que sao retornadas do volume em
vez de serem retornadas do cache.

Numero médio de operagdes de
entrada/saida que o LUN processa
por segundo.

Laténcia

IOPS

Numero médio de megabytes de
dados transferidos para e a partir
deste namespace por segundo.

Porta

Mbps

Mbps

Os dados de capacidade de performance so6 estao disponiveis quando os nés de um cluster
sao instalados com o software ONTAP 9.0 ou posterior.

Quais objetos e contadores podem ser usados em politicas de limite de

combinagao

Apenas alguns contadores de desempenho podem ser usados em conjunto em politicas
de combinacdo. Quando os contadores de desempenho primario e secundario sdo
especificados, ambos os contadores de desempenho devem exceder seus limites
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maximos antes que um evento seja gerado.

Objeto de armazenamento primario e contador

Laténcia de volume

Mbps de volume

Capacidade de desempenho agregado usada

Capacidade de performance do né usada

Laténcia de LUN

LUN Mbps

Capacidade de desempenho agregado usada

Capacidade de performance do né usada

Objeto e contador de armazenamento secundario

IOPS do volume

Utilizagao de agregado

Utilizacao do n6

Capacidade de desempenho do né usada - takeover

IOPS LUN

Utilizacdo de agregado

Utilizagcao do n6

Capacidade de desempenho do né usada - takeover

Quando uma politica de combinagéo de volume € aplicada a um volume FlexGroup, em vez de

a um FlexVol volume, apenas os atributos "'lOPS de volume
selecionados como o contador secundario. Se a politica de limite contiver um dos atributos de
no ou agregado, a politica ndo sera aplicada ao volume FlexGroup e vocé recebera uma

®

e "'volume Mbps™ podem ser

mensagem de erro descrevendo esse caso. Isso ocorre porque os volumes do FlexGroup
podem existir em mais de um né ou agregado.

Criagao de politicas de limite de performance definidas pelo usuario

Vocé cria politicas de limite de desempenho para objetos de armazenamento de modo
que as notificagbes sejam enviadas quando um contador de desempenho exceder um
valor especifico. A notificacdo de evento identifica que o cluster esta enfrentando um

problema de desempenho.

Antes de comecgar

Tem de ter a fungao de Administrador do OnCommand.

Sobre esta tarefa

Vocé cria politicas de limite de desempenho inserindo os valores de limite na pagina criar politica de limite.
Vocé pode criar novas politicas definindo todos os valores de politica nesta pagina ou pode fazer uma copia
de uma politica existente e alterar os valores da cépia (chamada clonagem).

Os valores-limite validos séo de 0,001 a 10.000.000 para numeros, 0.001-100 para porcentagens e 0.001-200
para porcentagens de capacidade de desempenho usada.
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A versao atual fornece limites que enviam eventos quando um valor de contador excede a
configuragéo de limite. Vocé nao pode definir limites que enviam eventos quando um valor de
contador cai abaixo de uma configuragao de limite.

Passos

1. No painel de navegacao esquerdo, selecione Configuragao > limites de desempenho.
E apresentada a pagina Configuration/Performance Thresholds (limites de configuragdo/desempenho).

2. Clique no botéo apropriado dependendo se vocé deseja criar uma nova politica ou se deseja clonar uma
politica semelhante e modificar a versao clonada.

Para... Clique em...
Crie uma nova politica Criar
Clonar uma politica existente Selecione uma politica existente e clique em Clone

E apresentada a pagina criar politica de limiar ou a pagina Clone politica de limiar.

3. Defina a politica de limite especificando os valores de limite do contador de desempenho que deseja
definir para objetos de armazenamento especificos:
a. Selecione o tipo de objeto de armazenamento e especifique um nome e uma descri¢gdo para a politica.
b. Selecione o contador de desempenho a ser rastreado e especifique os valores limite que definem
eventos de Aviso e Critica.

Tem de definir pelo menos um aviso ou um limite critico. Nao é necessario definir ambos os tipos de
limites.

c. Selecione um contador de desempenho secundario, se necessario, e especifique os valores limite
para eventos de Aviso e Critica.

Ainclusdo de um contador secundario exige que ambos os contadores excedam os valores limite
antes que o limite seja violado e um evento seja relatado. Somente determinados objetos e contadores
podem ser configurados usando uma politica de combinagéo.

d. Selecione a duracao do tempo para o qual os valores-limite devem ser violados para que um evento
seja enviado.

Ao clonar uma politica existente, vocé deve inserir um novo nome para a politica.
4. Clique em Salvar para salvar a politica.
Regressa a pagina limites de configuragdo/desempenho. Uma mensagem de sucesso na parte superior

da pagina confirma que a diretiva de limite foi criada e fornece um link para a pagina Inventario para esse
tipo de objeto para que vocé possa aplicar a nova diretiva a objetos de armazenamento imediatamente.

Depois de terminar
Se vocé quiser aplicar a nova diretiva de limite a objetos de armazenamento neste momento, clique no link ir

para object_type now para ir para a pagina Inventario.
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Atribuindo politicas de limite de desempenho a objetos de storage

Vocé atribui uma politica de limite de desempenho definido pelo usuario a um objeto de
storage para que o Unified Manager relate um evento se o valor do contador de
desempenho exceder a configuragao de politica.

Antes de comecgar

Tem de ter a fungdo de Administrador do OnCommand.

A politica de limite de desempenho, ou politicas, que vocé deseja aplicar ao objeto, deve existir.

Sobre esta tarefa

Vocé pode aplicar apenas uma politica de desempenho de cada vez a um objeto ou a um grupo de objetos.

E possivel atribuir um maximo de trés politicas de limite a cada objeto de storage. Ao atribuir politicas a varios
objetos, se algum dos objetos ja tiver o numero maximo de politicas atribuido, o Unified Manager executara as
seguintes acoes:

* Aplica a politica a todos os objetos selecionados que néo atingiram o seu maximo

* Ignora os objetos que atingiram o numero maximo de politicas

» Exibe uma mensagem informando que a diretiva ndo foi atribuida a todos os objetos
Além disso, se alguns objetos nao suportarem o contador que esté sendo rastreado na politica de limite, a
politica ndo sera aplicada a esse objeto. Por exemplo, se vocé criar uma politica de limite de capacidade de

desempenho usada e tentar atribui-la a um né que nao tenha o software ONTAP 9.0 ou posterior instalado, a
politica ndo sera aplicada a esse no.

Passos

1. Na pagina inventario de desempenho de qualquer objeto de storage, selecione o objeto ou objetos aos
quais vocé deseja atribuir uma politica de limite:

Para atribuir limites a... Clique em...

Um unico objeto A caixa de verificagado a esquerda desse objeto.
Varios objetos A caixa de verificagdo a esquerda de cada objeto.
Todos os objetos na pagina A O~ caixa suspensa e escolha Selecione todos

os objetos nesta pagina.

Todos os objetos do mesmo tipo A O- caixa suspensa e escolha Selecionar todos
os objetos.

Vocé pode usar a funcionalidade de classificagéo e filtragem para refinar a lista de objetos na pagina de
inventario para facilitar a aplicagéo de politicas de limite a muitos objetos.

2. Faga sua selegéao e clique em Assign Performance Threshold Policy.
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A pagina atribuir politica de limite € exibida, mostrando uma lista de politicas de limite que existem para
esse tipo especifico de objeto de armazenamento.

3. Clique em cada politica para exibir os detalhes das configura¢des de limite de desempenho para verificar
se voceé selecionou a politica de limite correta.

4. Depois de selecionar a politica de limite apropriada, clique em Assign Policy (atribuir politica).

Uma mensagem de sucesso na parte superior da pagina confirma que a diretiva de limite foi atribuida ao
objeto ou objetos e fornece um link para a pagina de alertas para que vocé possa configurar as
configuracdes de alerta para esse objeto e politica.

Depois de terminar

Se vocé quiser que os alertas sejam enviados por e-mail ou como uma armadilha SNMP, para notifica-lo de
que um evento de desempenho especifico foi gerado, vocé deve configurar as configuragdes de alerta na
pagina Configuragdo/alertas.

Exibindo politicas de limite de desempenho

Vocé pode exibir todas as politicas de limite de desempenho definidas atualmente na
pagina limites de configuragao/desempenho.
Sobre esta tarefa

A lista de politicas de limite € ordenada alfabeticamente por nome de politica e inclui politicas para todos os
tipos de objetos de storage. Vocé pode clicar em um cabegalho de coluna para classificar as politicas por essa
coluna. Se vocé estiver procurando uma politica especifica, use os mecanismos de filtro e pesquisa para
refinar a lista de politicas de limite que aparecem na lista de inventario.

Vocé pode passar o cursor sobre o Nome da politica € 0 nome da condigéo para ver os detalhes de

configuragéo da politica. Além disso, vocé pode usar os botdes fornecidos para criar, clonar, editar e excluir
politicas de limite definidas pelo usuario.

Passos
1. No painel de navegacao esquerdo, selecione Configuragao > limites de desempenho.

E apresentada a pagina Configuration/Performance Thresholds (limites de configuragdo/desempenho).

Editando politicas de limite de performance definidas pelo usuario

Vocé pode editar as configuragdes de limite para as politicas de limite de desempenho
existentes. Isso pode ser util se vocé achar que esta recebendo muitos ou poucos alertas
para determinadas condi¢des de limite.

Antes de comecgar

Tem de ter a fungao de Administrador do OnCommand.
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Sobre esta tarefa

Nao é possivel alterar o nome da politica ou o tipo de objeto de armazenamento que esta sendo monitorado
para politicas de limite existentes.

Passos

1. No painel de navegacao esquerdo, selecione Configuragao > limites de desempenho.
A pagina limites de configuragdo/desempenho é exibida.

2. Selecione a politica de limite que deseja alterar e clique em Editar.
E apresentada a pagina Editar politica de limites.

3. Faca suas alteracgdes na politica de limite e clique em Salvar.

Regressa a pagina limites de configuragdo/desempenho.

Resultados

Depois que eles sao salvos, as alteragbes sao atualizadas imediatamente em todos os objetos de
armazenamento que usam a diretiva.

Depois de terminar

Dependendo do tipo de alteragdes feitas na politica, talvez vocé queira revisar as configuragdes de alerta
configuradas para os objetos que usam a diretiva na pagina Configuragao/alertas.

Remocao de politicas de limite de performance de objetos de storage

Vocé pode remover uma politica de limite de performance definida pelo usuario de um
objeto de storage quando nao quiser mais que o Unified Manager monitore o valor do
contador de performance.

Antes de comecgar

Tem de ter a fungao de Administrador do OnCommand.

Sobre esta tarefa

Vocé pode remover apenas uma politica de cada vez de um objeto selecionado.

Vocé pode remover uma politica de limite de varios objetos de armazenamento selecionando mais de um
objeto na lista.

Passos

1. Na péagina inventario de qualquer objeto de armazenamento, selecione um ou mais objetos que tenham
pelo menos uma politica de limite de desempenho aplicada.
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Para limpar limites de... Faca isso...

Um unico objeto Marque a caixa de selecédo a esquerda desse
objeto.

Varios objetos Marque a caixa de selegdo a esquerda de cada
objeto.

Todos os objetos na pagina Cligue O- e selecione Selecionar todos os

objetos nesta pagina.

Todos os objetos do mesmo tipo Clique 0O~ e selecione Selecionar todos os
objetos.

2. Clique em Limpar politica de limite de desempenho.

A pagina Limpar politica de limite é exibida, mostrando uma lista de politicas de limite que estéao
atualmente atribuidas aos objetos de armazenamento.

3. Selecione a politica de limite que deseja remover dos objetos e clique em Limpar Politica.

Quando vocé seleciona uma politica de limite, os detalhes da politica s&o exibidos para que vocé possa
confirmar que selecionou a politica apropriada.

O que acontece quando uma politica de limite de desempenho é alterada

Se vocé ajustar o valor do contador ou a duragédo de uma politica de limite de
desempenho existente, a alteragcdo de politica sera aplicada a todos os objetos de
armazenamento que usam a diretiva. A nova configuragao ocorre imediatamente e o
Unified Manager comecga a comparar os valores do contador de desempenho com as
novas configuragdes de limite para todos os dados de desempenho recém-coletados.

Se existirem eventos ativos para objetos que estejam usando a politica de limite alterada, os eventos serao
marcados como obsoletos e a politica de limite comegara a monitorar o contador como uma politica de limite
recém-definida.

Ao visualizar o contador no qual o limite foi aplicado na Exibicdo detalhada dos graficos de Contador, as linhas
de limite critico e de aviso refletem as configuragdes de limite atuais. As configuragdes de limite originais néo
aparecem nesta pagina, mesmo que vocé exiba dados histéricos quando a configuracao de limite antiga
estava em vigor.

Como as configuragdes de limite mais antigas ndo aparecem na Exibigdo detalhada dos
@ graficos de Contador, vocé pode ver eventos histéricos que aparecem abaixo das linhas de
limite atuais.

O que acontece com as politicas de limite de performance quando um objeto é
movido

Como as politicas de limite de performance sdo atribuidas a objetos de storage, se vocé
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mover um objeto, todas as politicas de limite atribuidas permaneceréo anexadas ao
objeto apo6s a conclusédo da migracao. Por exemplo, se vocé mover um volume ou LUN
para um agregado diferente, as politicas de limite ainda estaréo ativas para o volume ou
LUN no novo agregado.

Se existir uma condi¢do de contador secundario para a politica de limite (uma politica de combinagao)--por
exemplo, se uma condigéo adicional for atribuida a um agregado ou a um né—a condi¢ao de contador
secundario é aplicada ao novo agregado ou né para o qual o volume ou LUN foi movido.

Se houver novos eventos ativos para objetos que estejam usando a politica de limite alterada, os eventos
serdo marcados como obsoletos e a politica de limite comecgara a monitorar o contador como uma politica de
limite recém-definida.

Uma operagao de movimentagéo de volume faz com que o ONTAP envie um evento de mudanga informativa.
Um icone de evento de mudanga € exibido na linha do tempo de eventos na pagina Performance Explorer e
na pagina Performance/volume Details para indicar a hora em que a operagao de mudanca foi concluida.

Se vocé mover um objeto para um cluster diferente, a politica de limite definida pelo usuario
sera removida do objeto. Se necessario, vocé deve atribuir uma politica de limite ao objeto

@ depois que a operacado mover for concluida. No entanto, as politicas de limite dinamicas e
definidas pelo sistema sao aplicadas automaticamente a um objeto depois que ele € movido
para um novo cluster.

Funcionalidade de politica de limite durante o takeover de HA e a giveback

Quando uma operagéao de takeover ou giveback ocorre em uma configuragao de alta disponibilidade (HA), os
objetos movidos de um né para o outro n6 mantém suas politicas de limite da mesma maneira que nas
operagoes de movimentagdo manual. Como o Unified Manager verifica se ha alteragbées na configuragdo do
cluster a cada 15 minutos, o impacto do switchover para o novo n6 nao é identificado até a proxima votacao
da configuragéo de cluster.

Se uma operagao de aquisi¢ao e giveback ocorrerem dentro do periodo de coleta de alteragdes
de configuragédo de 15 minutos, talvez as estatisticas de desempenho ndo sejam exibidas de
um no para o outro.

Funcionalidade de politica de limite durante a realocag¢ao de agregados

Se vocé mover um agregado de um no para outro usando o0 aggregate relocation start comando, as
politicas de limite Unico e de combinagao serao mantidas em todos os objetos e a parte do n6 da politica de
limite sera aplicada ao novo no.

Funcionalidade de politica de limite durante o switchover do MetroCluster

Os objetos que se movem de um cluster para outro cluster em uma configuragao do MetroCluster ndao mantém
suas configuragdes de politica de limite definidas pelo usuario. Se necessario, vocé pode aplicar politicas de
limite nos volumes e LUNs movidos para o cluster de parceiros. Depois que um objeto € movido de volta para
o cluster original, a politica de limite definida pelo usuario é reaplicada automaticamente.

Comportamento do volume durante o switchover e o switchback
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Monitoramento do desempenho do cluster no Performance
Dashboard

O Dashboard de performance do OnCommand System Manager exibe o status de
performance de alto nivel de todos os clusters monitorados por essa instancia do Unified
Manager. Ele permite avaliar o desempenho geral dos clusters gerenciados e anotar,
localizar ou atribuir rapidamente para resolu¢ao quaisquer eventos especificos
identificados.

Compreender o painel desempenho

O dashboard de performance do Unified Manager fornece uma viséo geral de alto nivel
do status de performance para todos os clusters que estdo sendo monitorados no seu
ambiente. Os clusters com problemas de desempenho sdo ordenados no topo da pagina
por gravidade. As informagdes no painel sdo atualizadas automaticamente a cada
periodo de coleta de desempenho de cinco minutos.

A imagem a seguir mostra um exemplo de um dashboard de desempenho do Unified Manager que monitora
dois clusters:

Cluster: C1_sti19-vsim-ucs426k_1479251020

Latency 10PS MBps Perf. Capacity Used
SVMs Volumes LUNs MNodes S¥Ms Nodes SVMs Nodes Aggregates
10,420 IOPS 139 MBps 299% 0% 97% 2%
Cluster: wrx8060-01a-cm View Cluster Details:
Latency 10PS MBps Perf. Capacity Used Utilization
SVMs Volumes LUNs Modes SVMs Modes SVMs Modes Aggregates Modes Aggregates
4913 10P3 89.5 MBps 115% 2% 100% 2%

Cluster: opm-simplicity

Latency 10PS MBps Perf. Capacity Used Utilization
SVMs Volunes LUNs Nodes SVMs Modes SVMs Modes Aggregates MNodes Aggregates
15,550 OPS 143 MBps 50% 17% 44% 15%

Os icones de status que representam os objetos de armazenamento podem estar nos seguintes estados,
classificados de gravidade mais alta para gravidade mais baixa:

¢ Critico (0 ): Um ou mais novos eventos criticos de desempenho foram relatados para o objeto.
* Aviso (/L ): Um ou mais eventos de desempenho de aviso novos foram relatados para o objeto.

* Normal (Q): N&o foram comunicados novos eventos de desempenho para o objeto.
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@ A cor indica se existem novos eventos para o objeto. Eventos que ndo estdo mais ativos,
chamados eventos obsoletos, ndo afetam a cor do icone.

Contadores de desempenho de cluster

As seguintes categorias de desempenho sao exibidas para cada cluster:
 Laténcia

Mostra a rapidez com que o cluster esta respondendo as solicitagdes de aplicativos do cliente, em
milissegundos por operagao.

+ IOPS

Mostra a velocidade de funcionamento do cluster, em nimero de operagées de entrada/saida por
segundo.

* Mbps

Mostra a quantidade de dados que estdo sendo transferidos de e para o cluster, em megabytes por
segundo.

» Capacidade de performance utilizada
Mostra se nos ou agregados estao sobreutilizando a capacidade de performance disponivel.
» Utilizacao

Mostra se os recursos em quaisquer nos ou agregados estao sendo usados em excesso.

Para analisar o desempenho do cluster e dos objetos de armazenamento, vocé pode executar uma das
seguintes acoes:

* Vocé pode clicar em Exibir Detalhes do cluster para exibir a pagina de destino do cluster, onde vocé
pode exibir informagdes detalhadas de desempenho e eventos para o cluster e objetos de
armazenamento selecionados.

* Vocé pode clicar em um dos icones de status vermelho ou amarelo de um objeto para exibir a pagina
Inventario desse objeto, onde vocé pode exibir detalhes sobre o objeto de armazenamento.

Por exemplo, clicar em um icone de volume exibe a pagina de inventario de desempenho/volume com
uma lista de todos os volumes no cluster selecionado, classificados de pior desempenho para melhor
desempenho.

Mensagens e descrigoes do banner do cluster do Painel de desempenho

O Unified Manager pode exibir mensagens de banner do cluster no Painel de
desempenho para alerta-lo sobre problemas de status de um cluster especifico.



Mensagem de banner

No performance data is
being collected from
cluster cluster name.
Restart Unified Manager to
correct this issue.

of
historical data is being
collected from cluster

More than x hour(s)

cluster name. Current data
collections will start
after all historical data
is collected.

Descrigdo

O servico de coleta do Unified
Manager parou e nenhum dado de
performance esta sendo coletado
de clusters.

Um ciclo de coleta de continuidade
de dados esta sendo executado
atualmente para recuperar dados
de desempenho fora do ciclo de
coleta de desempenho do cluster
em tempo real.

Resolugédo

Reinicie o Unified Manager para
corrigir esse problema. Se isso nédo
corrigir o problema, entre em
Contato com o suporte técnico.

Nenhuma agao é necessaria. Os
dados de desempenho atuais
serao recolhidos apds a conclusao
do ciclo de recolha da continuidade
dos dados.

Um ciclo de coleta de continuidade
de dados é executado quando um
novo cluster é adicionado ou
quando o Unified Manager nao
conseguiu coletar dados de
desempenho atuais por algum
motivo.

Alterar o intervalo de coleta de estatisticas de desempenho

O intervalo de coleta padrao para estatisticas de desempenho é de 5 minutos. Vocé
pode alterar esse intervalo para 10 ou 15 minutos se achar que colecdes de clusters
grandes nao estao finalizadas dentro do tempo padrao. Essa configuracao afeta a
colegao de estatisticas de todos os clusters que essa instancia do Unified Manager esta

monitorando.

Antes de comegar

Vocé deve ter uma ID de usuario e senha autorizados para fazer login no console de manutencéo do servidor

do Unified Manager.

Sobre esta tarefa

A emissao de colecdes de estatisticas de desempenho que n&o terminam no prazo ¢é indicada pelas
mensagens de banner Unable to consistently collect from cluster <cluster name>oOuU Data
collection is taking too long on cluster <cluster name>.

Vocé deve alterar o intervalo de coleta somente quando necessario devido a um problema de coleta de
estatisticas. Nao altere esta definicdo por qualquer outro motivo.

Alterar esse valor da configuragao padrao de 5 minutos pode afetar o niumero e a frequéncia
dos eventos de desempenho reportados pelo Unified Manager. Por exemplo, os limites de

®

desempenho definidos pelo sistema acionam eventos quando a politica é excedida por 30
minutos. Ao usar colecdes de 5 minutos, a politica deve ser excedida por seis colecdes

consecutivas. Para colegbdes de 15 minutos, a politica deve ser excedida por apenas dois

periodos de coleta.

40



Uma mensagem na parte inferior da pagina fontes de dados do cluster indica o intervalo de coleta de dados
estatisticos atual.

Passos

1. Faca login usando SSH como o usuario de manuteng¢ao no host do Unified Manager.
Os prompts do console do Unified Managermaintenance sao exibidos.

2. Digite o numero da opgéo de menu chamada Configuragao do intervalo de polling de desempenho e
pressione Enter.

3. Se solicitado, digite a senha do usuario de manutengao novamente.

4. Digite o numero do novo intervalo de polling que deseja definir e pressione Enter.

Depois de terminar

Se vocé alterou o intervalo de coleta do Unified Manager para 10 ou 15 minutos e tiver uma conexao atual
com um provedor de dados externo (como Graphite), altere o intervalo de transmissao do provedor de dados
para que ele seja igual ou maior que o intervalo de coleta do Unified Manager.

Monitoramento do desempenho do cluster na pagina de
destino do cluster de desempenho

A pagina de destino do cluster de desempenho exibe o status de desempenho de alto
nivel de um cluster selecionado que esta sendo monitorado por uma instancia do Unified
Manager. Esta pagina permite avaliar o desempenho geral de um cluster especifico e
anotar, localizar ou atribuir rapidamente para resolucao quaisquer eventos especificos de
cluster identificados.

Compreender a pagina de destino do cluster de desempenho

A pagina de destino do cluster de desempenho fornece uma visao geral de desempenho
de alto nivel de um cluster selecionado, com énfase no status de desempenho dos 10
principais objetos dentro do cluster. Os problemas de desempenho sao exibidos na parte
superior da pagina, no painel todos os eventos neste cluster.

A pagina de destino do cluster de desempenho fornece uma viséo geral de alto nivel de cada cluster
gerenciado por uma instancia do Unified Manager. Esta pagina fornece informagdes sobre eventos e
performance, além de permitir que vocé monitore e solucione problemas de clusters. Aimagem a seguir
mostra um exemplo da pagina de destino do cluster de desempenho para o cluster chamado opm-mobilidade:
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Cluster: opm-mobility Last updated: 0513 PM, 23Fed GBS

E summary Top Performers ExplorerlnD

IOPS, MBps are averaged over the previous 72 hours @

All Events on this Cluster & 10PS 75.1 MBps 347

232 10PS 26.1 MBps

0

I0PS - A
] (1] [i] o
i} Warning: 0 58.3 |OPS 211 MBps
Total New Events Lati @ Critical: @ | MEps Perf Utitization Other
Capacity
Used o [ o L}
New Events Obsolete Events Mew Events Obsolete Events

Managed Objects &

Nodes Aggregates Ports Svikis Volumes LUNs LiFs

A contagem de eventos na pagina Resumo do cluster pode ndo corresponder a contagem de eventos na
pagina Inventario de Eventos de desempenho. Isso ocorre porque a pagina Resumo do cluster pode mostrar
um evento cada nas barras de laténcia e utilizagdo quando as politicas de limite de combinagéo foram
violadas, enquanto a pagina Inventario de Eventos de desempenho mostra apenas um evento quando uma
diretiva de combinacao foi violada.

@ Se um cluster foi removido de ser gerenciado pelo Unified Manager, o status removido é
exibido a direita do nome do cluster na parte superior da pagina.

Pagina inicial do cluster de desempenho

A pagina de destino do cluster de desempenho exibe o status de desempenho de alto
nivel de um cluster selecionado. A pagina permite acessar detalhes completos de cada
contador de desempenho para os objetos de armazenamento no cluster selecionado.

Vocé pode clicar no botdo Favoritos (.) para adicionar este objeto a sua lista de objetos de armazenamento
favoritos. Um botéo azul (| ") indica que este objeto ja € um favorito.

A péagina de destino do cluster de desempenho inclui quatro guias que separam os detalhes do cluster em
quatro areas de informagdes:
» Pagina de resumo
o Painel Eventos do cluster
o Painel objetos gerenciados
» Pagina de melhores performers
» Pagina Explorer

» Pagina de informacgoes

Pagina Resumo do cluster de performance

A pagina Resumo do cluster de desempenho fornece um resumo dos eventos ativos, do
desempenho do IOPS e do desempenho de Mbps de um cluster. Esta pagina também

42



inclui a contagem total dos objetos de armazenamento no cluster.

Painel de eventos de desempenho do cluster

O painel de eventos de desempenho do cluster exibe estatisticas de desempenho e
todos os eventos ativos do cluster. Isso € mais util quando vocé monitora seus clusters e
todos os eventos e performance relacionados ao cluster.

Todos os eventos neste painel de cluster

O painel todos os eventos neste cluster exibe todos os eventos de desempenho do cluster ativo para as 72
horas anteriores. O total de eventos ativos é exibido a esquerda; esse niumero representa o total de todos os
eventos novos e reconhecidos para todos os objetos de armazenamento neste cluster. Vocé pode clicar no
link Eventos ativos totais para navegar até a pagina Inventario de Eventos, que é filtrada para exibir esses
eventos.

O gréfico de barras Total ative Events (Eventos ativos totais) do cluster apresenta o nimero total de eventos
criticos e de aviso ativos:

 Laténcia (total para nés, agregados, SVMs, volumes, LUNs e namespaces)

» |OPS (total de clusters, nos, agregados, SVMs, volumes, LUNs e namespaces)

* Mbps (total de clusters, nds, agregados, SVMs, volumes, LUNs, namespaces, portas e LIFs)

» Capacidade de performance utilizada (total para nés e agregados)

« Utilizacao (total de nés, agregados e portas)

» QOutro (taxa de falta de cache para volumes)

A lista contém eventos de desempenho ativos acionados por politicas de limite definidas pelo usuario,
politicas de limite definidas pelo sistema e limites dinAmicos.

Os dados do grafico (barras do contador vertical) sdo exibidos em vermelho (.) para eventos criticos e
amarelo ([) para eventos de aviso. Posicione o cursor sobre cada barra do contador vertical para visualizar o
tipo e o numero reais de eventos. Vocé pode clicar em Refresh para atualizar os dados do painel do contador.

Vocé pode mostrar ou ocultar eventos criticos e de aviso no grafico de desempenho Total ative Events
clicando nos icones Critical e Warning na legenda. Se ocultar determinados tipos de eventos, os icones de
legenda s&o apresentados a cinzento.

Contra-painéis

Os painéis do contador exibem eventos de atividade e desempenho do cluster para as 72 horas anteriores e
incluem os seguintes contadores:

* Painel do contador de IOPS
IOPS indica a velocidade de operagao do cluster em niumero de operagdes de entrada/saida por segundo.
Este painel do contador fornece uma visao geral de alto nivel da integridade do IOPS do cluster para o
periodo de 72 horas anterior. Vocé pode posicionar o cursor sobre a linha de tendéncia do grafico para
exibir o valor de IOPS para um tempo especifico.

* * Painel de contador de Mbps*

Mbps indica a quantidade de dados transferidos de e para o cluster em megabytes por segundo. Este
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painel de contador fornece uma visédo geral de alto nivel da integridade de Mbps do cluster para o periodo
de 72 horas anterior. Vocé pode posicionar o cursor sobre a linha de tendéncia do grafico para exibir o
valor de Mbps para um tempo especifico.

O numero no canto superior direito do grafico na barra cinza é o valor médio do ultimo periodo de 72 horas.
Os numeros mostrados na parte inferior e superior do grafico de linhas de tendéncia séo os valores minimo e
maximo para o ultimo periodo de 72 horas. A barra cinza abaixo do grafico contém a contagem de eventos
ativos (novos e reconhecidos) e eventos obsoletos do ultimo periodo de 72 horas.

Os painéis do contador contém dois tipos de eventos:
* Ativo
Indica que o evento de desempenho esta ativo no momento (novo ou confirmado). O problema que causa
o evento nao foi corrigido ou n&o foi resolvido. O contador de performance do objeto de storage
permanece acima do limite de performance.

* Obsoleto

Indica que o evento ja ndo esta ativo. O problema que causa o evento foi corrigido ou foi resolvido. O
contador de desempenho do objeto de storage ndo estd mais acima do limite de desempenho.

Para Eventos ativos, se houver um evento, vocé pode posicionar o cursor sobre o icone do evento e clicar no
numero do evento para vincular a pagina Detalhes do evento apropriada. Se houver mais de um evento, vocé
pode clicar em Exibir todos os eventos para exibir a pagina Inventario de Eventos, que é filtrada para
mostrar todos os eventos para o tipo de contador de objetos selecionado.

Painel objetos gerenciados

O painel objetos gerenciados na guia Resumo de desempenho fornece uma viséo geral
de nivel superior dos tipos e contagens de objetos de storage para o cluster. Esse painel
permite rastrear o status dos objetos em cada cluster.

A contagem de objetos gerenciados € de dados pontuais a partir do ultimo periodo de coleta. Novos objetos
sdo descobertos em intervalos de 15 minutos.

Clicar no numero vinculado para qualquer tipo de objeto exibe a pagina de inventario de desempenho do
objeto para esse tipo de objeto. A pagina de inventario de objetos é filtrada para mostrar apenas os objetos
neste cluster.
Os objetos gerenciados sao:
* *Nos*
Um sistema fisico em um cluster.

* Agregados

Um conjunto de varios grupos de matriz redundante de discos independentes (RAID) que podem ser
gerenciados como uma unica unidade para protegéo e provisionamento.

* Portos

Um ponto de conexao fisico em nds que é usado para se conetar a outros dispositivos em uma rede.
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* SVMs

Uma maquina virtual que fornece acesso a rede através de enderecos de rede exclusivos. Um SVM pode
servir dados a partir de um namespace distinto e pode ser administrado separadamente do resto do
cluster.

* Volumes

Uma entidade logica que contém dados de usuario acessiveis por meio de um ou mais protocolos de
acesso suportados. A contagem inclui volumes FlexVol e volumes FlexGroup; ela n&o inclui componentes
FlexGroup ou Infinite volumes.

* LUNs

O identificador de uma unidade l6gica Fibre Channel (FC) ou de uma unidade légica iSCSI. Uma unidade
I6gica normalmente corresponde a um volume de armazenamento e € representada dentro de um sistema
operacional de computador como um dispositivo.

* LIFs

Uma interface de rede ldgica que representa um ponto de acesso a rede para um no. A contagem inclui
todos os tipos de LIF.

Pagina de melhores performers

A pagina principais executores exibe os objetos de armazenamento que tém o
desempenho mais alto ou o desempenho mais baixo, com base no contador de
desempenho selecionado. Por exemplo, na categoria SVMs, vocé pode exibir os SVMs
que tém o IOPS mais alto, a laténcia mais alta ou o Mbps mais baixo. Esta pagina
também mostra se algum dos melhores artistas tem algum evento de desempenho ativo
(novo ou reconhecido).

A pagina Top Performers exibe um maximo de 10 de cada objeto. Observe que o objeto volume inclui volumes
FlexVol e volumes FlexGroup; ele nao inclui componentes FlexGroup ou Infinite volumes.

* Intervalo de tempo

Pode selecionar um intervalo de tempo para visualizar os melhores desempenhos; o intervalo de tempo
selecionado aplica-se a todos os objetos de armazenamento. Intervalos de tempo disponiveis:
o Hora da ultima
o Ultimas 24 horas
o Ultimas 72 horas (padréo)
o Ultimos 7 dias
» Métrica
Clique no menu Metric para selecionar um contador diferente. As opg¢des de contador sao exclusivas do
tipo de objeto. Por exemplo, os contadores disponiveis para o objeto volumes s&o laténcia, IOPS e

Mbps. Alterar o contador recarrega os dados do painel com os melhores desempenhos com base no
contador selecionado.

Contadores disponiveis:
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o Laténcia
> |OPS
o Mbps
o Capacidade de performance utilizada (para nos e agregados)
o Utilizagao (para nos e agregados)
* Ordenar
Cliqgue no menu Classificar para selecionar uma classificagéo ascendente ou descendente para o objeto

e contador selecionados. As op¢des sdo mais altas a mais baixas e mais baixas a mais altas. Essas
opgdes permitem que vocé visualize os objetos com o desempenho mais alto ou 0 menor desempenho.

- Barra de contador

A barra de contador no grafico mostra as estatisticas de desempenho para cada objeto, representadas
como uma barra para esse item. Os graficos de barras sado codificados por cores. Se o contador nao
estiver a violar um limite de desempenho, a barra do contador & apresentada a azul. Se uma violagao de
limite estiver ativa (um evento novo ou confirmado), a barra sera exibida na cor do evento: Os eventos de
aviso sdo exibidos em amarelo (| ) e os eventos criticos s&o exibidos em vermelho (.). As violagbes de
limite sdo mais indicadas pelos icones do indicador de eventos de gravidade para avisos e eventos
criticos.

Top 10 Aggregates  Latenty .

jagar nodel _rt_sggr aggr_templ agqrl aggrd.__02_0 ﬁ:gg‘f

Para cada grafico, o eixo X exibe os melhores desempenhos para o tipo de objeto selecionado. O eixo Y
exibe as unidades aplicaveis ao contador selecionado. Clicar no link do nome do objeto abaixo de cada
elemento de grafico de barras vertical navega para a pagina de destino de desempenho do objeto
selecionado.

Indicador de evento de gravidade
O icone do indicador evento de gravidade ¢é exibido a esquerda de um nome de objeto para eventos
criticos ativos (o ) ou de aviso (/) nos graficos com desempenho superior. Clique no icone do
indicador evento de gravidade para visualizar:
o Um evento
Navega para a pagina de detalhes do evento para esse evento.

o Dois ou mais eventos

Navega para a pagina de inventario de eventos, que é filtrada para exibir todos os eventos para o
objeto selecionado.

* Botao Exportar
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Cria um . csv arquivo que contém os dados que aparecem na barra do contador. Vocé pode optar por
criar o arquivo para o unico cluster que esta visualizando ou para todos os clusters no data center.

Monitorando o desempenho usando as paginas Inventario
de desempenho

As paginas de desempenho de inventario de objetos exibem informacgdes de
desempenho, eventos de desempenho e integridade de objetos para todos os objetos
dentro de uma categoria de tipo de objeto. Isso fornece uma visao geral do status de
performance de cada objeto em um cluster, por exemplo, para todos os nds ou todos os
volumes.

As paginas de desempenho de inventario de objetos fornecem uma visdo geral de alto nivel do status do
objeto, permitindo que vocé avalie o desempenho geral de todos os objetos e compare os dados de
desempenho do objeto. Vocé pode refinar o conteudo das paginas de inventario de objetos pesquisando,
classificando e filtrando. Isso € benéfico ao monitorar e gerenciar o desempenho do objeto, pois permite
localizar rapidamente objetos com problemas de desempenho e iniciar o processo de solugao de problemas.

Performance / Nodes & Last updated: 07:43 AM, 03 Nov

Latency, IOPS, MBps, Utilization are based on hourly samples averaged aver the previous 72 hours

Y Filtering = X Export -l:}
= Assign Performance Threshold Policy Ciear Performance Threshald Policy
D' status ¥ Node Latency 1OPS MBps Flash Cache F Perf. Capaciti Utilization  Free Capacity Total Capacit Cluster Policy
D opm-mobility-02 | 0.704 msfop | 5017 IOPS 492 MBps | NfA 23% 21% 93,708 GB 103,748 GB | opm-m_.lity B
1l opmevitaling02 | 0357 msfop | <1 10PS 46.8 MBps | D% MfA 20% 972 GB 3,563 GE opm-vitality
1| opm- 456 10PS 209MBps | N/A NIA 6% 2,162 GB 2,953 GB oprm-io. ity
| opm-moblity-01 | 613 ms/op. | 275010PS. | 25.7 MBps | N/A 9% 8% 80,175GB | 90,361GB | opmemiiity | headroom
| opm-vitality-01 1532 msfop . 3,575 IOPS 146 MEBps 0% A 25% 2835GH 4,800 GB opm-vitality
D | opm-longevity-02 | 0106 msfop | <1 10PS TO3MBps  NA A B% 5,743 GB 6,762.GB opm-lo..vity

Por padrao, os objetos nas paginas de inventario de desempenho sdo classificados com base na criticidade
de desempenho do objeto. Os objetos com novos eventos criticos de desempenho séo listados primeiro e os
objetos com eventos de aviso séo listados em segundo lugar. Isso fornece uma indicagao visual imediata dos
problemas que devem ser resolvidos. Todos os dados de performance sao baseados em uma média de 72
horas.

Vocé pode navegar facilmente da pagina de desempenho do inventario de objetos para uma pagina de
detalhes do objeto clicando no nome do objeto na coluna Nome do objeto. Por exemplo, na pagina de
inventario de desempenho/nds, vocé clicaria em um objeto de n6 na coluna nés. A pagina de detalhes do
objeto fornece informacgdes detalhadas e detalhes sobre o objeto selecionado, incluindo comparagéao lado a
lado de eventos ativos.

Monitoramento de objetos usando as paginas de inventario de objetos
Performance

As paginas de inventario de objetos Performance permitem monitorar o desempenho do
objeto com base nos valores de contadores de desempenho especificos ou com base
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em eventos de desempenho. Isso é benéfico porque a identificagdo de objetos com
eventos de desempenho permite que vocé investigue a causa dos problemas de
desempenho do cluster.

As paginas de inventario de objetos Performance exibem os contadores associados, objetos associados e
politicas de limite de desempenho para todos os objetos em todos os clusters. Essas paginas também
permitem que vocé aplique politicas de limite de desempenho a objetos. Vocé pode classificar a pagina com
base em qualquer coluna e pode pesquisar todos os nomes de objetos ou dados.

Vocé pode exportar dados dessas paginas para um (".csv'arquivo de valores separados por virgula ) usando o
botdo Exportar e, em seguida, usar os dados exportados para criar relatorios.

Refinando o conteudo da pagina de inventario de desempenho

As paginas de inventario para objetos de desempenho contém ferramentas que ajudam
a refinar o conteudo de dados de inventario de objetos, permitindo localizar dados
especificos de forma rapida e facil.

As informacgdes contidas nas paginas de inventario de objetos Performance podem ser extensas, muitas
vezes abrangendo varias paginas. Esse tipo de dados abrangentes € excelente para monitorar, rastrear e
melhorar o desempenho; no entanto, localizar dados especificos requer ferramentas para permitir que vocé
localize rapidamente os dados para os quais vocé esta procurando. Portanto, as paginas de inventario de
objetos Performance contém funcionalidade para pesquisa, classificacao e filtragem. Além disso, a pesquisa e
a filtragem podem trabalhar em conjunto para restringir ainda mais seus resultados.

Pesquisar nas paginas desempenho Stock Objeto

Vocé pode pesquisar strings em paginas de desempenho de inventario de objetos. Use o
campo Search localizado no canto superior direito da pagina para localizar rapidamente
dados com base no nome do objeto ou no nhome da politica. Isso permite localizar
rapidamente objetos especificos e seus dados associados, ou localizar rapidamente
politicas e exibir dados de objeto de politica associados.

Passos

1. Execute uma das seguintes opg¢des, com base nos requisitos de pesquisa:

Para localizar este... Digite este texto...

Um objeto especifico O nome do objeto no campo Search e clique em
Search. O objeto para o qual vocé pesquisou e
seus dados relacionados é exibido.

Uma politica de limite de desempenho definido pelo Todo ou parte do nome da politica no campo

usuario pesquisar e clique em pesquisar. Os objetos
atribuidos a politica para a qual vocé pesquisou sao
exibidos.
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Classificagao nas paginas desempenho do inventario de objetos

Vocé pode classificar todos os dados em paginas de desempenho de inventario de
objetos por qualquer coluna em ordem crescente ou decrescente. Isso permite localizar
rapidamente dados de inventario de objetos, o que ¢é util ao examinar o desempenho ou
iniciar um processo de solugao de problemas.

Sobre esta tarefa

A coluna selecionada para classificagao é indicada por um nome de cabecalho de coluna realgado e por um
icone de seta que indica a diregdo de classificacado a direita do nome. Uma seta para cima indica a ordem
ascendente; uma seta para baixo indica a ordem descendente. A ordem de classificagdo padréo € por Status
(criticidade do evento) em ordem decrescente, com os eventos de desempenho mais criticos listados primeiro.

Passos

1. Vocé pode clicar no nome de uma coluna para alternar a ordem de classificagdo da coluna em ordem
ascendente ou descendente.

O conteudo da pagina desempenho de inventario de objetos é classificado em ordem crescente ou
decrescente, com base na coluna selecionada.

Filtrando dados nas paginas desempenho do inventario de objetos

Vocé pode filtrar dados nas paginas desempenho do inventario de objetos para localizar
rapidamente dados com base em critérios especificos. Vocé pode usar a filtragem para
restringir o conteudo das paginas desempenho do inventario de objetos para mostrar
apenas os resultados especificados. Isso fornece um método muito eficiente de exibir
apenas os dados de desempenho em que vocé esta interessado.

Sobre esta tarefa

Vocé pode usar o painel filtragem para personalizar a exibicdo de grade com base em suas preferéncias. As
opgodes de filtro disponiveis baseiam-se no tipo de objeto correlacionado que esta sendo visualizado na grade.
Se os filtros forem aplicados no momento, um asterisco (*) sera exibido a esquerda do controle de filtragem.

Quatro tipos de parametros de filtro sdo suportados.

Parametro Validagao

Cadeia de carateres (texto) Os operadores sdo contém e comega com.

Numero Os operadores sao maiores que e menores que.

Recurso Os operadores sao name contém e name comecga
com.

Estado Os operadores sao is e nao.

Todos os trés campos sao obrigatérios para cada filtro; os filtros disponiveis refletem as colunas filtraveis na
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pagina atual. O numero maximo de filiros que vocé pode aplicar é de quatro. Os resultados filtrados séo
baseados em parametros de filtro combinados. Os resultados filtrados aplicam-se a todas as paginas da
pesquisa filtrada, ndo apenas a pagina exibida atualmente.

Vocé pode adicionar filtros usando o painel filtragem.

1. Na parte superior da pagina, clique em Filtering. O painel de filtragem ¢é exibido.

2. No painel filtragem, clique na lista suspensa esquerda e selecione um nome de objeto: Por exemplo,
Cluster ou um contador de desempenho.

3. Clique na lista suspensa central e selecione o operador booleano name contains ou name comega com
se a primeira selegao for um nome de objeto. Se a primeira selegéo for um contador de desempenho,
selecione maior que ou menor que. Se a primeira selegéo for Status, selecione is ou nao.

4. Se os critérios de pesquisa exigirem um valor numérico, os botdes de seta para cima e para baixo sédo
exibidos no campo a direita. Vocé pode clicar nos botdes de seta para cima e para baixo para exibir o
valor numeérico desejado.

5. Se necessario, digite seus critérios de pesquisa ndo numéricos no campo de texto a direita.

6. Para adicionar filtros, clique em Adicionar filtro. E apresentado um campo de filtro adicional. Conclua
este filtro usando o processo descrito nas etapas anteriores. Observe que ao adicionar seu quarto filtro, o
botdo Adicionar filtro ndo sera mais exibido.

7. Clique em Apply Filter (aplicar filtro). As opgbes de filtro sdo aplicadas a grade e um asterisco (*) €
exibido no botao filtragem.

8. Use o painel filtragem para remover filtros individuais clicando no icone de lixo a direita do filtro a ser
removido.

9. Para remover todos os filtros, clique em Reset na parte inferior do painel de filtragem.

Exemplo de filtragem

Ailustragao mostra o painel filtragem com trés filtros. O botao Adicionar filtro é exibido quando vocé tem
menos do que o maximo de quatro filtros.

MBps b greater than * 5 5 MBps | &
Node - name starts with > test 5]
Type > is > FCP Port > B
o Add Filter

Cancel

Depois de clicar em Apply Filter, o painel Filtering fecha e aplica os filtros.

Y Filtering - | 3filters applied X%
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Compreensao das recomendagodes do Unified Manager para categorizar dados na
nuvem

A pagina de inventario de desempenho/volumes exibe informacgdes relacionadas ao
tamanho dos dados do usuario armazenados no volume inativo (inativo). Em alguns
casos, o Unified Manager identifica certos volumes que se beneficiariam ao separar os
dados inativos na camada de nuvem (fornecedor de nuvem ou StorageGRID) de um
agregado habilitado para FabricPool.

O FabricPool foi introduzido no ONTAP 9.2. Portanto, se vocé estiver usando uma versao do
software ONTAP anterior a 9,2, a recomendagéo do Gerenciador Unificado de categorizar
@ dados requer a atualizacao do software ONTAP. Além disso, a auto politica de disposi¢cao em
camadas foi introduzida no ONTAP 9.4. Portanto, se a recomendacéo for usar a auto politica
de disposi¢cdo em camadas, vocé precisara fazer o upgrade para o ONTAP 9.4 ou posterior.

Os trés campos a seguir na pagina de inventario de performance/volumes fornecem informagdes sobre se
vocé pode aprimorar a utilizagdo de disco do sistema de storage e economizar espago na categoria de
performance, movendo dados inativos para a camada de nuvem.

* Politica de disposicdo em camadas

A politica de disposigdo em categorias determina se os dados no volume permanecem na categoria de
performance ou se alguns deles sdo movidos da categoria de performance para a categoria de nuvem.

O valor neste campo indica a politica de disposicao em camadas definida no volume, mesmo que o
volume néo esteja atualmente em um agregado FabricPool. A politica de disposi¢gdo em categorias s6
entra em vigor quando o volume estda em um agregado FabricPool.

* Dados inativos

Os dados inativos exibem o tamanho dos dados do usuario armazenados no volume que esta inativo
(frio).

Um valor é exibido aqui somente quando se usa o software ONTAP 9.4 ou superior porque exige que o
agregado no qual o volume é implantado tenha 0 inactive data reporting parametro definido como
enabled, e que o limite minimo de dias de resfriamento tenha sido atendido (para volumes que usam a
snapshot-only politica de disposigdo em camadas ou auto ). Caso contrario, o valor € listado como
"N/A",

* Recomendac¢ao de nuvem

Depois de coletar informacdes suficientes sobre a atividade de dados no volume, o Unified Manager pode
determinar que ndo ha nenhuma agao necessaria ou que vocé pode economizar espago na categoria de
performance ao categorizar dados inativos na camada de nuvem.

O campo dados inativos é atualizado a cada 15 minutos, mas o campo Recomendagéao da

@ nuvem € atualizado a cada 7 dias quando a andlise de dados inativos é realizada no volume.
Portanto, a quantidade exata de dados frios pode diferir entre os campos. O campo
Recomendacao da nuvem exibe a data em que a analise foi executada.

Quando o Relatorio de dados inativos esta ativado, o campo dados inativos exibe a quantidade exata de
dados inativos. Sem a funcionalidade de relatérios de dados inativos o Unified Manager usa estatisticas de
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performance para determinar se os dados estéo inativos em um volume. A quantidade de dados inativos nao
€ exibida no campo dados inativos neste caso, mas € exibida quando vocé passa o cursor sobre a palavra
Tier para exibir a recomendacao de nuvem.

As recomendacdes de nuvem que vocé vera sao:

» Aprendizagem. Nao foram coletados dados suficientes para fazer uma recomendagéo.

* Nivel. A analise determinou que o volume contém dados inativos (frios) e que vocé deve configurar o
volume para mové-los para a camada de nuvem. Em alguns casos, isso pode exigir que vocé mova o
volume para um agregado habilitado para FabricPool primeiro. Em outros casos em que o volume ja esta
em um agregado FabricPool, vocé so precisa alterar a politica de disposicdo em categorias.

* Nenhuma agéao. Ou o volume tem muito pouco dados inativos, o volume ja esta definido como a politica
de disposi¢do em camadas ""automatica"™ em um agregado FabricPool ou o volume € um volume de
protecado de dados. Esse valor também é exibido quando o volume esté off-line ou quando esta sendo
usado em uma configuragado do MetroCluster.

Para mover um volume ou alterar a politica de disposi¢cdo em categorias de volume ou as configuragbes de
relatérios de dados inativos agregados, use o OnCommand System Manager, os comandos da CLI do ONTAP
ou uma combinagao dessas ferramentas.

Se vocé estiver conetado ao Gerenciador Unificado com a fungdo Administrador do OnCommand ou
Administrador de armazenamento, o link Configurar volume estara disponivel na recomendagédo de nuvem
quando vocé passar o cursor sobre a palavra nivel. Clique neste botao para abrir a pagina volumes no
System Manager para efetuar a alteragdo recomendada.

Monitoramento do desempenho usando as paginas do
Performance Explorer

As paginas do Performance Explorer exibem informacgdes detalhadas sobre o
desempenho de cada objeto em um cluster. A pagina fornece uma visdo detalhada do
desempenho de todos os objetos de cluster, permitindo que vocé selecione e compare
os dados de desempenho de objetos especificos em varios periodos de tempo.

Vocé também pode avaliar o desempenho geral de todos os objetos e comparar os dados de desempenho do
objeto em um formato lado a lado.

Se um objeto nao for mais gerenciado pelo Unified Manager, o status removido sera exibido a direita do
nome do objeto na parte superior da pagina Performance Explorer.

Entendendo o objeto raiz

O objeto raiz € a linha de base contra a qual outras comparagdes de objetos sao feitas.
Isso permite visualizar e comparar os dados de outros objetos com o objeto raiz,
fornecendo analise de dados de desempenho que ajuda vocé a solucionar problemas e
melhorar o desempenho dos objetos.

O nome do objeto raiz é exibido na parte superior do painel de comparagéo. Objetos adicionais sédo exibidos
abaixo do objeto raiz. Embora n&o haja limite para o nimero de objetos adicionais que vocé pode adicionar ao
painel de comparagéo, apenas um objeto raiz é permitido. Os dados para o objeto raiz sdo exibidos
automaticamente nos graficos no painel Cartas Contadoras.
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Vocé nao pode alterar o objeto raiz; ele € sempre definido para a pagina do objeto que vocé esta visualizando.
Por exemplo, se vocé abrir a pagina Explorador de desempenho de volume de Volume1, entdo Volume1 é o
objeto raiz e ndo pode ser alterado. Se vocé quiser comparar com um objeto raiz diferente, entdo vocé deve
clicar no link de um objeto e abrir sua pagina de destino.

@ Eventos e limites sdo exibidos apenas para objetos raiz.

Aplicar filtragem para reduzir a lista de objetos correlacionados na grade

A filtragem permite exibir um subconjunto menor e mais bem definido de objetos na
grade. Por exemplo, se vocé tiver 25 volumes na grade, a filtragem permite exibir
somente os volumes que tém taxa de transferéncia inferior a 90 Mbps ou laténcia
superior a 1 ms/op.

Especificar um intervalo de tempo para objetos correlacionados

O seletor intervalo de tempo na pagina Explorador de desempenho permite especificar o
intervalo de tempo para a comparacao de dados do objeto. Especificar um intervalo de
tempo refina o conteudo das paginas do Performance Explorer para mostrar apenas os
dados do objeto dentro do intervalo de tempo especificado.

Sobre esta tarefa

Refinar o intervalo de tempo fornece um método eficiente de exibir apenas os dados de desempenho em que
vocé esta interessado. Pode selecionar um intervalo de tempo predefinido ou especificar um intervalo de
tempo personalizado. O intervalo de tempo predefinido € as 72 horas anteriores.

Selecionar um intervalo de tempo predefinido

Selecionar um intervalo de tempo predefinido é uma forma rapida e eficiente de
personalizar e focar a saida de dados ao visualizar dados de desempenho de objetos de
cluster. Ao selecionar um intervalo de tempo predefinido, estdo disponiveis dados de até
13 meses.

Passos

1. No canto superior direito da pagina Performance Explorer, clique em intervalo de tempo.

2. No lado direito do painel Time Range Selection (selegédo de intervalo de tempo), selecione um intervalo
de tempo predefinido.

3. Clique em aplicar intervalo.

Especificar um intervalo de tempo personalizado

A pagina Explorador de desempenho permite especificar a data e o intervalo de tempo
para os dados de desempenho. Especificar um intervalo de tempo personalizado
proporciona maior flexibilidade do que usar intervalos de tempo predefinidos ao refinar
dados de objetos de cluster.
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Sobre esta tarefa

Pode selecionar um intervalo de tempo entre uma hora e 390 dias. 13 meses equivale a 390 dias porque cada
més é contado como 30 dias. Especificar um intervalo de data e hora fornece mais detalhes e permite que
vocé amplie eventos de desempenho especificos ou séries de eventos. Especificar um intervalo de tempo
também auxilia na solugao de problemas potenciais de desempenho, ja que especificar um intervalo de data e
hora exibe os dados em torno do evento de desempenho em detalhes mais detalhados. Use o controle
intervalo de tempo para selecionar intervalos de data e hora predefinidos ou especifique seu proprio intervalo
de data e hora personalizado de até 390 dias. Os botdes para intervalos de tempo predefinidos variam de
Last Hour a Last 13 months.

Selecionar a opcéao ultimos 13 meses ou especificar um intervalo de datas personalizado superior a 30 dias
exibe uma caixa de didlogo alertando que os dados de desempenho exibidos por um periodo superior a 30
dias s&o mapeados usando médias horarias e n&o polling de dados de 5 minutos. Portanto, uma perda de
granularidade visual da linha do tempo pode ocorrer. Se vocé clicar na op¢cdo nao mostrar novamente na
caixa de dialogo, a mensagem nao sera exibida quando vocé selecionar a op¢ao ultimos 13 meses ou
especificar um intervalo de datas personalizado maior que 30 dias. Os dados de resumo também se aplicam a
um intervalo de tempo menor, se o intervalo de tempo incluir uma hora/data que seja superior a 30 dias a
partir de hoje.

Ao selecionar um intervalo de tempo (personalizado ou predefinido), os intervalos de tempo de 30 dias ou
menos sao baseados em amostras de dados de intervalo de 5 minutos. Intervalos de tempo superiores a 30
dias sao baseados em amostras de dados de intervalo de uma hora.

From To
< April 2015 > < April 2015 > Last Hour
Sun Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Last 24 Hours
i 3 o 0 03 o4
Last 72 Hours

a5 D& 07 i} 09 T 1

"3 ¥ 5 % 17 a8 12 13 :.:ﬂ 6 1 Last 7 Days

Last 30 Days
Last 13 Months

Custom Range

Time: &:00am - Time: 600 am w Cancel

1. Clique na caixa suspensa intervalo de tempo e o painel intervalo de tempo sera exibido.

2. Para selecionar um intervalo de tempo predefinido, clique num dos botdes Last... a direita do painel Time
Range. Ao selecionar um intervalo de tempo predefinido, estao disponiveis dados de até 13 meses. O
botdo de intervalo de tempo predefinido selecionado é realgado e os dias e horas correspondentes séo
apresentados nos calendarios e seletores de tempo.

3. Para selecionar um intervalo de datas personalizado, clique na data de inicio no calendario de a esquerda.
Clique em * ou *> para navegar para a frente ou para tras no calendario. Para especificar a data de fim,
cliqgue em uma data no calendario para a direita. Observe que a data de término padrao é hoje, a menos
qgue voceé especifique uma data de término diferente. O botdo Custom Range (intervalo personalizado) a
direita do painel Time Range (intervalo de tempo) é realgado, indicando que selecionou um intervalo de
datas personalizado.

4. Para selecionar um intervalo de tempo personalizado, clique no controle hora abaixo do calendario de e
selecione a hora de inicio. Para especificar a hora final, clique no controle hora abaixo do calendario para
a direita e selecione a hora final. O botdo Custom Range (intervalo personalizado) a direita do painel
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Time Range (intervalo de tempo) é realgado, indicando que selecionou um intervalo de tempo
personalizado.

5. Opcionalmente, vocé pode especificar os horarios de inicio e término ao selecionar um intervalo de datas
predefinido. Selecione o intervalo de datas predefinido conforme descrito anteriormente e, em seguida,
selecione as horas de inicio e de fim, conforme descrito anteriormente. As datas selecionadas sao
realgadas nos calendarios, as horas de inicio e fim especificadas sdo exibidas nos controles hora e o
botao intervalo personalizado é realcado.

6. Depois de selecionar o intervalo de data e hora, clique em aplicar intervalo. As estatisticas de
desempenho desse intervalo de tempo s&o exibidas nos graficos e na linha do tempo de Eventos .

Definir a lista de objetos correlacionados para graficos de comparagao

Vocé pode definir uma lista de objetos correlacionados para comparagao de dados e
desempenho no painel Counter Chart. Por exemplo, se a maquina virtual de storage
(SVM) tiver algum problema de performance, vocé podera comparar todos os volumes
no SVM para identificar qual volume pode estar causando o problema.

Sobre esta tarefa

Vocé pode adicionar qualquer objeto na grade objetos correlacionados aos painéis comparagao e Grafico de
Contador. Isso permite que vocé visualize e compare dados de varios objetos e com o objeto raiz. Vocé pode
adicionar e remover objetos de e para a grade de objetos correlacionados; no entanto, o objeto raiz no painel
de comparacgdo nao é removivel.

Adicionar muitos objetos ao painel de comparag¢éo pode ter um impactos negativo no
@ desempenho. Para manter o desempenho, vocé deve selecionar um nimero limitado de
graficos para comparagao de dados.

Passos

1. Na grade objetos, localize o objeto que vocé deseja adicionar e clique no botdo Adicionar.

O botéao Add fica cinza e o objeto € adicionado a lista de objetos adicionais no painel de comparagao. Os
dados do objeto sdo adicionados aos graficos nos painéis graficos do contador. A cor do icone de olho do
objeto (=) ) corresponde a cor da linha de tendéncia de dados do objeto nos gréaficos.

2. Ocultar ou mostrar dados para objetos selecionados:

Para fazer isso... Tome esta acéo...

Ocultar um objeto selecionado Clique no icone olho do objeto selecionado ({E))
no painel de comparacao. Os dados do objeto ficam
ocultos e o icone de olho desse objeto fica cinza.

Mostrar um objeto oculto Clique no icone de olho cinzento do objeto
selecionado no painel de comparacéao. O icone de
olho retorna a sua cor original e os dados do objeto
séo adicionados de volta aos graficos no painel
Cartas Contadoras.

55



3. Remover objetos selecionados do painel comparando:

Para fazer isso... Tome esta agao...

Remover um objeto selecionado Passe o Mouse sobre o nome do objeto
selecionado no painel comparacg&o para mostrar o
botdo remover objeto (X) e clique no botdo. O
objeto é removido do painel de comparagao e seus
dados sao limpos dos graficos de contador.

Remova todos os objetos selecionados Clique no botao remover todos os objetos (X) na
parte superior do painel de comparagao. Todos os
objetos selecionados e seus dados s&o removidos,
deixando apenas o objeto raiz.

Compreender as tabelas de contadores

Os graficos no painel graficos de contador permitem visualizar e comparar dados de
desempenho para o objeto raiz e para os objetos que vocé adicionou da grade de
objetos correlacionados. Isso pode ajuda-lo a entender as tendéncias de desempenho e
isolar e resolver problemas de desempenho.

Os graficos de contador exibidos por padrao sédo Eventos, laténcia, IOPS e Mbps. Os graficos opcionais que
vocé pode optar por exibir sdo utilizagao, capacidade de desempenho usada, IOPS disponiveis, IOPS/TB e
taxa de perda de cache. Além disso, vocé pode optar por exibir valores totais ou valores de divisdo para os
graficos de laténcia, IOPS, Mbps e capacidade de desempenho usada.

O Performance Explorer exibe determinados graficos de contador por padrao, independentemente de o objeto
de armazenamento suportar todos eles ou ndo. Quando um contador ndo é suportado, o contador esta vazio e

a mensagem Not applicable for <object> é apresentada.

Os graficos exibem tendéncias de desempenho para o objeto raiz e para todos os objetos selecionados no
painel comparagao. Os dados em cada grafico sdo organizados da seguinte forma:

* Eixo X

Apresenta o periodo de tempo especificado. Se vocé nao tiver especificado um intervalo de tempo, o
padrao sera o periodo de 72 horas anterior.

* EixoY

Exibe unidades de contador exclusivas para o objeto selecionado, ou objetos.

As cores da linha de tendéncia correspondem a cor do nome do objeto, conforme exibido no painel de
comparagao. Vocé pode posicionar o cursor sobre um ponto em qualquer linha de tendéncia para visualizar
detalhes de tempo e valor para esse ponto.

Se vocé quiser investigar um periodo especifico de tempo dentro de um grafico, vocé pode usar um dos
seguintes métodos:

* Use o botédo * para expandir o painel graficos de contador para estender a largura da pagina.
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* Use o cursor (quando ele faz a transigdo para uma lupa) para selecionar uma parte do periodo de tempo
no grafico para focar e ampliar essa area. Vocé pode clicar em Redefinir Zoom de Grafico para retornar o

grafico ao periodo de tempo padrao.

* Use o botdo Zoom View para exibir um grafico de contador unico grande que contém detalhes expandidos

e indicadores de limite.

Ocasionalmente, as lacunas nas linhas de tendéncia sédo exibidas. As lacunas significam que o
@ Unified Manager n&o conseguiu coletar dados de desempenho do sistema de storage ou que o

Unified Manager pode estar inativo.

Tipos de graficos de contador de desempenho

Existem graficos de desempenho padrao que exibem os valores do contador para o
objeto de armazenamento selecionado. Cada um dos graficos do contador de avarias
exibe os valores totais separados em ler, escrever e outras categorias. Além disso,
alguns graficos de contador de avarias apresentam detalhes adicionais quando o grafico

€ apresentado na vista Zoom.

A tabela a seguir mostra os graficos de contador de desempenho disponiveis.

Graficos disponiveis

Eventos

Laténcia - total

Laténcia - avaria

Laténcia - componentes do cluster

IOPS - total

Descrigdo da carta

Exibe eventos criticos, erros, avisos e informacoes
em correlagao com os graficos estatisticos para o
objeto raiz. Os eventos de saude sdo exibidos além
dos eventos de desempenho para fornecer uma visao
completa dos motivos pelos quais 0 desempenho
pode ser afetado.

Numero de milissegundos necessarios para
responder as solicitagdes de aplicativos.Observe que
os valores médios de laténcia sao ponderados por
elsS.

As mesmas informagdes mostradas no total de
laténcia, mas com os dados de performance
separados em leitura, gravagéo e outra laténcia. Essa
opcao de grafico se aplica somente quando o objeto
selecionado € um SVM, n6, agregado, volume, LUN
OouU namespace.

As mesmas informacgdes mostradas no total de
laténcia, mas com os dados de desempenho
separados em laténcia por componente de
cluster.esta opgao de grafico aplica-se apenas
quando o objeto selecionado € um volume.

Numero de operagdes de entrada/saida processadas
por segundo.

57



Graficos disponiveis

IOPS - avaria

IOPS - Protocolos

IOPS/TB - total

Mbps - Total
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Descrigdo da carta

As mesmas informagdes mostradas no total de IOPS,
mas com os dados de performance separados em
leitura, gravacao e outros IOPS. Quando exibido na
visualizagao Zoom, o grafico de volumes exibe os
valores de throughput minimo e maximo de QoS, se
configurado no ONTAP.

Essa opgao de grafico se aplica somente quando o
objeto selecionado é SVM, no, agregado, volume,
LUN ou namespace.

As mesmas informacbdes mostradas no total de IOPS,
mas os dados de performance sé&o separados em
graficos individuais para trafego de protocolos CIFS,
NFS, FCP, NVMe e iSCSI. Essa opgao de grafico se
aplica somente quando o objeto selecionado € um
SVM.

Numero de operacdes de entrada/saida processadas
por segundo com base no espaco total que esta
sendo consumido pela carga de trabalho, em
terabytes. Também chamado de densidade de €e/S,
este contador mede quanto desempenho pode ser
fornecido por uma determinada quantidade de
capacidade de armazenamento.quando exibido na
visualizagdo Zoom, o grafico de volumes exibe os
valores de taxa de transferéncia esperada e de pico
de QoS, se configurado no ONTAP.

Esta opcéo de grafico aplica-se apenas quando o
objeto selecionado é um volume.

Numero de megabytes de dados transferidos de e
para o objeto por segundo.



Graficos disponiveis

Mbps - avaria

Capacidade de desempenho utilizada - total

Capacidade de desempenho utilizada - avaria

IOPS disponiveis - total

Descrigdo da carta

As mesmas informagdes mostradas no grafico de
Mbps, mas com os dados de Mbps separados em
leituras de disco, o Flash Cache |&, grava e outros.
Quando exibido na visualizagdo Zoom, o grafico de
volumes exibe os valores maximos de taxa de
transferéncia de QoS, se configurado no ONTAP.

Essa opgao de grafico se aplica somente quando o
objeto selecionado é SVM, no, agregado, volume,
LUN ou namespace.

Os dados do Flash Cache sao exibidos

@ somente para nds e somente quando
um moédulo Flash Cache é instalado no
no.

Porcentagem da capacidade de performance
consumida pelo no6 ou pelo agregado.

Os dados de capacidade de
performance s6 estédo disponiveis

@ quando os nés de um cluster séo
instalados com o software ONTAP 9.0
ou posterior.

Capacidade de performance dados usados
separados em protocolos de usuario e processos de
fundo do sistema. Além disso, a quantidade de
capacidade de desempenho livre € mostrada.

Numero de operagdes de entrada/saida por segundo
que estado atualmente disponiveis (livres) neste
objeto. Esse numero € o resultado da subtragao do
IOPS usado atualmente do total de IOPS que o
Unified Manager calcula que o objeto pode executar.
Esta opgéao de grafico aplica-se apenas quando o
objeto selecionado é um nd ou agregado.

Os dados de IOPS disponiveis estédo
@ disponiveis somente quando os nos

em um cluster sdo instalados com o

software ONTAP 9.0 ou posterior.
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Graficos disponiveis

Utilizacao - Total

Taxa de perda de cache - total

Descrigdo da carta

Porcentagem de recurso disponivel do objeto que
esta sendo usado. A utilizagdo indica a utilizagéo de
nos para noés, a utilizagéo de disco para agregados e
a utilizagdo de largura de banda para portas. Esta
opcéao de grafico aplica-se apenas quando o objeto
selecionado é um ng, agregado ou porta.

Porcentagem de solicita¢des de leitura de aplicativos
clientes que séo retornadas do disco em vez de
serem retornadas do cache. Esta opgao de grafico
aplica-se apenas quando o objeto selecionado € um
volume.

Selecionar graficos de desempenho a apresentar

A lista suspensa Choose charts (escolher graficos) permite selecionar os tipos de
graficos de contador de desempenho a serem exibidos no painel Counter Charts
(graficos de contador). Isso permite que vocé visualize dados e contadores especificos,
com base em seus requisitos de desempenho.

Passos

1. No painel Counter Charts, clique na lista suspensa Choose Charts.

2. Adicionar ou remover graficos:

Para...

Adicionar ou remover graficos individuais

Adicione todos os graficos

Remova todos os graficos

Faca isso...

Clique nas caixas de seleg¢ao ao lado dos graficos
que deseja exibir ou ocultar

Cliqgue em Selecionar tudo

Clique em Unselect All

Suas selegdes de grafico sao exibidas no painel Cartas Contadoras. Observe que, a medida que vocé
adiciona graficos, os novos graficos sao inseridos no painel graficos de contador para corresponder a
ordem dos graficos listados na lista suspensa escolher graficos. A selegéo de graficos adicionais pode

exigir rolagem adicional.

Expandir o painel Cartas de contagem

Vocé pode expandir o painel graficos de contador para que os graficos sejam maiores e

mais legiveis.
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Sobre esta tarefa

Depois de definir os objetos de comparagao e o intervalo de tempo para contadores, vocé pode exibir um
painel de graficos de contador maior. Vocé usa o botdo * no meio da janela do Performance Explorer para
expandir o painel.

Passos

1. Expanda ou reduza o painel Counter Charts.

Para... Faca isso...

Expanda o painel graficos de contador para ajustar Clique no botéo *
a largura da pagina

Reduza o painel graficos de contador para a Clique no botéao >
metade direita da pagina

Alterar a focagem dos graficos de contador para um periodo de tempo mais curto

Pode utilizar o rato para reduzir o intervalo de tempo para focar num determinado
periodo de tempo no painel Counter Chart ou na janela Counter Charts Zoom View
(visualizagédo de zoom de graficos de contador). Isso permite que vocé veja uma visao
mais granular e microscépica de qualquer parte do cronograma de dados, eventos e
limites de desempenho.

Antes de comecgar

O cursor deve ter mudado para uma lupa para indicar que esta funcionalidade esta ativa.

Ao usar esse recurso, que altera a linha do tempo para exibir valores que correspondem a
exibicdo mais granular, o intervalo de hora e data no seletor intervalo de tempo ndo muda dos
valores originais do grafico.

Passos

1. Para aumentar o zoom num determinado periodo de tempo, clique em utilizar a lupa e arraste o rato para
realgar a area que pretende ver em detalhe.

Os valores do contador para o periodo de tempo selecionado preenchem o grafico do contador.

2. Para retornar ao periodo de tempo original, conforme definido no seletor intervalo de tempo, clique no
botdo Redefinir Zoom do grafico.

O contador é apresentado no seu estado original.

Exibindo detalhes do evento na linha do tempo de Eventos

Vocé pode exibir todos os eventos e seus detalhes relacionados no painel linha do tempo
de Eventos do Performance Explorer. Este € um método rapido e eficiente de visualizar
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todos os eventos de integridade e desempenho que ocorreram no objeto raiz durante um
intervalo de tempo especificado, o que pode ser util para solucionar problemas de
desempenho.

Sobre esta tarefa

O painel Calendario de Eventos mostra eventos criticos, de erro, de aviso e informativos que ocorreram no
objeto raiz durante o intervalo de tempo selecionado. Cada gravidade de evento tem sua proépria linha do
tempo. Eventos unicos e multiplos sao representados por um ponto de evento na linha do tempo. Vocé pode
posicionar o cursor sobre um ponto de evento para ver os detalhes do evento. Para aumentar a granularidade
visual de varios eventos, vocé pode diminuir o intervalo de tempo. Isso espalha varios eventos em eventos
unicos, permitindo que vocé visualize e investigue separadamente cada evento.

Cada ponto de evento de desempenho na linha do tempo de Eventos alinha verticalmente com um pico
correspondente nas linhas de tendéncia dos graficos de contador que s&o exibidas abaixo da linha do tempo
de Eventos. Isso fornece uma correlagdo visual direta entre eventos e desempenho geral. Eventos de saude
também s&o exibidos na linha do tempo, mas esses tipos de eventos ndo necessariamente se alinham com
um pico em um dos graficos de desempenho.

Passos

1. No painel cronograma de eventos, posicione o cursor sobre um ponto de evento em uma linha do tempo
para exibir um resumo do evento ou eventos nesse ponto de evento.

Uma caixa de dialogo pop-up exibe informagdes sobre os tipos de eventos, a data e a hora em que os
eventos ocorreram, o estado e a duragao do evento.

2. Veja os detalhes completos do evento para um evento ou varios eventos:

Para fazer isso... Clique aqui...

Exibir detalhes de um unico evento Exibir detalhes do evento na caixa de dialogo
pop-up.

Ver detalhes de varios eventos Exibir Detalhes do evento na caixa de dialogo
pop-up.

Clicar em um unico evento na caixa

@ de dialogo varios eventos exibe a
pagina Detalhes do evento
apropriada.

Contador graficos Zoom View

Os graficos de contador fornecem uma visualizagdo de zoom que permite aumentar o
zoom nos detalhes de desempenho durante o periodo de tempo especificado. Isso
permite que vocé veja detalhes e eventos de desempenho com granularidade muito
maior, o que € benéfico para solucionar problemas de desempenho.

Quando exibido na Exibicao de Zoom, alguns dos graficos de detalhamento fornecem informagdes adicionais
do que aparece quando o grafico ndo esta na Exibicao de Zoom. Por exemplo, as paginas de visualizagao de
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zoom do grafico de IOPS, IOPS/TB e Mbps exibem valores de politica de QoS para volumes e LUNs se
tiverem sido definidos no ONTAP.

Para politicas de limite de desempenho definidas pelo sistema, apenas as politicas "'recursos

@ do no sobreutilizados™ e "limite de taxa de transferéncia de QoS violado™ estao disponiveis na
lista politicas. As outras politicas de limite definidas pelo sistema nao estao disponiveis no
momento.

Apresentar a vista de zoom das cartas do contador

A visualizacdo de zoom de graficos de contador fornece um nivel mais fino de detalhes
para o grafico de contador selecionado e sua linha do tempo associada. Isso amplia os
dados do grafico de contador, permitindo que vocé tenha uma visao mais nitida dos
eventos de desempenho e suas causas subjacentes.

Sobre esta tarefa

Pode apresentar a vista de zoom das cartas de contador para qualquer carta de contador.

Passos

1. Cligue em Zoom View para abrir o grafico selecionado uma nova janela do navegador.

2. Se voceé estiver exibindo um grafico de divisdo e, em seguida, clique em Zoom View, o grafico de divisdo
€ mostrado em Zoom View. Vocé pode selecionar Total enquanto estiver em Zoom View se quiser alterar
a opgao de exibigao.

Especificar o intervalo de tempo na Vista Zoom

O controle intervalo de tempo na janela Exibicdo de zoom de graficos de contador
permite especificar um intervalo de data e hora para o grafico selecionado. Isso permite
localizar rapidamente dados especificos com base em um intervalo de tempo predefinido
ou em seu proprio intervalo de tempo personalizado.

Sobre esta tarefa

Pode selecionar um intervalo de tempo entre uma hora e 390 dias. 13 meses equivale a 390 dias porque cada
més é contado como 30 dias. Especificar um intervalo de data e hora fornece mais detalhes e permite que
vocé amplie eventos de desempenho especificos ou séries de eventos. Especificar um intervalo de tempo
também auxilia na solugao de problemas potenciais de desempenho, ja que especificar um intervalo de data e
hora exibe os dados em torno do evento de desempenho em detalhes mais detalhados. Use o controle
intervalo de tempo para selecionar intervalos de data e hora predefinidos ou especifique seu proprio intervalo
de data e hora personalizado de até 390 dias. Os botdes para intervalos de tempo predefinidos variam de
Last Hour a Last 13 months.

Selecionar a opgao ultimos 13 meses ou especificar um intervalo de datas personalizado superior a 30 dias
exibe uma caixa de dialogo alertando que os dados de desempenho exibidos por um periodo superior a 30
dias s&o mapeados usando médias horarias e nao polling de dados de 5 minutos. Portanto, uma perda de
granularidade visual da linha do tempo pode ocorrer. Se vocé clicar na opgao nao mostrar novamente na
caixa de dialogo, a mensagem néo sera exibida quando vocé selecionar a opgao ultimos 13 meses ou
especificar um intervalo de datas personalizado maior que 30 dias. Os dados de resumo também se aplicam a
um intervalo de tempo menor, se o intervalo de tempo incluir uma hora/data que seja superior a 30 dias a
partir de hoje.
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Ao selecionar um intervalo de tempo (personalizado ou predefinido), os intervalos de tempo de 30 dias ou
menos sao baseados em amostras de dados de intervalo de 5 minutos. Intervalos de tempo superiores a 30
dias sdo baseados em amostras de dados de intervalo de uma hora.

From To
< April 2015 > < April 2015 > Last Hour
Sun Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Last 24 Hours

1 o1 02 03 04
Last 72 Hours

ﬂ 3 14 IS : ; . 15 13 14 n i 13 Last 7 Days
3 2 22 13 24 3 3 , r 21 3% Last 30 Days
Last 13 Months

Custom Range

Time: :00am - Time: 600 am - Cancel

1. Clique na caixa suspensa intervalo de tempo e o painel intervalo de tempo sera exibido.

2. Para selecionar um intervalo de tempo predefinido, clique num dos botdes Last... a direita do painel Time
Range. Ao selecionar um intervalo de tempo predefinido, estao disponiveis dados de até 13 meses. O
botdo de intervalo de tempo predefinido selecionado é realgado e os dias e horas correspondentes séo
apresentados nos calendarios e seletores de tempo.

3. Para selecionar um intervalo de datas personalizado, clique na data de inicio no calendario de a esquerda.
Clique em * ou *> para navegar para a frente ou para tras no calendario. Para especificar a data de fim,
cligue em uma data no calendario para a direita. Observe que a data de término padréo € hoje, a menos
que vocé especifique uma data de término diferente. O botdo Custom Range (intervalo personalizado) a
direita do painel Time Range (intervalo de tempo) é realgado, indicando que selecionou um intervalo de
datas personalizado.

4. Para selecionar um intervalo de tempo personalizado, clique no controle hora abaixo do calendario de e
selecione a hora de inicio. Para especificar a hora final, clique no controle hora abaixo do calendario para
a direita e selecione a hora final. O botdo Custom Range (intervalo personalizado) a direita do painel
Time Range (intervalo de tempo) é realgado, indicando que selecionou um intervalo de tempo
personalizado.

5. Opcionalmente, vocé pode especificar os horarios de inicio e término ao selecionar um intervalo de datas
predefinido. Selecione o intervalo de datas predefinido conforme descrito anteriormente e, em seguida,
selecione as horas de inicio e de fim, conforme descrito anteriormente. As datas selecionadas sao
realgadas nos calendarios, as horas de inicio e fim especificadas sédo exibidas nos controles hora e o
botéo intervalo personalizado ¢ realgado.

6. Depois de selecionar o intervalo de data e hora, clique em aplicar intervalo. As estatisticas de
desempenho desse intervalo de tempo séo exibidas nos graficos e na linha do tempo de Eventos .

Selecionar limites de desempenho na visualizagdao de zoom de graficos de contador

A aplicagao de limites na Exibigcdo de Zoom de graficos de Contador fornece uma
visualizagao detalhada das ocorréncias de eventos de limite de desempenho. Isso
permite que vocé aplique ou remova limites e visualize imediatamente os resultados, o
que pode ser util ao decidir se a solugao de problemas deve ser sua proxima etapa.
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Sobre esta tarefa

A selecgao de limites na Exibicdo de zoom de graficos de contador permite visualizar dados precisos sobre
eventos de limite de desempenho. Vocé pode aplicar qualquer limite exibido na area politicas da Exibi¢gao de
Zoom de graficos de Contador.

Apenas uma politica de cada vez pode ser aplicada ao objeto na Exibicao de Zoom de graficos de Contador.

Passos

1. Selecione ou desmarque a &) que esta associada a uma politica.

O limite selecionado é aplicado a vista de zoom de graficos de contador. Os limites criticos sao exibidos
como uma linha vermelha; os limites de aviso sdo exibidos como uma linha amarela.

Exibindo configuragdes minimas e maximas de QoS do workload

Vocé pode exibir as configuragdes de politica de qualidade do servigo (QoS) definidas
pelo ONTAP em um volume ou LUN nos graficos do Explorador de desempenho. Uma
configuragdo maxima de taxa de transferéncia limita o impacto das cargas de trabalho da
concorréncia nos recursos do sistema. Uma configuragdo minima de taxa de
transferéncia garante que um workload critico atenda aos destinos minimos de taxa de
transferéncia, independentemente da demanda por workloads da concorréncia.

Sobre esta tarefa

As configuragdes de IOPS e Mbps séo exibidas nos graficos de contador somente se tiverem sido
configuradas no ONTAP. As configuragdes minimas de taxa de transferéncia estao disponiveis somente em
sistemas que executam o ONTAP 9.2 ou software posterior, somente em sistemas AFF, e elas podem ser
definidas somente para IOPS neste momento.

As politicas de QoS adaptaveis estado disponiveis a partir do ONTAP 9 .3 e séo expressas usando IOPS/TB
em vez de IOPS. Essas politicas ajustam automaticamente o valor da politica de QoS com base no tamanho
do volume, por workload, mantendo assim a proporgéao de |IOPS para terabytes a medida que o tamanho do
volume muda. Vocé pode aplicar um grupo de politicas de QoS adaptavel apenas a volumes. A terminologia
de QoS "esperado™ e "pico™ sdo usadas para politicas de QoS adaptaveis em vez de minima e maxima.

O Unified Manager gera eventos de aviso para violagées de politica de QoS quando a taxa de transferéncia
de workload excedeu a configuragéo de politica maxima de QoS definida durante cada periodo de coleta de
performance da hora anterior. A taxa de transferéncia do workload pode exceder o limite de QoS por apenas
um curto periodo de tempo durante cada periodo de coleta, mas o Unified Manager exibe a taxa de
transferéncia "média™ durante o periodo de coleta no grafico. Por esse motivo, vocé pode ver eventos de QoS
enquanto a taxa de transferéncia de um workload pode nao ter cruzado o limite de politica mostrado no
grafico.

Passos

1. Na pagina Explorador de desempenho do volume ou LUN selecionado, execute as seguintes a¢des para
visualizar as definicdes do teto e do piso de QoS:
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Se vocé quiser... Faca isso...

Ver o teto de IOPS (0 QoS maximo) No grafico Total de IOPS ou Breakdown, clique em
Zoom View.
Ver o teto em Mbps (0 QoS Max) No gréfico total ou de reparticdo de Mbps, clique

em Zoom View.

Ver o piso de IOPS (o QoS min) No gréfico Total de IOPS ou Breakdown, clique em
Zoom View.

Visualizar o limite de IOPS/TB (o pico de QoS) Para volumes, no grafico IOPS/TB, clique em Zoom
View.

Visualizar o piso de IOPS/TB (a QoS esperada) Para volumes, no grafico IOPS/TB, clique em Zoom
View.

A linha horizontal tracejada indica o valor maximo ou minimo da taxa de transferéncia definido no ONTAP.
Vocé também pode exibir quando as alteragdes nos valores de QoS foram implementadas.

2. Para exibir os valores de IOPS e Mbps especificos em comparagéo com a configuragdo de QoS, mova o
cursor para a area do grafico para ver a janela pop-up.

Depois de terminar

Se vocé notar que certos volumes ou LUNs tém IOPS ou Mbps muito altos e estdo estressando recursos do
sistema, use o Gerenciador do sistema ou a CLI da ONTAP para ajustar as configuragcées de QoS de modo
que esses workloads nao afetem a performance de outros workloads.

Para obter mais informagbes sobre como ajustar as configuragées de QoS, consulte o Guia de Energia de
Monitoramento de desempenho do ONTAP 9.

"Guia de alimentacao para monitoramento de desempenho do ONTAP 9"

Como diferentes tipos de politicas de QoS séao exibidos no Unified Manager

Vocé pode exibir as configuragdes de politica de qualidade do servigo (QoS) definidas
pelo ONTAP que foram aplicadas a um volume ou LUN nos graficos IOPS, IOPS/TB e
Mbps do Performance Explorer. As informacgdes exibidas nos graficos séo diferentes
dependendo do tipo de politica de QoS que foi aplicada a carga de trabalho.

Uma configuragao de limite maximo de taxa de transferéncia define a taxa de transferéncia maxima que a
carga de trabalho pode consumir e, assim, limita o impactos nas cargas de trabalho concorrentes para
recursos do sistema. Uma configuragéo de piso de taxa de transferéncia define a taxa de transferéncia
minima que deve estar disponivel para a carga de trabalho, de modo que uma carga de trabalho critica atenda
aos destinos minimos de taxa de transferéncia, independentemente da demanda por cargas de trabalho
concorrentes.

As politicas de QoS compartilhadas e nao compartilhadas para IOPS e Mbps usam os termos "Mominimum" e
"MMAXximum" para definir o piso e o teto. As politicas adaptativas de QoS para IOPS/TB, que foram
introduzidas no ONTAP 9.3, usam os termos "esperado” e "pico" para definir o piso e o teto.
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Embora o ONTAP permita que vocé crie esses dois tipos de politicas de QoS, dependendo de como eles sao

aplicados a workloads, ha trés maneiras de que a politica de QoS sera exibida nos graficos de performance.

Tipo de politica

Politica compartilhada de QoS
atribuida a um unico workload ou

politica de QoS n&o compartilhada
atribuida a um unico workload ou a

varios workloads

Politica compartilhada de QoS

atribuida a varios workloads

Politica de QoS adaptavel atribuida

a um Unico workload ou varios

workloads

Funcionalidade

Cada workload pode consumir a
configuragdo de taxa de
transferéncia especificada

Todos os workloads compartilham
a configuragéo de taxa de
transferéncia especificada

Cada workload pode consumir a
configuragao de taxa de
transferéncia especificada

Indicador na interface do Unified

Manager

Exibe ""(QoS)"

Exibe ""(QoS compartilhado)"

Exibe "(QoS Adaptive)"

A figura a seguir mostra um exemplo de como as trés opgdes sao mostradas nos graficos de contador.

Policies: julia_qos_1_1

@ julia_qos_1_1
[Qati

=== 0o% Max IOPS 12000

Comparing Objects

G juiia_gos_1_1

QoS policy

15k 1OFS

‘I.i‘l.-\-"#ﬁm'

Policies: mobi_vol3
IOPS

E Julial

Comparing Objects
&b mobi_vol3
4 Total Workicad 10P5 ©

400k

200k

Tue 07
12 M

QoS policy shared

25

Policies: julia_aQos_1_1

€ julia_aQo5_1.1
(Qes Adaptive)
. Peak 12000

Expected 1000
Comparing Objects
@ julia_aQos_ 1 1

Sk

2.5k

Adaptive QoS policy

15 VOPS/TE

Tue 0B/ 1
12 PM

Quando uma politica de QoS normal que foi definida em IOPS aparece no grafico IOPS/TB para um workload,

0 ONTAP converte o valor de IOPS/TB em um valor de IOPS/TB e o Unified Manager exibe essa politica no

grafico IOPS/TB juntamente com o texto "QoS, definido em IOPS".

Quando uma politica de QoS adaptavel que foi definida em IOPS/TB aparece no grafico de IOPS para uma
carga de trabalho, o ONTAP converte o valor de IOPS/TB em um valor de IOPS e o Unified Manager exibe
essa politica no grafico de IOPS juntamente com o texto QoS adaptavel, definido em IOPS/TB usado™ ou
"Adaptativo, definido em IOPS/TB alocado", dependendo de como a configuragao de alocagéo de pico é

configurada. Quando a configuragao de alocagao é definida como "espago alocado”, o IOPS de pico &

calculado com base no tamanho do volume. Quando a configuragdo de alocagéo € definida como "espago

usado", o IOPS de pico é calculado com base na quantidade de dados armazenados no volume, levando em
conta as eficiéncias de armazenamento.
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O grafico IOPS/TB exibe dados de desempenho somente quando a capacidade logica usada
pelo volume é maior ou igual a 1 TB. As lacunas sao exibidas no grafico quando a capacidade
usada cai abaixo de 1 TB durante o periodo de tempo selecionado.

Visualizagao da laténcia do volume por componente do cluster

Vocé pode exibir informagdes detalhadas de laténcia de um volume usando a pagina
Performance/volume Explorer. O grafico de laténcia - contador total mostra a laténcia
total no volume e o grafico de contagem de laténcia - discriminac&o é util para determinar
o impactos da laténcia de leitura e gravagao no volume.

Sobre esta tarefa

Além disso, o grafico laténcia - componentes de cluster mostra uma comparagéo detalhada da laténcia de
cada componente do cluster para ajudar a determinar como cada componente contribui para a laténcia total
no volume. Os seguintes componentes do cluster sdo exibidos:

* Rede

* Politica de QoS

* Processamento de rede

* Interconexao de clusters

» Data Processing

* Operacgdes agregadas

* Recursos do MetroCluster

* Laténcia da nuvem

+ Sincronizar SnapMirror

Passos

1. Na pagina Explorador de desempenho/volume do volume selecionado, no grafico de laténcia, selecione
componentes de cluster no menu suspenso.

O grafico laténcia - componentes do cluster é exibido.
2. Para exibir uma versao maior do grafico, selecione Zoom View.

E apresentado o grafico comparativo dos componentes do grupo de instrumentos. Vocé pode restringir a
comparagéo desmarcando ou selecionando o €& que esta associado a cada componente do cluster.

3. Para visualizar os valores especificos, mova o cursor para a area do grafico para ver a janela pop-up.

Visualizagao do trafego de IOPS do SVM por protocolo

Use a pagina Performance/SVM Explorer para ver informagdes detalhadas de IOPS de
um SVM. O grafico de IOPS - contador total mostra o uso total de IOPS no SVM, e o
grafico de contador de falhas IOPS - € util para determinar o impacto de leitura, gravagcao
e outros IOPS no SVM.
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Sobre esta tarefa

Além disso, o grafico IOPS - Protocolos mostra uma comparagao detalhada do trafego IOPS para cada
protocolo que esta sendo usado no SVM. Estéo disponiveis os seguintes protocolos:

» CIFS
* NFS
+ FCP
+ ISCSI
* NVMe

Passos

1. Na pagina Performance/SVM Explorer do SVM selecionado, no grafico IOPS, selecione Protocolos no
menu suspenso.

E apresentado o grafico IOPS - Protocolos.
2. Para exibir uma versao maior do grafico, selecione Zoom View.

E apresentado o grafico comparativo do protocolo avangado de IOPS. Pode restringir a comparagao
desmarcando ou selecionando o @& que esta associado a um protocolo.

3. Para visualizar os valores especificos, mova o cursor para a area de grafico de qualquer grafico para ver a
janela pop-up.

Visualizagao de graficos de laténcia de volume e LUN para verificar a garantia de
desempenho

Vocé pode ver os volumes e LUNs que vocé assinou no programa "Garantia de
desempenho" para verificar se a laténcia ndo excedeu o nivel que vocé foi garantido.

Sobre esta tarefa

A garantia de desempenho de laténcia € de um milissegundo por valor de operag¢ao que ndo deve ser
excedido. Ele é baseado em uma média horaria, ndo no periodo padrao de coleta de desempenho de cinco
minutos.

Passos

1. Na pagina de inventario volumes de desempenho ou LUNs de desempenho, selecione o volume ou
LUN em que vocé esta interessado.

2. Na pagina Explorador de desempenho para o volume ou LUN selecionado, escolha média horaria no
seletor Ver estatisticas em.

A linha horizontal no gréafico de laténcia mostrara uma linha mais suave a medida que as cole¢des de
cinco minutos séo substituidas pela média horaria.

3. Se vocé tiver outros volumes no mesmo agregado que estao sob a garantia de desempenho, podera
adicionar esses volumes para visualizar o valor de laténcia no mesmo grafico.
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Componentes das paginas de destino do objeto

As paginas de destino do objeto fornecem detalhes sobre todos os eventos criticos, de
aviso e informativos. Eles fornecem uma visao detalhada do desempenho de todos os
objetos de cluster, permitindo que vocé selecione e compare objetos individuais em

varios periodos de tempo.

As paginas de destino do objeto permitem examinar o desempenho geral de todos os objetos e comparar os
dados de desempenho do objeto em um formato lado a lado. Isso € benéfico ao avaliar o desempenho e ao

solucionar problemas de eventos.

Os dados apresentados nos painéis de resumo do contador e nos graficos do contador
@ baseiam-se num intervalo de amostragem de cinco minutos. Os dados exibidos na grade de
inventario de objetos no lado esquerdo da pagina sao baseados em um intervalo de

amostragem de uma hora.

Aimagem a seguir mostra um exemplo de uma pagina de destino de objeto que exibe as informagdes do

Explorer:
SVM: svm2

Summary Explorer Information

Compare the performance of associated objects and display detailed charts @

View and Comy Volumes on this = Y Flterng - | Nofiler ;:r‘;‘;:g:g Objects X
G svm2
Volume Latencyl?  10PS MBps
Julia_F5_Val1 Smsfop | <110PS | <1MBps m = G ipvévol
Tarin 5.5 Voll | 0.445ms/a <110PS | <1 MBps m @ F5_NFS_Voll
ES_NFS_Vol1 0357 ms/o 1841095 | 534 MBps | |
ipvéval 032msfog <110PS | <iMBp: | [ i
myvols A /A hA m
Tarun S.SVolZ | N/A M/A {18 m
gi_vof & LY MR BlA m
julia_3s..a test3 | N/A N/A HA m
sym_ni__irror MA MN/A RRER m
ol A HIA /A m
Julia_3s..a _testl M/A A NiA m
Vol_Mov_ ELETE | N/A [IES hIA m
vol_delete FS N/A N/A N/A <
vaoll N/A N/A WA m
jwol2 A HAA A
Tarun N... VolA | NA N/A NIA m
restl N/& N4 N/A ]

Last updated: 04:55 PM, 23 Feb Refresh

Time Range & last72Hours

Choose charts 4 Charts Selected -
Events for SYM: svm2
Latency ZoomView | -
5 ms/op
2.5
Tue 02723
12 AM
ZoomView | =
‘FMMMWMMH
|
[
Tue 02,23
12 AM

Dependendo do objeto de armazenamento que esta sendo visualizado, a pagina de destino do objeto pode ter
as seguintes guias que fornecem dados de desempenho sobre o objeto:

* Resumo

Exibe trés ou quatro graficos de contador contendo os eventos e o desempenho por objeto para o periodo
de 72 horas anterior, incluindo uma linha de tendéncia que mostra os valores alto e baixo durante esse

periodo.
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» Explorador
Exibe uma grade de objetos de armazenamento relacionados ao objeto atual, o que permite comparar os
valores de desempenho do objeto atual com os dos objetos relacionados. Este separador inclui até onze
graficos de contador e um seletor de intervalo de tempo, que Ihe permitem efetuar uma variedade de
comparacoes.

* Informacobes

Exibe valores para atributos de configuracdo que ndo séo de performance sobre o objeto de storage,
incluindo a versao instalada do software ONTAP, o nome do parceiro de HA e o niumero de portas e LIFs.

» Top performers

Para clusters: Exibe os objetos de armazenamento que tém o desempenho mais alto ou o desempenho
mais baixo, com base no contador de desempenho selecionado.

 Planejamento de failover
Para nés: Exibe a estimativa do impacto na performance em um né se o parceiro de HA do no6 falhar.
* Detalhes
Para volumes: Exibe estatisticas detalhadas de desempenho para todas as atividades de e/S e operagdes

para o workload de volume selecionado. Esta guia esta disponivel para volumes FlexVol, volumes
FlexGroup e componentes de FlexGroups.

Pagina de resumo

A pagina Resumo exibe graficos de contador que contém detalhes sobre os eventos e o
desempenho por objeto para o periodo de 72 horas anterior. Esses dados nao sao
atualizados automaticamente, mas sao atualizados a partir do ultimo carregamento da
pagina. Os graficos na pagina Resumo respondem a pergunta preciso procurar mais?

Graficos e estatisticas de contador

Os graficos de resumo fornecem uma visao geral rapida e de alto nivel para o ultimo periodo de 72 horas e
ajudam vocé a identificar possiveis problemas que exigem mais investigagao.

As estatisticas do contador de paginas de resumo séo apresentadas em graficos.
Vocé pode posicionar o cursor sobre a linha de tendéncia em um grafico para visualizar os valores do
contador para um determinado ponto no tempo. Os graficos de resumo também exibem o nimero total de
eventos criticos e de aviso ativos para o periodo de 72 horas anterior para os seguintes contadores:
* Laténcia
Tempo médio de resposta para todas as solicitagdes de e/S; expresso em milissegundos por operagao.
Exibido para todos os tipos de objeto.

* IOPS

Velocidade de operagédo média; expressa em operagdes de entrada/saida por segundo.
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Exibido para todos os tipos de objeto.
* Mbps
Taxa de transferéncia média; expressa em megabytes por segundo.
Exibido para todos os tipos de objeto.
» Capacidade de desempenho utilizada
Porcentagem de capacidade de performance consumida por n6é ou agregado.

Exibido apenas para ndés e agregados. Este grafico é exibido somente quando se usa o software ONTAP
9.0 ou posterior.

 Utilizagao
Porcentagem de utilizagao de objetos para nos e agregados ou utilizagao de largura de banda para portas.

Exibido apenas para nés, agregados e portas.

Posicionar o cursor sobre a contagem de eventos para eventos ativos mostra o tipo e o numero de eventos.
Os eventos criticos sdo exibidos em vermelho ([Jf}) e os eventos de aviso séo exibidos em amarelo ([).

O numero no canto superior direito do grafico na barra cinza é o valor médio do ultimo periodo de 72 horas.
Os numeros mostrados na parte inferior e superior do grafico de linhas de tendéncia s&o os valores minimo e
maximo para o ultimo periodo de 72 horas. A barra cinza abaixo do grafico contém a contagem de eventos
ativos (novos e reconhecidos) e eventos obsoletos do ultimo periodo de 72 horas.

(o] 27 4,952
4954 10P5
4 98510P5
1 2
Active Events Obsolete Events

- Tabela de contador de laténcia

O grafico de contador de laténcia fornece uma viséo geral de alto nivel da laténcia do objeto para o
periodo de 72 horas anterior. Laténcia refere-se ao tempo médio de resposta para todas as solicitagoes de
e/S; expresso em milissegundos por operagéo, tempo de servigo, tempo de espera ou ambos
experimentados por um pacote de dados ou bloco no componente de armazenamento de cluster em
consideracao.

Superior (valor do contador): o nimero no cabegalho exibe a média do periodo de 72 horas anterior.
Médio (grafico de desempenho): o niumero na parte inferior do grafico exibe a laténcia mais baixa e o
numero na parte superior do grafico exibe a laténcia mais alta para o periodo de 72 horas anterior.

Posicione o cursor sobre a linha de tendéncia do grafico para visualizar o valor de laténcia para um tempo
especifico.
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* Inferior (eventos):* ao passar o Mouse, o pop-up exibe os detalhes dos eventos. Clique no link Eventos
ativos abaixo do grafico para navegar até a pagina Inventario de Eventos para exibir detalhes completos
do evento.

» Grafico do contador de IOPS

O grafico do contador de IOPS fornece uma visao geral de alto nivel da integridade do IOPS do objeto
para o periodo de 72 horas anterior. IOPS indica a velocidade do sistema de armazenamento em numero
de operacgdes de entrada/saida por segundo.

Superior (valor do contador): o nimero no cabecgalho exibe a média do periodo de 72 horas anterior.

Médio (grafico de desempenho): o nimero na parte inferior do grafico exibe o IOPS mais baixo, e o
numero na parte superior do grafico exibe o IOPS mais alto para o periodo de 72 horas anterior. Posicione
0 cursor sobre a linha de tendéncia do grafico para exibir o valor de IOPS para um tempo especifico.

* Inferior (eventos):* ao passar o Mouse, o pop-up exibe os detalhes dos eventos. Clique no link Eventos
ativos abaixo do grafico para navegar até a pagina Inventario de Eventos para exibir detalhes completos
do evento.

» Tabela de contador Mbps

O grafico de contador de Mbps exibe o desempenho do objeto Mbps e indica a quantidade de dados
transferidos de e para o objeto em megabytes por segundo. O grafico de contador de Mbps fornece uma
visao geral de alto nivel da integridade de Mbps do objeto para o periodo de 72 horas anterior.

* Topo (valor do contador):* o nimero no cabegalho exibe o numero médio de Mbps para o periodo de 72
horas anterior.

Médio (grafico de desempenho): o valor na parte inferior do grafico exibe o menor nimero de Mbps, e o
valor na parte superior do grafico exibe o maior numero de Mbps para o periodo de 72 horas anterior.
Posicione o cursor sobre a linha de tendéncia do grafico para visualizar o valor de Mbps para um tempo
especifico.

* Inferior (eventos):* ao passar o Mouse, o pop-up exibe os detalhes dos eventos. Clique no link Eventos
ativos abaixo do grafico para navegar até a pagina Inventario de Eventos para exibir detalhes completos
do evento.

» * Tabela de contador usada capacidade de desempenho®

O grafico de contador capacidade de desempenho usada exibe a porcentagem de capacidade de
desempenho que esta sendo consumida pelo objeto.

Superior (valor do contador): o numero no cabecgalho exibe a capacidade média de desempenho usada
para o periodo de 72 horas anterior.

Médio (grafico de desempenho): o valor na parte inferior do grafico exibe a porcentagem de capacidade
de desempenho mais baixa usada e o valor na parte superior do grafico exibe a porcentagem de
capacidade de desempenho mais alta usada para o periodo de 72 horas anterior. Posicione o cursor sobre
a linha de tendéncia do grafico para visualizar o valor de capacidade de desempenho usado para um
tempo especifico.

* Inferior (eventos):* ao passar o Mouse, o pop-up exibe os detalhes dos eventos. Clique no link Eventos
ativos abaixo do grafico para navegar até a pagina Inventario de Eventos para exibir detalhes completos
do evento.

» Grafico do contador de utilizagao
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O grafico do contador de utilizagédo exibe a porcentagem de utilizagdo do objeto. O grafico do contador de
utilizagdo fornece uma visao geral de alto nivel da porcentagem do objeto ou da utilizagdo da largura de
banda para o periodo de 72 horas anterior.

Superior (valor do contador): o numero no cabecalho exibe a porcentagem média de utilizagdo para o
periodo anterior de 72 horas.

Médio (grafico de desempenho): o valor na parte inferior do grafico exibe a porcentagem de utilizagéo
mais baixa e o valor na parte superior do grafico exibe a porcentagem de utilizagdo mais alta para o
periodo de 72 horas anterior. Posicione o cursor sobre a linha de tendéncia do grafico para visualizar o
valor de utilizagéo para um tempo especifico.

* Inferior (eventos):* ao passar o Mouse, o pop-up exibe os detalhes dos eventos. Clique no link Eventos
ativos abaixo do grafico para navegar até a pagina Inventario de Eventos para exibir detalhes completos
do evento.

Eventos

A tabela de historico de eventos, quando aplicavel, lista os eventos mais recentes que ocorreram nesse
objeto. Clicar no nome do evento exibe detalhes do evento na pagina Detalhes do evento.

Componentes da pagina Performance Explorer

A pagina Performance Explorer permite comparar o desempenho de objetos
semelhantes em um cluster - por exemplo, todos os volumes em um cluster. Isso é
benéfico ao solucionar problemas de eventos de desempenho e ajustar o desempenho
do objeto. Vocé também pode comparar objetos com o objeto raiz, que é a linha de base
com a qual outras comparacgdes de objetos sado feitas.

Vocé pode clicar no botao Favoritos ([ ) para adicionar este objeto a sua lista de objetos de armazenamento
favoritos. Um botédo azul (| ") indica que este objeto ja € um favorito.

Vocé pode clicar no botdo mudar para visualizagao de integridade para exibir a pagina Detalhes de
integridade para este objeto. Em alguns casos, vocé pode aprender informagdes importantes sobre as
configuracdes de armazenamento para este objeto que podem ajudar ao solucionar um problema.

A pagina Explorador de desempenho exibe uma lista de objetos de cluster e seus dados de desempenho.
Esta pagina exibe todos os objetos de cluster do mesmo tipo (por exemplo, volumes e suas estatisticas de

desempenho especificas a objetos) em um formato tabular. Essa visualizagao fornece uma viséao geral
eficiente do desempenho do objeto de cluster.

@ Se "N/A" aparecer em qualquer célula da tabela, significa que um valor para esse contador néo
esta disponivel porque ndo ha e/S nesse objeto neste momento.

A pagina Performance Explorer contém os seguintes componentes:
* Intervalo de tempo
Permite selecionar um intervalo de tempo para os dados do objeto.
Vocé pode escolher um intervalo predefinido ou especificar seu préprio intervalo de tempo personalizado.

* Ver e comparar
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Permite-lhe selecionar qual o tipo de objeto correlacionado que é apresentado na grelha.

As opgoes disponiveis dependem do tipo de objeto raiz e seus dados disponiveis. Vocé pode clicar na lista
suspensa Exibir e comparar para selecionar um tipo de objeto. O tipo de objeto selecionado é exibido na
lista.

Filtragem
Permite-lhe limitar a quantidade de dados que recebe, com base nas suas preferéncias.

Vocé pode criar filtros que se aplicam aos dados do objeto - por exemplo, IOPS maior que 4. Vocé pode
adicionar até quatro filtros simultaneos.

» Comparando
Exibe uma lista dos objetos que vocé selecionou para comparagao com o objeto raiz.

Os dados para os objetos no painel comparagao sao exibidos nos graficos de Contador.

Exibir estatisticas em

Para volume e LUNs, permite selecionar se as estatisticas s&o exibidas apds cada ciclo de coleta (padrao
de 5 minutos) ou se as estatisticas sao mostradas como uma média horaria. Essa funcionalidade permite
que voceé visualize o grafico de laténcia em suporte ao programa "Garantia de desempenho” da NetApp.

Graficos de contador
Exibe dados graficos para cada categoria de desempenho de objeto.

Normalmente, apenas trés ou quatro graficos sao exibidos por padrao. O componente escolher graficos
permite exibir graficos adicionais ou ocultar graficos especificos. Vocé também pode optar por mostrar ou
ocultar a linha do tempo de Eventos.

* Cronograma de Eventos

Exibe eventos de desempenho e integridade que ocorrem na linha do tempo que vocé selecionou no
componente intervalo de tempo.

Gerenciamento da performance com a capacidade de
performance e as informacgoes de IOPS disponiveis

Capacidade de desempenho indica quanto throughput vocé pode obter de um recurso
sem superar o desempenho util desse recurso. Quando vista usando contadores de
performance existentes, a capacidade de performance é o ponto em que vocé obtém a
utilizagdo maxima de um no ou agregado antes que a laténcia se torne um problema.

O Unified Manager coleta estatisticas de capacidade de performance de nés e agregados em cada cluster.
Capacidade de desempenho usada é a porcentagem de capacidade de desempenho que esta sendo usada
atualmente, e capacidade de desempenho livre é a porcentagem de capacidade de desempenho que ainda
esta disponivel.

Embora a capacidade de desempenho livre fornegca uma porcentagem do recurso que ainda esta disponivel,
IOPS disponivel informa o numero de IOPS que podem ser adicionados ao recurso antes de atingir a
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capacidade maxima de desempenho. Usando essa métrica, vocé pode ter certeza de que pode adicionar
workloads de um numero predeterminado de IOPS a um recurso.

O monitoramento das informagdes de capacidade de desempenho tem os seguintes beneficios:

* Auxilia no provisionamento e balanceamento de fluxo de trabalho.

* Ajuda a evitar sobrecarregar um né ou empurrar seus recursos para além do ponto ideal, reduzindo assim
a necessidade de solucionar problemas.

* Ajuda vocé a determinar com maior precisdo onde equipamentos de armazenamento adicionais podem
ser necessarios.

Qual é a capacidade de desempenho utilizada

O contador de capacidade de desempenho usado ajuda a identificar se 0 desempenho
de um né ou de um agregado esta atingindo um ponto em que o desempenho pode
degradar se as cargas de trabalho aumentarem. Ele também pode mostrar se um né ou
agregado esta sendo usado em excesso durante periodos especificos de tempo. A
capacidade de performance usada é semelhante a utilizagcdo, mas a primeira fornece
mais informacdes sobre os recursos de performance disponiveis em um recurso fisico
para uma carga de trabalho especifica.

@ Os dados de capacidade de performance so6 estao disponiveis quando os nés de um cluster
séo instalados com o software ONTAP 9.0 ou posterior.

A capacidade de performance usada ideal é o ponto em que um né ou um agregado tem utilizagao e laténcia
ideais (tempo de resposta) e esta sendo usado com eficiéncia. Uma curva de laténcia versus utilizagao de
amostra & mostrada para um agregado na figura a seguir.

%

Performance capacity
Lsed Free

<——— Optimal Paint

Latency (ms/op)
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|
|
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44— Max utilization —p

Neste exemplo, o ponto operacional identifica que o agregado esta operando atualmente em 50% de
utilizagdo com laténcia de 1,0 ms/op. Com base nas estatisticas capturadas do agregado, o Unified Manager
determina que a capacidade de desempenho adicional esta disponivel para esse agregado. Neste exemplo, o
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ponto d6timo € identificado como o ponto quando o agregado estd em 80% de utilizacdo com laténcia de 2,0
ms/op. Portanto, é possivel adicionar mais volumes e LUNs a esse agregado para que seus sistemas sejam

usados com mais eficiéncia.

Espera-se que o contador de capacidade de desempenho usado seja um numero maior do que o contador de
""utilizac&o™ porque a capacidade de desempenho aumenta o impactos na laténcia. Por exemplo, se um n6
ou agregado for 70% usado, o valor da capacidade de desempenho pode estar na faixa de 80% a 100%,

dependendo do valor de laténcia.

Em alguns casos, no entanto, o contador de utilizagdo pode ser superior na pagina Dashboards/Performance.
Isso € normal porque o painel atualiza os valores atuais do contador em cada periodo de coleta; ele ndo exibe
meédias em um periodo de tempo, como as outras paginas na interface de usuario do Unified Manager. O
contador de capacidade de desempenho usado é melhor usado como um indicador de desempenho médio ao
longo de um periodo de tempo, enquanto o contador de utilizagdo € melhor usado para determinar o uso

instantaneo de um recurso.

O que significa o valor da capacidade de desempenho utilizada

O valor da capacidade de desempenho usado ajuda a identificar os nés e agregados que
estao sendo sobreutilizados ou subutilizados atualmente. Isso permite redistribuir
workloads para aumentar a eficiéncia dos recursos de storage.

A figura a seguir mostra a curva de laténcia versus utilizagdo de um recurso e identifica, com pontos coloridos,
trés areas onde o ponto operacional atual poderia estar localizado.

= 3~~~ T TTTT T~

) Over utilized —
i

E poor performance Optimal
T2 «— Point
o Under utilized — (100%)
] wasted resources

=t

o 1

=

| | —

Utilization % 50 80 100
* Uma porcentagem de capacidade de desempenho usada igual a 100 esta no ponto ideal.

Os recursos estao sendo usados de forma eficiente neste momento.

« Uma porcentagem de capacidade de desempenho usada acima de 100 indica que o n6 ou o agregado
esta sobreutilizado e que as cargas de trabalho estdo recebendo desempenho abaixo do ideal.

Nenhuma nova carga de trabalho deve ser adicionada ao recurso, e as cargas de trabalho existentes
podem precisar ser redistribuidas.

* Uma porcentagem de capacidade de desempenho usada abaixo de 100 indica que 0 n6 ou o agregado
esta subutilizado e que os recursos nao estao sendo usados com eficiéncia.
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Mais workloads podem ser adicionados ao recurso.

Diferentemente da utilizagéo, a porcentagem de capacidade de performance usada pode estar
@ acima de 100%. Nao ha porcentagem maxima, mas os recursos geralmente estardo na faixa de
110% a 140% quando estiverem sendo sobreutilizados. Percentagens mais elevadas indicariam

um recurso com problemas graves.

O que é IOPS disponivel

O contador de IOPS disponivel identifica o numero restante de IOPS que pode ser
adicionado a um n6 ou a um agregado antes que o recurso atinja seu limite. O total de
IOPS que um né pode fornecer € baseado nas carateristicas fisicas do n6 - por exemplo,
o numero de CPUs, a velocidade da CPU e a quantidade de RAM. O total de IOPS que
um agregado pode fornecer é baseado nas propriedades fisicas dos discos - por
exemplo, um disco SATA, SAS ou SSD.

Embora o contador de capacidade de performance forneca a porcentagem de um recurso que ainda esta
disponivel, o contador de IOPS disponivel informa o niumero exato de IOPS (cargas de trabalho) pode ser
adicionado a um recurso antes de atingir a capacidade maxima de performance.

Por exemplo, se vocé estiver usando um par de sistemas de storage FAS2520 e FAS8060, um valor sem
capacidade de performance de 30% significa que vocé tem alguma capacidade de performance gratuita. No
entanto, esse valor ndo fornece visibilidade sobre o nimero de workloads que vocé pode implantar nesses
nos. O contador de IOPS disponivel pode mostrar que vocé tem 500 IOPS disponiveis no FAS8060, mas
apenas 100 IOPS disponiveis no FAS2520.

@ Os dados de |IOPS disponiveis estao disponiveis somente quando os nés em um cluster sdo
instalados com o software ONTAP 9.0 ou posterior.

Uma curva de laténcia de exemplo versus IOPS para um n6 € mostrada na figura a seguir.

ﬁ
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O numero maximo de IOPS que um recurso pode fornecer € o nimero de IOPS quando o contador de
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capacidade de desempenho usado € de 100% (o ponto ideal). O ponto operacional identifica que o n6 esta
operando atualmente em 100K IOPS com laténcia de 1,0 ms/op. Com base nas estatisticas capturadas a
partir do no, o Unified Manager determina que o maximo de IOPS para o n6 € 160K, o que significa que ha
60K IOPS livres ou disponiveis. Portanto, vocé pode adicionar mais workloads a esse né para que seus
sistemas sejam usados com mais eficiéncia.

Quando ha uma atividade minima do usuario no recurso, o valor de IOPS disponivel é

@ calculado assumindo uma carga de trabalho genérica com base em aproximadamente 4.500
IOPS por nucleo da CPU. Isso ocorre porque o Unified Manager ndo tem os dados para estimar
com precisao as caracteristicas da carga de trabalho que esta sendo atendida.

Exibindo valores de capacidade de desempenho agregado e né usados

Vocé pode monitorar os valores de capacidade de performance usados para todos os
nos ou para todos os agregados em um cluster, ou visualizar detalhes de um unico né ou
agregado.

Os valores de capacidade de desempenho usados aparecem no Painel de desempenho, nas paginas de
inventario de desempenho, na pagina de principais artistas, na pagina criar politica de limite, nas paginas do
Performance Explorer e nos graficos detalhados. Por exemplo, a pagina Inventario de desempenho/agregado
fornece uma coluna Perf. Capacidade utilizada para visualizar o valor da capacidade de desempenho utilizada
para todos os agregados.

Aggregates © Last updated: 04:11 PM, 08 Feb

Latency, |OPS, MEps, Utilization are based on hourly samples averaged over the previous 72 hours

T Fltering - | Mofilker applied 1 Aga 3 Dats Search
- Assign Threshold Polic Ciear Threshald Polic

D Status  Aggregate Latency IOPS MBps Perf. Capacity Used I | Utilization  Free Capacity Total Capacity Cluster Node Policy

N 0..._sggl 163 ms/op 124 10PS <1 MBps 45% 9% 154 GB 3179 GB opm-mobility | opm-m.-02 =

D 19.8 ms/op 290 10P5 <1 MBps 45% 15% 5,692 GB 6,693 GB opm-mobility | opm-m_.-02

D 13.9 msiop 267 10PS <1 MBps 38% 12% 6,692 GB 6,603 GB opm-mobility | opm-m..-02

|:| sdot_aggr 173 ms/op 74510PS <1 MBps 24% 1% 26,621 GB 26,774 GB opm-mobility | opm-m._02

D aggrl 15.5 msfop 434 10PS <1 MBps 16% 6% 4,390 GB 20,080 GB opm-mobility | opm-m..01

D ri_aggrl 267 10PS <1 MBps 11% 6% 6,601 GB 6,653 GB opm-mobility | opm-m.._-01

|:| ager 259 10P5 1.03 MBps 11% 5% 18,472 GB 20,080 GB opm-mobility | opm-m..02

|:| BEET B7 10PS 20.8 MBps Mot Supported 5% 847 GB 984 GB opm-io.vity opm-io.ty-07 | aggr_ I0PS

D Taggr 199 |OPS 34.7 MBps Mot Supported 6% 1292 GB 1477 GB opm-io.wty | opm-lo.ty-01 | aggr [OPS

O status "N/A" é exibido quando os nés néo sao instalados com o software ONTAP 9.0 ou posterior.
O monitoramento do contador de capacidade de desempenho usado permite identificar o seguinte:
* Independentemente de nos ou agregados em qualquer cluster terem um valor usado de alta capacidade

de performance

* Mesmo que nés ou agregados em qualquer cluster tenham eventos usados de capacidade de
performance ativa

* Os nos e agregados que tém o valor mais alto e mais baixo da capacidade de performance usada em um
cluster

 Valores de contador de laténcia e utilizagdo em conjunto com nds ou agregados que tém valores de
capacidade de alta performance usados
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* Como os valores da capacidade de performance usada para nés em um par de HA serao afetados se um

dos nos falhar
* Os volumes e LUNs mais ativos em um agregado que tenha um valor de capacidade de alta performance

usada

Exibindo o n6 e agregar valores de IOPS disponiveis

Vocé pode monitorar os valores de IOPS disponiveis para todos os nds ou para todos os
agregados em um cluster, ou visualizar detalhes de um unico né ou agregado.

Os valores de IOPS disponiveis aparecem nos graficos de paginas do Performance Explorer. Por exemplo, ao
exibir um né na pagina Performance/Node Explorer, vocé pode selecionar o grafico de contador "Available
IOPS™ na lista para comparar os valores de IOPS disponiveis para varios agregados nesse no.

Available IOPS for Node: opm-mobility-01 @ Time Range | & Last72Hours «

Event Timeline: @
opm-mobility-01
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O monitoramento do contador de IOPS disponivel permite identificar:

* Noés ou agregados que tém os maiores valores de IOPS disponiveis para ajudar a determinar onde

workloads futuros podem ser implantados.
» Os nods ou agregados que tém os menores valores de IOPS disponiveis para identificar os recursos que

vocé deve monitorar para possiveis problemas de desempenho futuros.
* Os volumes e LUNs mais ativos em um agregado que tenha um pequeno valor de IOPS disponivel.

Visualizagao de graficos de contadores de capacidade de desempenho para

identificar problemas
Vocé pode visualizar graficos usados de capacidade de performance para nés e
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agregados na pagina Performance Explorer. Isso permite visualizar dados detalhados de
capacidade de performance para os nds selecionados e agregados para um periodo de
tempo especifico.

Sobre esta tarefa

O grafico de contador padrao exibe os valores de capacidade de desempenho usados para os nds ou
agregados selecionados. O grafico de contador de avarias exibe os valores de capacidade de desempenho
total para o objeto raiz separado em uso com base em protocolos de usuario versus processos de sistema em
segundo plano. Além disso, a quantidade de capacidade de desempenho livre também é mostrada.

Como algumas atividades em segundo plano associadas ao gerenciamento de dados e sistema
séo identificadas como cargas de trabalho do usuario e categorizadas como protocolos de
usuario, a porcentagem de protocolos do usuario pode parecer artificialmente alta quando

@ esses processos sao executados. Esses processos normalmente sdo executados por volta da
meia-noite quando o uso do cluster & baixo. Se vocé vir um pico na atividade do protocolo do
usuario por volta da meia-noite, verifique se os trabalhos de backup do cluster ou outras
atividades em segundo plano estdo configurados para serem executados nesse momento.

Passos

1. Selecione a guia Explorer de um no ou agregar a pagina Landing.
2. No painel Counter Charts, clique em Choose charts e selecione Perf. Grafico de capacidade utilizada.
3. Role para baixo até que vocé possa visualizar o grafico.

As cores do grafico padrao mostram quando o objeto esta no intervalo ideal (amarelo), quando o objeto

esta subutilizado (verde) e quando o objeto é sobreutilizado (vermelho). O grafico de detalhamento mostra
detalhes detalhados da capacidade de desempenho somente para o objeto raiz.
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4. Se vocé quiser exibir qualquer grafico em um formato completo, clique em Zoom View.

Dessa forma, vocé pode abrir varios graficos de contador em uma janela separada para comparar os
valores de capacidade de desempenho usados com valores de IOPS ou Mbps no mesmo periodo de
tempo.

Condigoes de limite de performance usadas pela capacidade de performance

Vocé pode criar politicas de limite de performance definidas pelo usuario para que os
eventos sejam acionados quando o valor de capacidade de performance usada para um
né ou agregado exceder a configuracao de limite de capacidade de performance
definida.

Além disso, os nds podem ser configurados com uma politica de limite de capacidade de desempenho usada
de aquisigdo. Essa politica de limite totaliza as estatisticas de capacidade de performance usadas para ambos
0s n6és em um par de HA para determinar se um dos nds néo teria capacidade suficiente se o outro n¢ falhar.
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Como a carga de trabalho durante o failover € a combinagéo das cargas de trabalho dos dois nos parceiros, a
mesma capacidade de performance usada politica de takeover pode ser aplicada a ambos os nés.

Essa capacidade de desempenho utilizada é geralmente verdadeira entre nés. No entanto, se
houver significativamente mais trafego entre nos destinado a um dos nés por meio de seu

@ parceiro de failover, a capacidade total de performance usada ao executar todos os workloads
em um no de parceiro em vez do outro né de parceiro podera ser um pouco diferente,
dependendo de qual no tiver falhado.

As condig¢oes de capacidade de performance usadas também podem ser usadas como configuragdes de
limite de performance secundario para criar uma politica de limite de combinacao ao definir limites para LUNs
e volumes. A condi¢do de capacidade de desempenho usada € aplicada ao agregado ou n6 no qual reside o
volume ou LUN. Por exemplo, vocé pode criar uma politica de limite de combinagao usando os seguintes
critérios:

Objeto de storage Contador de Limite de aviso Limite critico Duracéo
desempenho
Volume Laténcia 15 ms/op 25 ms/op 20 minutos

As politicas de limite de combinagao fazem com que um evento seja gerado somente quando ambas as
condigdes forem violadas durante toda a duracéo.

Usando o contador de capacidade de desempenho usado para gerenciar o
desempenho

Em geral, as organizagcdes querem operar com uma porcentagem de capacidade de
performance usada abaixo de 100 para que os recursos estejam sendo usados com
eficiéncia, reservando alguma capacidade de performance adicional para atender as
demandas do periodo de pico. Vocé pode usar politicas de limite para personalizar
quando os alertas sao enviados para valores usados de capacidade de alta performance.

Vocé pode estabelecer metas especificas com base em seus requisitos de performance. Por exemplo, as
empresas de servigos financeiros podem reservar mais capacidade de desempenho para garantir a execugao
oportuna de negociagdes. Essas empresas podem querer definir limites de capacidade de desempenho
usados na faixa de 70-80%. Empresas de manufatura com margens menores podem optar por reservar
menos capacidade de desempenho se estiverem dispostas a arriscar o desempenho para gerenciar melhor os
custos DE TI. Essas empresas podem definir limites de capacidade de desempenho usados na faixa de 85-
95%.

Quando o valor da capacidade de performance usada excede a porcentagem definida em uma politica de
limite definida pelo usuario, o Unified Manager envia um e-mail de alerta e adiciona o evento a pagina
Inventario de Eventos. Isso permite que vocé gerencie possiveis problemas antes que eles afetem o
desempenho. Esses eventos também podem ser usados como indicadores de que vocé precisa para fazer
mudangas e mudangas de workload em seus nés e agregados.

Compreender e utilizar a pagina Planeamento de failover de
noé

A pagina Planejamento de failover de né/desempenho estima o impactos no
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desempenho em um né se o nd de parceiro de alta disponibilidade (HA) do n6 falhar. O
Unified Manager baseia as estimativas no desempenho historico dos nés no par de HA.

Estimar o impactos de desempenho de um failover ajuda vocé a Planejar nos seguintes cenarios:
« Se um failover degradar consistentemente o desempenho estimado do n6 de takeover para um nivel

inaceitavel, vocé pode considerar tomar a¢gdes corretivas para reduzir o impacto no desempenho devido a
um failover.

» Antes de iniciar um failover manual para executar tarefas de manutencao de hardware, vocé pode estimar
como o failover afeta o desempenho do né de aquisigéo, a fim de determinar o melhor momento para
executar a tarefa.

Usando a pagina Planejamento de failover de né para determinar agées corretivas

Com base nas informagdes exibidas na pagina Planejamento de failover de
desempenho/né, vocé pode tomar medidas para garantir que um failover ndo faga com
que o desempenho de um par de HA caia abaixo de um nivel aceitavel.

Por exemplo, para reduzir o impacto estimado de um failover na performance, é possivel mover alguns

volumes ou LUNs de um n6 no par de HA para outros nés no cluster. Fazer isso garante que o no principal
possa continuar a fornecer desempenho aceitavel apds um failover.

Componentes da pagina de Planejamento de failover de né

Os componentes da pagina Planejamento de failover de desempenho/no6 sao exibidos
em uma grade e no painel de comparacao. Essas se¢des permitem avaliar o impacto de
um failover de né na performance do n6 de takeover.

Grade de estatisticas de desempenho

A pagina Planejamento de failover de desempenho/no exibe uma grade contendo estatisticas de laténcia,
IOPS, utilizacdo e capacidade de desempenho usada.

@ Os valores de IOPS exibidos nesta pagina e na pagina Performance/Node Performance
Explorer podem ndo ser os mesmos.

Na grade, cada n6 recebe uma das seguintes fungdes:
* Primario
O né que assume o parceiro de HA quando o parceiro falha. O objeto raiz € sempre o n6 primario.
 Parceiro
O no6 que falha no cenario de failover.
* Aquisicao estimada

O mesmo que o no principal. As estatisticas de desempenho exibidas para esse né mostram o
desempenho do no6 de aquisicdo apds assumir o parceiro com falha.
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Embora a carga de trabalho do né de takeover seja equivalente as cargas de trabalho
combinadas de ambos os nds apds um failover, as estatisticas do n6 de takeover estimado nao

@ sdo a soma das estatisticas do no principal e do né do parceiro. Por exemplo, se a laténcia do
no principal for de 2 ms/op e a laténcia do né Parceiro for de 3 ms/op, o n6 de aquisicéao
estimado podera ter uma laténcia de 4 ms/op. Esse valor € um calculo executado pelo Unified
Manager.

Vocé pode clicar no nome do né Parceiro se quiser que ele se torne o objeto raiz. Depois que a pagina
Performance/Node Performance Explorer for exibida, vocé pode clicar na guia Planejamento de failover para
ver como o0 desempenho muda neste cenario de falha de né. Por exemplo, se Node1 for o né principal e
Node2 for o n6 Parceiro, vocé podera clicar em Node2 para torna-lo o né principal. Dessa forma, vocé pode
ver como o desempenho estimado muda dependendo de qual no falhar.

Painel de comparacao

A lista a seguir descreve os componentes exibidos no painel de comparagao por padrao:
» Graficos de eventos

Eles sao exibidos no mesmo formato que os da pagina Performance/Node Performance Explorer. Eles
dizem respeito apenas ao nd primario.

« Contador de graficos

Eles exibem estatisticas histéricas para o contador de desempenho mostrado na grade. Em cada grafico,
o grafico do n6 de aquisigao estimado mostra o desempenho estimado se um failover ocorreu em um
determinado momento.

Por exemplo, suponha que o grafico de utilizagdo mostre 73% para o n6 de aquisi¢cao estimado as 11 da
manha do dia 8 de fevereiro. Se um failover tivesse ocorrido naquele momento, a utilizagdo do né de
aquisicao seria de 73%.

As estatisticas histéricas ajudam vocé a encontrar o momento ideal para iniciar um failover, minimizando a
possibilidade de sobrecarregar o né de aquisigdo. Vocé pode agendar um failover apenas em momentos
em que o desempenho previsto do n6 de takeover seja aceitavel.

Por padrao, as estatisticas do objeto raiz e do né do parceiro sdo exibidas no painel de comparagao. Ao
contrario da pagina Performance/Node Performance Explorer, esta pagina nao exibe o botao Add para
adicionar objetos para comparagao de estatisticas.

Vocé pode personalizar o painel de comparagédo da mesma maneira que faz na pagina Performance/Node
Performance Explorer. A lista a seguir mostra exemplos de personalizagdo dos graficos:

* Cliqgue no nome de um no6 para mostrar ou ocultar as estatisticas do né nos graficos do contador.
» Clique em Zoom View para exibir um grafico detalhado para um contador especifico em uma nova janela.
Usando uma politica de limite com a pagina Planejamento de failover de né

Vocé pode criar uma politica de limite de n6 para que vocé possa ser notificado na
pagina Planejamento de failover de né/desempenho quando um potencial failover
degradar o desempenho do né de aquisicdo para um nivel inaceitavel.

A politica de limite de desempenho definido pelo sistema denominada ""par de HA de nds sobreutilizado
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gera um evento de aviso se o limite for violado por seis periodos de coleta consecutivos (30 minutos). O limite
€ considerado violado se a capacidade de performance combinada usada pelos nés em um par de HA
exceder 200%.

O evento da politica de limite definido pelo sistema alerta vocé para o fato de que um failover fara com que a
laténcia do n6 de takeover aumente para um nivel inaceitavel. Quando vocé vé um evento gerado por essa
diretiva para um no especifico, vocé pode navegar para a pagina Planejamento de failover de Performance/no
para esse no para exibir o valor de laténcia previsto devido a um failover.

Além de usar essa politica de limite definida pelo sistema, vocé pode criar politicas de limite usando o
contador "capacidade de desempenho usada - aquisicao" e, em seguida, aplicar a politica aos nds
selecionados. Especificar um limite inferior a 200% permite que vocé receba um evento antes que o limite
para a politica definida pelo sistema seja violado. Vocé também pode especificar o periodo minimo de tempo
para o qual o limite é excedido para menos de 30 minutos se quiser ser notificado antes que o evento de
politica definido pelo sistema seja gerado.

Por exemplo, vocé pode definir uma politica de limite para gerar um evento de aviso se a capacidade
combinada de performance usada pelos nés em um par de HA exceder 175% por mais de 10 minutos. Vocé
pode aplicar essa politica ao Node1 e ao Node2, que formam um par de HA. Depois de receber uma
notificagdo de evento de aviso para Node1 ou Node2, vocé pode visualizar a pagina Planejamento de failover
de né/desempenho para esse noé para avaliar o impactos estimado no desempenho no né de aquisi¢ao. Vocé
pode tomar medidas corretivas para evitar sobrecarregar o né de takeover se ocorrer um failover. Se vocé agir
quando a capacidade combinada de performance usada pelos noés for inferior a 200%, a laténcia do n6 de
takeover nao atinge um nivel inaceitavel mesmo que um failover ocorra durante esse periodo.

Uso do grafico de reparticao capacidade de desempenho usado para Planejamento
de failover

O grafico detalhado de capacidade de desempenho usada - detalhamento mostra a
capacidade de desempenho usada para o né principal e o né do parceiro. Ele também
mostra a quantidade de capacidade de desempenho livre no n6 de takeover estimado.
Essas informagdes ajudam a determinar se vocé pode ter um problema de desempenho
se 0 no do parceiro falhar.

Sobre esta tarefa

Além de mostrar a capacidade total de desempenho usada para os noés, o grafico de reparticdo divide os
valores de cada n6é em protocolos de usuario e processos em segundo plano.
* Os protocolos de usuario sao as operagoes de e/S de aplicativos de usuario de e para o cluster.
* Processos em segundo plano sao os processos internos do sistema envolvidos com eficiéncia de storage,
replicagdo de dados e integridade do sistema.

Esse nivel adicional de detalhes permite determinar se um problema de desempenho é causado pela
atividade do aplicativo do usuario ou pelos processos do sistema em segundo plano, como deduplicagao,
reconstru¢cao RAID, analise de disco e copias SnapMirror.

Passos

1. Va para a pagina Planejamento de failover de desempenho/né para o né que servira como o né de
aquisicao estimado.

2. No seletor intervalo de tempo, escolha o periodo de tempo para o qual as estatisticas historicas sao
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exibidas na grade do contador e nos graficos do contador.

Os graficos de contador com estatisticas para o n6 principal, né do parceiro e n6é de aquisi¢gao estimado
sdo exibidos.
3. Na lista escolha graficos, selecione Perf. Capacidade utilizada.

4. No Perf. Capacidade usada grafico, selecione Breakdown e clique em Zoom View.
O grafico detalhado para Perf. A capacidade utilizada é apresentada.

Perf. Capacity Used (Advanced) for Node: opm-mohility-02 & Time Range | B 03:00 PM Mar 06 2016 to 07:00 AM Mar 07 2016 ~
Events Timeline 0

@  Critical Events
Warr

@ Informational Events

1 i
Perf. Capacity Information b
Show Folicy:
Choose Threshoid Policy b5
¥ 50
s Critical Threshold
arming Threshold
s 100% Optimal Perf. Capacity Used 125
Perf. Capacity Free
Primary (opm-mobility-02) 100
User Prozocols Perf. Capacity Infarmation
& Background 2 Perf Capacity Free  77.6%
7
Partner (opm-mobility-01) Primary {opm-mobility-02})
User Protocols | User Protocols 507 %
50 B Background <13%
Background
Partner (opm-mobility-01)
\l User Protacols 173%
25
j Background <1%
AAAAN_ . / "
(ﬁ’ J\ﬂ" 05;14 AM, Mar 07, 2016 "’N\:f\!)\;
o LA d I P W f\ PAPA A v R Y
Sun 03/6 Sun 03/6 Mon 03/7 Mon 03/7 Mon 03/7
3PM 5PN 12 AM 3 AM EAM
S 5% 7% 14% 18%
Min Average 95th Max
0359 AM, Mar 07,2016 3:00 PM Mar 05, 2016 - 7.00 AM Mar 07, 2016 3:00 PM Mar 05, 2016 - 7.00 AM Kar 07, 2016 0B39 PM, Mar 06, 2016

5. Mova o cursor sobre o grafico detalhado para ver as informagdes de capacidade de desempenho usadas
na janela pop-up.

O Perf. A porcentagem de livre de capacidade é a capacidade de desempenho disponivel no n6 de
aquisicao estimado. Ele indica quanto de capacidade de desempenho é deixada no n6 de takeover apds
um failover. Se for 0%, um failover fara com que a laténcia aumente para um nivel inaceitavel no né de
takeover.

6. Considere tomar agdes corretivas para evitar uma porcentagem livre de capacidade de baixo
desempenho.

Se vocé pretende iniciar um failover para manutengao de nés, escolha um momento para falhar no né do
parceiro quando a porcentagem de disponibilidade de capacidade de performance nao for de 0.
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Coleta de dados e monitoramento do desempenho da carga
de trabalho

O Unified Manager coleta e analisa a atividade do workload a cada 5 minutos para
identificar eventos de performance e detecta alteracdes de configuragao a cada 15
minutos. Ele retém um maximo de 30 dias de dados de eventos e performance historicos
de 5 minutos e usa esses dados para prever o intervalo esperado para todos os
workloads monitorados.

Este capitulo descreve como os limites dindmicos funcionam e como eles sao usados para

@ ajudar a monitorar o desempenho da carga de trabalho. Este capitulo ndo se aplica a
estatisticas ou eventos causados por violagdes de limites de desempenho definidas pelo
usuario ou definidas pelo sistema.

O Unified Manager deve coletar no minimo 3 dias de atividade do workload antes que ele possa comegar a
analise e antes que o intervalo esperado para o tempo de resposta e as operagdes de e/S possa ser exibido
na pagina Detalhes de desempenho/volume e na pagina de detalhes do evento. Enquanto esta atividade esta
a ser recolhida, o intervalo esperado nao apresenta todas as alteracdes que ocorrem a partir da atividade da
carga de trabalho. Apds coletar 3 dias de atividade, o Unified Manager ajusta o intervalo esperado, a cada 24
horas as 12:00 da manh3, para refletir as alteragdes na atividade do workload e estabelecer um limite de
performance mais preciso.

Durante os primeiros 4 dias em que o Unified Manager esta monitorando um volume, se passaram mais de 24
horas desde a ultima coleta de dados, os graficos na pagina Detalhes de desempenho/volume nao exibirdo o
intervalo esperado para esse volume. Os eventos detetados antes da ultima colecéo ainda estao disponiveis.

O horario de verao (DST) altera a hora do sistema, que altera o intervalo esperado de
estatisticas de desempenho para cargas de trabalho monitoradas. O Unified Manager comeca
imediatamente a corrigir o intervalo esperado, o que leva aproximadamente 15 dias para ser

@ concluido. Durante esse periodo, vocé pode continuar usando o Unified Manager, mas, como o
Unified Manager usa o intervalo esperado para detetar eventos, alguns eventos podem nao ser
precisos. Os eventos detetados antes da alteracéo de hora n&o sao afetados. Alterar
manualmente a hora em um cluster ou em um servidor do Unified Manager para uma hora
anterior também afetara os resultados da analise de eventos.

Tipos de workloads monitorados pelo Unified Manager

Vocé pode usar o Unified Manager para monitorar a performance de dois tipos de
workloads: Definido pelo usuario e definido pelo sistema.

 cargas de trabalho definidas pelo usuario

A taxa de transferéncia de e/S das aplicagbes para o cluster. Estes sdo processos envolvidos em pedidos
de leitura e escrita. Um volume de FlexVol volume ou FlexGroup € um workload definido pelo usuario.

@ O Unified Manager monitora apenas a atividade do workload no cluster. Ele ndo monitora os
aplicativos, os clientes ou os caminhos entre os aplicativos e o cluster.

Se uma ou mais das opg¢des a seguir for verdadeira para uma carga de trabalho, ela ndo podera ser
monitorada pelo Unified Manager:
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> E uma cépia de protegdo de dados (DP) no modo somente leitura. (Observe que ao usar o ONTAP 8,3
e posterior, os volumes DP sdo monitorados quanto ao trafego gerado pelo usuario.)

o E um Infinite volume.
o E um clone de dados off-line.
> E um volume espelhado em uma configuragéo do MetroCluster.
 cargas de trabalho definidas pelo sistema
Os processos internos envolvidos com eficiéncia de storage, replicagéo de dados e integridade do
sistema, incluindo:
o Eficiéncia de storage, como deduplicagéo
o Integridade do disco, que inclui RAID Reconstruct, analise de disco e assim por diante
o Replicagao de dados, como cépias SnapMirror
o Atividades de gestao
o Integridade do sistema de arquivos, que inclui varias atividades do WAFL
o Scanners de sistema de arquivos, como WAFL scan
o Descarga de copia, como operagdes de eficiéncia de storage descarregadas de hosts VMware
o Integridade do sistema, como movimentos de volume, compactagao de dados etc.
> Volumes ndo monitorizados
Os dados de performance para workloads definidos pelo sistema sdo exibidos na GUIl somente quando o
componente de cluster usado por esses workloads esta na contengéo. Por exemplo, vocé nao pode pesquisar
o0 nome de uma carga de trabalho definida pelo sistema para exibir seus dados de performance na GUI. Se

varias cargas de trabalho definidas pelo sistema do mesmo tipo forem exibidas, uma letra sera anexada ao
nome da carga de trabalho. A carta destina-se a ser utilizada pelo pessoal de apoio.

Valores de medicao de performance de workload

O Unified Manager mede o desempenho de workloads em um cluster com base em
valores estatisticos historicos e esperados, que formam o intervalo de valores esperado
para as cargas de trabalho. Ele compara os valores estatisticos reais do workload com o
intervalo esperado para determinar quando a performance do workload esta muito alta
ou muito baixa. Uma carga de trabalho que n&o esta funcionando como esperado aciona
um relatério de evento de desempenho para notifica-lo.

Na ilustragéo a seguir, o valor real, em vermelho, representa as estatisticas reais de desempenho no periodo
de tempo. O valor real cruzou o limite de desempenho, que ¢é os limites superiores do intervalo esperado. O
pico é o valor real mais alto no periodo de tempo. O desvio mede a mudanca entre os valores esperados € 0s
valores reais, enquanto o desvio de pico indica a maior mudancga entre os valores esperados e os valores
reais.
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A tabela a seguir lista os valores de medigdo de desempenho da carga de trabalho.

Medigao Descrigcao

Atividade Porcentagem do limite de QoS usado pelos
workloads no grupo de politicas.

Se o Unified Manager detetar uma
alteracédo em um grupo de politicas,
como adicionar ou remover um volume
ou alterar o limite de QoS, os valores
real e esperado poderao exceder

(i)  100% do limite definido. Se um valor
exceder 100% do limite definido, é
apresentado como >100%. Se um
valor for inferior a 1% do limite
definido, é apresentado como inferior a
1%.

Real O valor de desempenho medido em um momento
especifico para uma determinada carga de trabalho.
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Medicao

Desvio

Esperado

Intervalo esperado

Pico

Desvio maximo

Profundidade da fila

Utilizacao

Descrigdo

A mudanca entre os valores esperados e os valores
reais. E a relagdo do valor real menos o valor
esperado para o valor superior do intervalo esperado
menos o valor esperado.

Um valor de desvio negativo indica que
o0 desempenho da carga de trabalho é
inferior ao esperado, enquanto um
valor de desvio positivo indica que o

@ desempenho da carga de trabalho é
superior ao esperado. Se os valores
esperados e o valor real forem muito
baixos, nos centésimos ou milésimos
de uma percentagem, por exemplo, o
desvio ira apresentar N/A.

Os valores esperados séo baseados na analise de
dados historicos de performance para uma
determinada carga de trabalho. O Unified Manager
analisa esses valores estatisticos para determinar o
intervalo esperado de valores.

O intervalo esperado de valores € uma previsao, ou
previsédo, do que os valores de desempenho superior
e inferior devem ser em um momento especifico.
Para a laténcia do workload, os valores superiores
formam o limite de performance. Quando o valor real
cruza o limite de performance, o Unified Manager
aciona um alerta de evento de performance.

O valor maximo medido durante um periodo de
tempo.

O valor de desvio maximo medido durante um
periodo de tempo.

O numero de solicitagbes de e/S pendentes que
estdo aguardando no componente de interconexao.

Para os componentes de processamento de rede,
Data Processing e agregado, a porcentagem de
tempo de ocupado para concluir as operagdes de
carga de trabalho por um periodo de tempo. Por
exemplo, a porcentagem de tempo para o
processamento de rede ou os componentes do Data
Processing processarem uma solicitagdo de e/S ou
para um agregado atender a uma solicitagao de
leitura ou gravacgao.
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Medicao Descricédo

Taxa de transferéncia de gravagéao A quantidade de taxa de transferéncia de gravagéo,
em megabytes por segundo (Mbps), de cargas de
trabalho em um cluster local para o cluster de
parceiros em uma configuragao do MetroCluster.

Qual é a faixa de desempenho esperada

O intervalo esperado de valores € uma previsao, ou previsao, do que os valores de
desempenho superior e inferior devem ser em um momento especifico. Para a laténcia
do workload, os valores superiores formam o limite de performance. Quando o valor real
cruza o limite de performance, o Unified Manager aciona um alerta de evento de
performance.

Por exemplo, durante o horario comercial regular entre as 9:00h e as 5:00h, a maioria dos funcionarios pode
verificar seu e-mail entre as 9:00h e as 10:30H. o aumento da demanda nos servidores de e-mail significa um
aumento na atividade de carga de trabalho no armazenamento de back-end durante esse periodo. Os
funcionarios podem notar um tempo de resposta lento de seus clientes de e-mail.

Durante a hora de almogo entre as 12:00h e as 1:00h e no final do dia de trabalho apds as 5:00h, a maioria
dos funcionarios provavelmente esta longe de seus computadores. A demanda nos servidores de e-mail
geralmente diminui, também diminuindo a demanda no armazenamento de back-end. Como alternativa, pode
haver operagbes de carga de trabalho agendadas, como backups de armazenamento ou verificagado de virus,
que comecam apds as 5:00 horas e aumentam a atividade no armazenamento de back-end.

Ao longo de varios dias, o aumento e a diminuigdo da atividade da carga de trabalho determina o intervalo
esperado de atividade, com limites superior e inferior para uma carga de trabalho. Quando a atividade de
carga de trabalho real para um objeto esta fora dos limites superior ou inferior e permanece fora dos limites
por um periodo de tempo, isso pode indicar que o objeto esta sendo usado em excesso ou subutilizado.

Como a faixa esperada é formada

O Unified Manager deve coletar no minimo 3 dias de atividade do workload antes que ele possa iniciar a
analise e antes que o intervalo esperado para o tempo de resposta e as operagdes de e/S possa ser exibido
na GUI. A coleta de dados minima necessaria nao é responsavel por todas as alteracdes que ocorrem na
atividade da carga de trabalho. Apés coletar os primeiros 3 dias de atividade, o Unified Manager ajusta o
intervalo esperado, a cada 24 horas as 12:00 da manha, para refletir as alteragdes na atividade do workload e
estabelecer um limite de performance mais preciso.

O horario de verao (DST) altera a hora do sistema, que altera o intervalo esperado de
estatisticas de desempenho para cargas de trabalho monitoradas. O Unified Manager comega
imediatamente a corrigir o intervalo esperado, o que leva aproximadamente 15 dias para ser

@ concluido. Durante esse periodo, vocé pode continuar usando o Unified Manager, mas, como o
Unified Manager usa o intervalo esperado para detetar eventos, alguns eventos podem néao ser
precisos. Os eventos detetados antes da alteracao de hora n&o sao afetados. Alterar
manualmente a hora em um cluster ou em um servidor do Unified Manager para uma hora
anterior também afetara os resultados da analise de eventos.
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Como o intervalo esperado é usado na analise de desempenho

O Unified Manager usa o intervalo esperado para representar a atividade tipica de
laténcia de e/S (tempo de resposta) e IOPS (operagdes) dos workloads monitorados. Ele
alerta quando a laténcia real de um workload esta acima dos limites superiores do
intervalo esperado, o que aciona um evento de performance, para que vocé possa
analisar o problema de performance e tomar medidas corretivas para resolvé-lo.

O intervalo esperado define a linha de base de desempenho para o workload. Com o tempo, o Unified
Manager aprende com medi¢cdes de desempenho anteriores para prever os niveis de desempenho e atividade
esperados para a carga de trabalho. O limite superior do intervalo esperado estabelece o limite de
desempenho. O Unified Manager usa a linha de base para determinar quando a laténcia ou as operagdes
reais estdo acima ou abaixo de um limite, ou fora dos limites de seu intervalo esperado. A comparacgao entre
os valores reais e os valores esperados cria um perfil de performance para a carga de trabalho.

Quando a laténcia real de um workload excede o limite de performance, devido a contengao em um
componente do cluster, a laténcia € alta e o workload executa mais lentamente do que o esperado. O
desempenho de outras cargas de trabalho que compartilham os mesmos componentes de cluster também
pode ser mais lento do que o esperado.

O Unified Manager analisa o evento de cruzamento de limites e determina se a atividade é um evento de
desempenho. Se a atividade de alto workload permanecer consistente por um longo periodo de tempo, como
varias horas, o Unified Manager considera a atividade normal e ajusta dinamicamente o intervalo esperado
para formar o novo limite de performance.

Algumas cargas de trabalho podem ter atividades consistentemente baixas, onde o intervalo esperado para as
operagoes ou a laténcia ndo tem uma alta taxa de alteragdo ao longo do tempo. Para minimizar o nimero de
alertas de eventos, durante a andlise de eventos de performance, o Unified Manager aciona um evento
apenas para volumes de baixa atividade cujas operagdes e laténcias sdo muito maiores do que o esperado.

| Expected Range i
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Neste exemplo, a laténcia de um volume tem um intervalo esperado, em cinza, de 0 milissegundos por
operagao (ms/op) no menor € 5 ms/op no maximo. Se a laténcia real, em azul, aumentar repentinamente para
10 ms/op, devido a um pico intermitente no trafego de rede ou contengao em um componente de cluster, ela
estara entdo acima do intervalo esperado e excedeu o limite de desempenho.

Quando o trafego de rede diminuiu ou 0 componente do cluster ndo esta mais na contengao, a laténcia
retorna dentro do intervalo esperado. Se a laténcia permanecer em ou acima de 10 ms/op por um longo
periodo de tempo, talvez seja necessario tomar medidas corretivas para resolver o evento.

Como o Unified Manager usa a laténcia do workload para identificar problemas de
performance

A laténcia do workload (tempo de resposta) € o tempo necessario para um volume em
um cluster responder a solicitagdes de e/S de aplicativos clientes. O Unified Manager
usa a laténcia para detectar e alertar vocé sobre eventos de performance.
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Uma alta laténcia significa que as solicitagdes de aplicativos para um volume em um cluster estdo demorando
mais do que o normal. A causa da alta laténcia pode estar no préprio cluster, devido a contengédo em um ou
mais componentes do cluster. A alta laténcia também pode ser causada por problemas fora do cluster, como
gargalos de rede, problemas com o cliente que hospeda os aplicativos ou problemas com os proprios
aplicativos.

@ O Unified Manager monitora apenas a atividade do workload no cluster. Ele ndo monitora os
aplicativos, os clientes ou os caminhos entre os aplicativos e o cluster.

As operacgdes no cluster, como fazer backups ou executar deduplicacdo, que aumentam a demanda por
componentes de cluster compartilhados por outros workloads, também podem contribuir para a alta laténcia.
Se a laténcia real exceder o limite de desempenho do intervalo esperado, o Unified Manager analisa o evento
para determinar se ele € um evento de desempenho que talvez seja necessario resolver. A laténcia € medida
em milissegundos por operagao (ms/op).

Na pagina Detalhes de desempenho/volume, vocé pode visualizar uma analise das estatisticas de laténcia
para ver como a atividade de processos individuais, como solicita¢cdes de leitura e gravacéo, se compara as
estatisticas de laténcia geral. A comparacéo ajuda vocé a determinar quais operagdes tém a atividade mais
alta ou se operagdes especificas tém atividade anormal que esta afetando a laténcia de um volume. Ao
analisar eventos de desempenho, vocé pode usar as estatisticas de laténcia para determinar se um evento foi
causado por um problema no cluster. Vocé também pode identificar as atividades especificas de workload ou
os componentes de cluster envolvidos no evento.
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Este exemplo mostra o grafico de laténcia na pagina Detalhes de desempenho/volume. A atividade de tempo
de resposta real (laténcia) € uma linha azul e o intervalo esperado é cinza.

Pode haver lacunas na linha azul se o Unified Manager nao conseguir coletar dados. Isso pode
@ ocorrer porque o cluster ou o volume estava inalcangavel, o Unified Manager foi desativado
durante esse tempo ou a colegdo demorava mais do que o periodo de coleta de 5 minutos.

Como as operagoes do cluster podem afetar a laténcia do workload

As operacgdes (IOPS) representam a atividade de todos os workloads definidos pelo
usuario e definidos pelo sistema em um cluster. As estatisticas de IOPS ajudam a
determinar se os processos de cluster, como fazer backups ou executar deduplicacéao,
estdo impactando a laténcia do workload (tempo de resposta) ou podem ter causado ou
contribuido para um evento de performance.

Ao analisar eventos de desempenho, vocé pode usar as estatisticas de |IOPS para determinar se um evento
de desempenho foi causado por um problema no cluster. Vocé pode identificar as atividades especificas de
carga de trabalho que podem ter sido os principais contribuintes para o evento de performance. As operagdes
de entrada/saida por segundo (operacdes/seg) sdo medidas em operagdes por segundo (operagdes/seg).
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Este exemplo mostra o grafico de IOPS na pagina Detalhes de desempenho/volume. As estatisticas de
operagdes reais sdo uma linha azul e o intervalo esperado de estatisticas de operagdes é cinza.

Em alguns casos em que um cluster esta sobrecarregado, o Unified Manager pode exibir a
mensagem Data collection is taking too long on Cluster cluster name. Isso

@ significa que nao foram coletadas estatisticas suficientes para que o Unified Manager analise.
Vocé precisa reduzir os recursos que o cluster esta usando para que as estatisticas possam ser
coletadas.

Monitoramento de desempenho das configuragées do MetroCluster

Com o Unified Manager, vocé monitora a taxa de transferéncia de gravagao entre
clusters em uma configuracdo do MetroCluster para identificar workloads com uma taxa
de transferéncia de gravacéao alta. Se esses workloads de alta performance fizerem com
qgue outros volumes no cluster local tenham tempos de resposta de e/S altos, o Unified
Manager acionara eventos de desempenho para notifica-lo.

Quando um cluster local em uma configuragéo do MetroCluster espelha seus dados em seu cluster de
parceiros, os dados sado gravados no NVRAM e transferidos pelos links de interswitch (ISLs) para os
agregados remotos. O Unified Manager analisa o NVRAM para identificar workloads cuja alta taxa de
transferéncia de gravagao sobreutiliza o NVRAM, colocando o NVRAM na contengéo.

Cargas de trabalho cujo desvio no tempo de resposta excedeu o limite de desempenho sdo chamadas vitimas
e cargas de trabalho cujo desvio no throughput de gravacéo para o NVRAM é maior do que o habitual,
causando a contengao, sdo chamadas bullies. Como apenas as solicitagdes de gravagao sao espelhadas no
cluster de parceiros, o Unified Manager ndo analisa a taxa de transferéncia de leitura.

O Unified Manager trata os clusters em uma configuragéo do MetroCluster como clusters individuais. Isso nao
faz distingéo entre clusters que séo parceiros ou correlacionam a taxa de transferéncia de gravagéo de cada
cluster.

Comportamento do volume durante o switchover e o switchback

Os eventos que acionam um switchover ou switchback fazem com que os volumes ativos
sejam movidos de um cluster para o outro cluster no grupo de recuperacéo de desastres.
Os volumes no cluster que estavam ativos e fornecendo dados aos clientes séo
interrompidos, e os volumes no outro cluster sdo ativados e comegam a fornecer dados.
O Unified Manager monitora apenas os volumes ativos e em execucgao.

Como os volumes sao movidos de um cluster para outro, € recomendavel que vocé monitore os dois clusters.
Uma unica instancia do Unified Manager pode monitorar ambos os clusters em uma configuragao do
MetroCluster, mas as vezes a distancia entre os dois locais exige 0 uso de duas instancias do Unified
Manager para monitorar ambos os clusters. A figura a seguir mostra uma unica instancia do Unified Manager:
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Normal operation OnCommand

a 4 Performance I i
uster Manager Cluster
Voll, Vol3,
Vol2, [ — | Vol4,
Vﬂlab Vﬂllh
Vﬂldh Vﬂlzh
Cluster B fails --- switchover to Cluster A
Cluster A Cluster B
Voll,
Vol2, |
Vol3, | —
Vold,

Cluster B is repaired --- switchback to Cluster B

Cluster A Cluster B
Voll, Vol3,
Vol2, [ = | VoM,
‘J‘Ol?ﬁb Uﬂ'lh
Voldy, Vol2,

|:| = active and monitored by OFM |:| =inactive and not monitared by OPM

Os volumes com p em seus nomes indicam os volumes primarios, e os volumes com b em seus homes sé&o
volumes de backup espelhados criados pelo SnapMirror.

Durante o funcionamento normal:

* O cluster A tem dois volumes ativos: Vol1p e Vol2p.
» O cluster B tem dois volumes ativos: Vol3p e Vol4p.
» O cluster A tem dois volumes inativos: Vol3b e Vol4b.
* O cluster B tem dois volumes inativos: Vol1b e Vol2b.
As informacgdes referentes a cada um dos volumes ativos (estatisticas, eventos etc.) sdo coletadas pelo

Unified Manager. As estatisticas Vol1p e Vol2p sdo coletadas pelo Cluster A e as estatisticas Vol3p e Voldp
séo coletadas pelo Cluster B.
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Apds uma falha catastréfica, causa um switchover de volumes ativos do cluster B para o cluster A:

» O cluster A tem quatro volumes ativos: Vol1p, Vol2p, Vol3b e Vol4b.

O cluster B tem quatro volumes inativos: Vol3p, Vol4p, Vol1b e Vol2b.

Como durante a operagéao normal, as informagdes referentes a cada um dos volumes ativos sédo coletadas
pelo Unified Manager. Mas neste caso, as estatisticas Vol1p e Vol2p séo coletadas pelo Cluster A, e as
estatisticas Vol3b e Vol4b também sao coletadas pelo Cluster A.

Observe que Vol3p e Vol3b ndo sdo os mesmos volumes, porque estdo em clusters diferentes. As
informacgdes do Unified Manager para Vol3p ndo sdo as mesmas que Vol3b:

» Durante o switchover para o cluster A, as estatisticas e os eventos do Vol3p nao séo visiveis.

* Na primeira mudanga, Vol3b parece um novo volume sem informagdes historicas.

Quando o cluster B é reparado e um switchback é executado, o Vol3p é novamente ativo no cluster B, com as
estatisticas histéricas e uma lacuna de estatisticas para o periodo durante o switchover. O Vol3b n&o pode ser
visualizado a partir do cluster A até que ocorra outro switchover:

Switchover period

| |

| |

| |

10 I

Vol3, on |

%WMW
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Vol3, on
Cluster
A MW
|
-:| I I
* Os volumes MetroCluster que estao inativos, por exemplo, Vol3b no cluster A apés o
switchback, sao identificados com a mensagem ""este volume foi excluido™. O volume nao
€ realmente excluido, mas nao esta sendo monitorado pelo Unified Manager, porque nao é
o volume ativo.
@ + Se um unico Gerenciador unificado estiver monitorando ambos os clusters em uma

configuragédo do MetroCluster, a pesquisa de volume retornara informagdes sobre o volume
que estiver ativo naquele momento. Por exemplo, uma pesquisa por "Vol3" retornara
estatisticas e eventos para Vol3b no Cluster A se um switchover tiver ocorrido e Vol3 se
tornar ativo no Cluster A.

Quais sao os eventos de desempenho

Os eventos de desempenho sao incidentes relacionados ao desempenho da carga de
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trabalho em um cluster. Eles ajudam a identificar workloads com tempos de resposta
lentos. Juntamente com eventos de saude que ocorreram ao mesmo tempo, vocé pode
determinar os problemas que podem ter causado ou contribuido para os tempos de
resposta lentos.

Quando o Unified Manager deteta varias ocorréncias da mesma condigao de evento para 0 mesmo
componente de cluster, ele trata todas as ocorréncias como um Unico evento, ndo como eventos separados.

Analise e notificacdao de eventos de performance

Os eventos de desempenho notificam vocé sobre problemas de desempenho de €/S em
um workload de volume causado pela contengdo em um componente do cluster. O
Unified Manager analisa o evento para identificar todos os workloads envolvidos, o
componente em contencao e se o0 evento ainda € um problema que talvez vocé precise
resolver.

O Unified Manager monitora a laténcia de e/S (tempo de resposta) e IOPS (operagdes) de volumes em um
cluster. Quando outras cargas de trabalho usam excessivamente um componente de cluster, por exemplo, o
componente esta na contengéo e ndo pode ter desempenho em um nivel ideal para atender as demandas de
workload. O desempenho de outros workloads que estdo usando o mesmo componente pode ser afetado,
causando o aumento de suas laténcias. Se a laténcia ultrapassar o limite de desempenho, o Unified Manager
acionara um evento de desempenho e enviara um alerta por e-mail para notifica-lo.

Analise de eventos

O Unified Manager realiza as seguintes analises, usando as estatisticas de desempenho dos 15 dias
anteriores, para identificar os workloads da vitima, os workloads bully e o componente do cluster envolvido em
um evento:

+ Identifica cargas de trabalho da vitima cuja laténcia ultrapassou o limite de desempenho, que é o limite
superior do intervalo esperado:

o Para volumes em agregados de HDD ou Flash Pool (hibridos), os eventos s&o acionados somente
quando a laténcia € maior que 5 milissegundos (ms) € o IOPS é mais de 10 operagdes por segundo
(operacbes/seq).

o Para volumes em agregados all-SSD ou agregados FabricPool (compostos), os eventos sao
acionados apenas quando a laténcia é superior a 1 ms e o IOPS ¢ superior a 100 operagbes/segundo

* Identifica 0 componente do cluster na contengéo.

Se a laténcia das cargas de trabalho da vitima na interconex&o de cluster for superior a 1
ms, o Unified Manager tratara isso como significativo e acionara um evento para a
interconex&o de cluster.

* Identifica as cargas de trabalho bully que estdo sobreusando o componente do cluster e fazendo com que
ele esteja na contencéo.

« Classifica as cargas de trabalho envolvidas, com base em seu desvio na utilizagao ou atividade de um
componente de cluster, para determinar quais bullies tém a maior alteragdo no uso do componente de
cluster e quais vitimas sao as mais impactadas.

Um evento pode ocorrer por apenas um breve momento e depois se corrigir depois que o componente que
esta usando nao esta mais em disputa. Um evento continuo é aquele que ocorre novamente para 0 mesmo
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componente do cluster dentro de um intervalo de cinco minutos e permanece no estado ativo. Para eventos
continuos, o Unified Manager aciona um alerta apds detetar o mesmo evento durante dois intervalos de
analise consecutivos. Os eventos que permanecem nao resolvidos, que tém um estado de novo, podem exibir
mensagens de descri¢cao diferentes como cargas de trabalho envolvidas na alteragéo do evento.

Quando um evento é resolvido, ele permanece disponivel no Unified Manager como parte do Registro de
problemas de desempenho anteriores de um volume. Cada evento tem um ID exclusivo que identifica o tipo
de evento e os volumes, o cluster e os componentes do cluster envolvidos.

@ Um unico volume pode ser envolvido em mais de um evento ao mesmo tempo.

Estado do evento

Os eventos podem estar em um dos seguintes estados:
* Ativo

Indica que o evento de desempenho esta ativo no momento (novo ou confirmado). O problema que causa
o evento nao foi corrigido ou n&o foi resolvido. O contador de performance do objeto de storage
permanece acima do limite de performance.

* Obsoleto

Indica que o evento ja ndo esta ativo. O problema que causa o evento foi corrigido ou foi resolvido. O
contador de desempenho do objeto de storage nao esta mais acima do limite de desempenho.

Notificagao de evento

Os alertas de eventos s&o exibidos na pagina Dashboards/Overview, Dashboards/Performance,
Performance/volume Details e sdo enviados para enderecos de e-mail especificados. Vocé pode visualizar
informacgdes detalhadas de analise sobre um evento e obter sugestdes para resolvé-lo na pagina de detalhes
do evento.

23 Event: p-eb-nucleus-pg BB525

Awverage Latency (msiop)
IEEGE  Average IOPS
H i
M’:WFWW' Mlé Click the graph point for details I'tﬁ,.-\l
12:10 am, 22 Apr-12:20 am, 22 Apr @W W

Neste exemplo, um evento € indicado por um ponto vermelho (@) no grafico de laténcia na pagina Detalhes
de desempenho/volume. Passar o cursor do Mouse sobre o ponto vermelho exibe um popup com mais
detalhes sobre o evento e opgdes para analisa-lo.

Interagao de eventos
Na pagina Detalhes de desempenho/volume, vocé pode interagir com eventos das seguintes maneiras:

* Mover o ponteiro sobre um ponto vermelho exibe uma mensagem que mostra o ID do evento, juntamente
com a laténcia, o numero de operagdes por segundo e a data e hora em que o evento foi detetado.

Se houver varios eventos para 0 mesmo periodo de tempo, a mensagem mostrara o numero de eventos,
juntamente com a laténcia média e as operagdes por segundo para o volume.
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 Clicar em um unico evento exibe uma caixa de dialogo que mostra informagdes mais detalhadas sobre o
evento, incluindo os componentes do cluster envolvidos, semelhante a secado Resumo na pagina Detalhes
do evento.

O componente em contengéo é circulado e realgado a vermelho. Vocé pode clicar no ID do evento ou em
Exibir analise completa para visualizar a analise completa na pagina de detalhes do evento. Se houver
varios eventos para o mesmo periodo de tempo, a caixa de didlogo mostra detalhes sobre os trés eventos
mais recentes. Vocé pode clicar em um ID de evento para exibir a analise de evento na pagina de
detalhes do evento. Se houver mais de trés eventos para o mesmo periodo de tempo, clicar no ponto
vermelho n&o exibira a caixa de diadlogo.

Como o Unified Manager determina o impacto no desempenho de um evento

O Unified Manager usa o desvio na atividade, utilizacdo, taxa de transferéncia de
gravagao, uso de componentes do cluster ou laténcia de e/S (tempo de resposta) para
um workload a fim de determinar o nivel de impacto na performance do workload. Essas
informacdes determinam a funcéo de cada carga de trabalho no evento e como eles sao
classificados na pagina de detalhes do evento.

O Unified Manager compara os ultimos valores analisados para uma carga de trabalho com o intervalo
esperado de valores. A diferenga entre os valores analisados pela ultima vez e o intervalo esperado de
valores identifica as cargas de trabalho cujo desempenho foi mais impactado pelo evento.

Por exemplo, suponha que um cluster contenha duas cargas de trabalho: Carga de Trabalho A e carga de
trabalho B. o intervalo esperado para carga de trabalho A € de 5-10 milissegundos por operagao (ms/op) e
sua laténcia real geralmente é de cerca de 7 ms/op. O intervalo esperado para a carga de trabalho B é de 10-
20 ms/op e sua laténcia real geralmente é de cerca de 15 ms/op. Ambos os workloads estao bem dentro do
intervalo esperado para laténcia. Devido a contencgao no cluster, a laténcia de ambas as cargas de trabalho
aumenta para 40 ms/op, cruzando o limite de desempenho, que € os limites superiores do intervalo esperado
e acionando eventos. O desvio de laténcia, dos valores esperados para os valores acima do limite de
desempenho, para a carga de trabalho A é de cerca de 33 ms/op, e o desvio para carga de trabalho B é de
cerca de 25 ms/op. A laténcia de ambas as cargas de trabalho aumenta para 40 ms/op, mas o Workload A
teve maior impacto no desempenho, pois teve maior desvio de laténcia em 33 ms/op.

Na pagina de detalhes do evento, na segédo Diagndstico do sistema, vocé pode classificar as cargas de
trabalho por seu desvio na atividade, utilizacdo ou taxa de transferéncia de um componente do cluster. Vocé
também pode classificar workloads por laténcia. Quando vocé seleciona uma opgéo de classificagao, o Unified
Manager analisa o desvio na atividade, utilizagado, taxa de transferéncia ou laténcia desde que o evento foi
detetado a partir dos valores esperados para determinar a ordem de classificagdo da carga de trabalho. Para
a laténcia, os pontos vermelhos (@ ) indicam um cruzamento de limite de desempenho por uma carga de
trabalho da vitima e o impactos subsequente na laténcia. Cada ponto vermelho indica um nivel mais alto de
desvio na laténcia, o que ajuda a identificar as cargas de trabalho da vitima cuja laténcia foi mais afetada por
um evento.

Componentes do cluster e por que eles podem estar na contengao

Vocé pode identificar problemas de desempenho do cluster quando um componente do
cluster entra em contencdo. O desempenho de workloads de volume que usam o
componente diminui e seu tempo de resposta (laténcia) para solicitagdes de clientes
aumenta, o que aciona um evento no Unified Manager.

Um componente que esta em disputa ndo pode funcionar em um nivel ideal. Seu desempenho diminuiu € o
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desempenho de outros componentes e cargas de trabalho do cluster, chamados vitimas, pode ter aumentado
a laténcia. Para sair da contencdo de um componente, vocé precisa reduzir o workload ou aumentar a
capacidade de lidar com mais trabalho, para que a performance possa retornar aos niveis normais. Como o
Unified Manager coleta e analisa a performance do workload em intervalos de cinco minutos, ele deteta
quando um componente do cluster é consistentemente sobreusado. Ndo s&o detetados picos transitérios de
sobreutilizagdo que duram apenas uma curta duragéo dentro do intervalo de cinco minutos.

Por exemplo, um agregado de storage pode estar sob contengdo porque um ou mais workloads nele estao
competindo para que suas solicitagdes de e/S sejam atendidas. Outras cargas de trabalho no agregado
podem ser afetadas, fazendo com que seu desempenho diminua. Para reduzir a quantidade de atividade no
agregado, ha etapas diferentes, como mover uma ou mais cargas de trabalho para um agregado menos
ocupado, para diminuir a demanda geral de workload no agregado atual. Para um grupo de politicas de QoS,
vocé pode ajustar o limite de taxa de transferéncia ou mover workloads para um grupo de politicas diferente,
para que os workloads nao figuem mais sendo controlados.

O Unified Manager monitora os seguintes componentes do cluster para alerta-lo quando eles estdo na
contengao:

* Rede

Representa o tempo de espera das solicitagdes de e/S pelos protocolos iSCSI ou Fibre Channel (FC) no
cluster. O tempo de espera é o tempo gasto esperando que as transagdes iISCSI Ready to Transfer (R2T)
ou FCP Transfer Ready (XFER_RDY) sejam concluidas antes que o cluster possa responder a uma
solicitacao de e/S. Se o componente de rede estiver em contengao, isso significa que o alto tempo de
espera na camada de protocolo de bloco esta impactando a laténcia de uma ou mais cargas de trabalho.

* Processamento de rede

Representa o componente de software no cluster envolvido com o processamento de e/S entre a camada
de protocolo € o cluster. O processamento da rede de tratamento do né pode ter sido alterado desde que
o evento foi detetado. Se o componente de processamento de rede estiver em contencéo, isso significa
que a alta utilizagdo no n6 de processamento de rede esta impactando a laténcia de uma ou mais cargas
de trabalho.

* Politica de QoS

Representa o grupo de politicas de qualidade do servigo (QoS) de storage do qual o workload é membro.
Se o componente do grupo de politicas estiver na contencéo, isso significa que todas as cargas de
trabalho no grupo de politicas estédo sendo controladas pelo limite de taxa de transferéncia definido, o que
esta impactando a laténcia de uma ou mais dessas cargas de trabalho.

* Interconexao de cluster

Representa os cabos e adaptadores com os quais 0os nds em cluster estao fisicamente conetados. Se o
componente de interconexao de cluster estiver na contencao, isso significa que o tempo de espera alto
para solicitacbes de e/S na interconexao de cluster esta impactando a laténcia de um ou mais workloads.

» Data Processing

Representa o componente de software no cluster envolvido com o processamento de e/S entre o cluster e
0 agregado de storage que contém a carga de trabalho. O Data Processing de tratamento do n6 pode ter
sido alterado desde que o evento foi detetado. Se o componente Data Processing estiver em contengao,
isso significa que a alta utilizagdo no né Data Processing esta impactando a laténcia de um ou mais
workloads.
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Recursos MetroCluster

Representa os recursos do MetroCluster, incluindo NVRAM e links interswitches (ISLs), usados para
espelhar dados entre clusters em uma configuragéo do MetroCluster. Se o componente MetroCluster
estiver em contengao, isso significa que a alta taxa de transferéncia de gravagéao de workloads no cluster
local ou um problema de integridade de link esta impactando a laténcia de um ou mais workloads no
cluster local. Se o cluster ndo estiver em uma configuracdo do MetroCluster, este icone n&o sera exibido.

Operagoes agregadas ou SSD agregadas

Representa o agregado de storage no qual os workloads estdo sendo executados. Se o componente
agregado estiver na contencao, isso significa que a alta utilizagdo no agregado esta impactando a laténcia
de um ou mais workloads. Um agregado consiste em todos os HDDs ou uma combinagao de HDDs e
SSDs (agregado de Flash Pool). Um "agregado SSD" consiste em todos os SSDs (um agregado all-flash)
ou uma combinagao de SSDs e uma camada de nuvem (agregado FabricPool).

Laténcia da nuvem

Representa o componente de software no cluster envolvido com o processamento de e/S entre o cluster e
a camada de nuvem na qual os dados do usuario sao armazenados. Se o componente de laténcia da
nuvem estiver em contencgao, isso significa que uma grande quantidade de leituras de volumes
hospedados na camada de nuvem esta impactando a laténcia de um ou mais workloads.

Sincronizar SnapMirror

Representa o componente de software no cluster envolvido com a replicagdo dos dados do usuario do
volume primario para o volume secundario em uma relagéo sincrona do SnapMirror. Se o componente
Sync SnapMirror estiver na contengao, isso significa que a atividade das operagdes sincronas do
SnapMirror esta impactando a laténcia de um ou mais workloads.

Funcodes dos workloads envolvidos em um evento de desempenho

O Unified Manager usa fun¢des para identificar o envolvimento de um workload em um
evento de performance. Os papéis incluem vitimas, agressores e tubardes. Uma carga

de trabalho definida pelo usuario pode ser uma vitima, um valentdo e um tubarédo ao
mesmo tempo.

Funcgao Descrigao

Vitima Uma carga de trabalho definida pelo usuario cujo
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desempenho diminuiu devido a outras cargas de
trabalho, chamadas de bullies, que usam
excessivamente um componente de cluster. Somente
cargas de trabalho definidas pelo usuario séo
identificadas como vitimas. O Unified Manager
identifica os workloads da vitima com base em seu
desvio de laténcia, em que a laténcia real, durante
um evento, aumentou muito em relacéo ao intervalo
esperado de laténcia.



Funcao Descrigdo

Bully Uma carga de trabalho definida pelo usuario ou
definida pelo sistema cujo uso excessivo de um
componente de cluster causou a diminuigdo do
desempenho de outras cargas de trabalho, chamadas
vitimas. O Unified Manager identifica cargas de
trabalho bully com base em seu desvio no uso de um
componente do cluster, em que o uso real, durante
um evento, aumentou muito em relagédo ao intervalo
de uso esperado.

Tubarao Um workload definido pelo usuario com a maior
utilizagdo de um componente de cluster em
comparacao a todas as cargas de trabalho envolvidas
em um evento. O Unified Manager identifica
workloads de tubardo com base no uso de um
componente de cluster durante um evento.

Os workloads em um cluster podem compartilhar muitos dos componentes do cluster, como agregados de
storage e CPU para rede e Data Processing. Quando uma carga de trabalho, como um volume, aumenta o
uso de um componente de cluster a ponto de que o componente nao pode atender com eficiéncia as
demandas de workload, o componente esta em contencéo. A carga de trabalho que estd usando um
componente de cluster € um bully. As outras cargas de trabalho que compartilham esses componentes, e cujo
desempenho é afetado pelo agressor, sdo as vitimas. As atividades de workloads definidos pelo sistema,
como deduplicagéo ou copias Snapshot, também podem escalar para "bullying".

Quando o Unified Manager deteta um evento, ele identifica todos os workloads e componentes de cluster
envolvidos, incluindo os workloads bully que causaram o evento, o componente do cluster que estd em
contencéo e os workloads da vitima cujo desempenho diminuiu devido ao aumento da atividade dos
workloads bully.

@ Se o Unified Manager ndo conseguir identificar os workloads bully, ele s6 alertara sobre os
workloads da vitima e o componente do cluster envolvido.

O Unified Manager pode identificar workloads vitimas de workloads bully e também identificar quando esses
mesmos workloads se tornam workloads bully. Uma carga de trabalho pode ser um bully para si mesma. Por
exemplo, uma carga de trabalho de alta performance que esta sendo controlada por um limite de grupo de
politicas faz com que todas as cargas de trabalho no grupo de politicas sejam limitadas, incluindo a prépria.
Uma carga de trabalho que € um agressor ou uma vitima em um evento de desempenho continuo pode
mudar sua fungédo ou n&o ser mais um participante no evento. Na pagina Detalhes de desempenho/volume,
na tabela Lista de Eventos, quando o volume selecionado altera sua fungao participante, a data e a hora da
alteracao de funcao sao exibidas.

Analisando a performance do workload

Com o Unified Manager, vocé monitora e analisa a performance de |/o de workloads de
volume nos clusters. Vocé pode determinar se ha um problema de desempenho no
cluster e se 0 armazenamento € o problema.
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@ Este capitulo descreve como analisar o desempenho da carga de trabalho usando a pagina
Detalhes de desempenho/volume e a pagina de detalhes do evento.

Determinando se um workload tem um problema de performance

Vocé pode usar o Unified Manager para determinar se um evento de desempenho
detetado foi realmente causado por um problema de desempenho no cluster. O evento
pode ter sido causado um pico na atividade, por exemplo, que aumentou seu tempo de
resposta, mas agora o tempo de resposta voltou aos niveis habituais.

Antes de comegar

* Vocé deve ter a fungcédo Operador, Administrador OnCommand ou Administrador de armazenamento.
* Vocé deve ter identificado o nome do volume ou LUN associado que deseja analisar.

» O Unified Manager deve ter coletado e analisado no minimo cinco dias de estatisticas de desempenho do
cluster.

Sobre esta tarefa

Se vocé estiver visualizando a pagina de detalhes do evento, clique no link de nome de um volume para ir
diretamente para a pagina Detalhes do desempenho/volume.

Passos

1. Na barra Search, digite pelo menos os trés primeiros carateres do nome do volume.
O nome do volume é apresentado nos resultados da pesquisa.
2. Cliqgue no nome do volume.
O volume ¢é apresentado na pagina Performance/volume Details (Detalhes de desempenho/volume).

3. No gréfico dados historicos, clique em 5D para exibir os ultimos cinco dias de dados histéricos.
4. Revise o grafico laténcia para responder as seguintes perguntas:
o Existem novos eventos de desempenho?
o Ha eventos histéricos de desempenho, indicando que o volume teve problemas no passado?
o Ha picos no tempo de resposta, mesmo que os picos estejam dentro do intervalo esperado?

> Houve alteragdes de configuragéo no cluster que podem ter afetado o desempenho? Se o tempo de
resposta do volume nao exibir eventos de desempenho, picos de atividade ou alteragdes recentes de
configuragédo que possam ter afetado o tempo de resposta, vocé podera descartar o problema de
desempenho causado pelo cluster.

Investigando um tempo de resposta lento percebido para uma carga de trabalho

Vocé pode usar o Unified Manager para determinar se as operagdes no cluster podem
ter contribuido para o tempo de resposta lento (laténcia) de um workload de volume.
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Antes de comecgar

* Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Vocé deve ter identificado o nome do volume ou LUN associado que deseja analisar.

+ O Unified Manager deve ter coletado e analisado no minimo cinco dias de estatisticas de desempenho do

cluster.

Sobre esta tarefa

Se estiver a visualizar a pagina de detalhes do evento, pode clicar no nome de um volume para ir diretamente

para a pagina Detalhes do desempenho/volume.

Passos

1. Na barra pesquisar, digite 0 nome do volume.
O nome do volume é apresentado nos resultados da pesquisa.
2. Clique no nome do volume.
O volume ¢é apresentado na pagina Performance/volume Details (Detalhes de desempenho/volume).

3. No grafico de dados historicos, clique em 5D para exibir os ultimos cinco dias de dados historicos.
4. Revise o grafico IOPS para responder as seguintes perguntas:

o Ha picos dramaticos na atividade?

o Ha quedas dramaticas na atividade?

o Existem alteracdes anormais no padréao de operacdes? Se as operacdes nao exibirem picos ou
quedas drasticas na atividade e ndo houver alteragdes na configuragéo do cluster durante esse

periodo, o administrador de storage podera confirmar que outras cargas de trabalho ndo afetaram o

desempenho do volume.
5. No menu Breakdown data by, em IOPS, selecione reads/Write/other.

6. Clique em Enviar.

O gréfico de leituras/gravagdes/outros € exibido abaixo do grafico de IOPS.

7. Revise o grafico reads/Write/Other para identificar picos ou quedas drasticas na quantidade de leituras ou

gravacgdes para o volume.

Se nao houver picos ou quedas drasticas nas leituras ou gravagdes, o administrador de storage podera

confirmar que a e/S no cluster esta operando normalmente. Quaisquer problemas de desempenho podem

estar na rede ou nos clientes conetados.
Identificacao das tendéncias do tempo de resposta de e/S nos componentes do
cluster

Vocé pode usar o Unified Manager para exibir as tendéncias de desempenho de todos
os componentes de cluster monitorados para um workload de volume. Vocé pode ver,

com o tempo, quais componentes tém o maior uso, se o maior uso é de solicitagdes de

leitura ou gravacao e como o uso afetou o tempo de resposta da carga de trabalho.
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Antes de comecgar

Vocé deve ter a fungado Operador, Administrador OnCommand ou Administrador de armazenamento.
Vocé deve ter identificado o nome do volume ou LUN associado que deseja analisar.

Para exibir estatisticas de desempenho de 30 dias, o Unified Manager deve ter coletado e analisado um
minimo de 30 dias de estatisticas de desempenho do cluster.

Sobre esta tarefa

Identificar tendéncias de desempenho para os componentes do cluster ajuda o administrador a decidir se o
cluster esta sendo usado em excesso ou subusado.

Se estiver a visualizar a pagina de detalhes do evento, pode clicar no nome de um volume para ir diretamente
para a pagina Detalhes do desempenho/volume.

Passos

1.

o o0 b~ W

10.
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Na barra pesquisar, digite 0 nome do volume.

O nome do volume ¢é apresentado nos resultados da pesquisa.

. Clique no nome do volume.

O volume ¢é apresentado na pagina Performance/volume Details (Detalhes de desempenho/volume).

. No grafico de dados historicos, clique em 30d para exibir os ultimos 30 dias de dados historicos.
. Clique em dividir dados por.
. Em laténcia, selecione Cluster Components e Ié/grava laténcia.

. Cliqgue em Enviar.

Ambos os graficos sao exibidos abaixo do grafico de laténcia.

. Revise o grafico componentes de cluster.

O grafico divide o tempo total de resposta por componente de cluster. O tempo de resposta no agregado &
0 mais alto.

. Compare o grafico componentes de cluster com o grafico laténcia.

O grafico de laténcia mostra picos no tempo total de resposta alinhados aos picos no tempo de resposta
do agregado. Ha alguns no final do periodo de 30 dias, onde o limite de desempenho foi ultrapassado.

. Revise o grafico reads/Write Latency.

O grafico mostra um tempo de resposta mais alto para solicitagdes de gravagéo do que as solicitagbes de
leitura, indicando que os aplicativos cliente estdo aguardando mais tempo do que o habitual para que suas
solicitagcdes de gravagao sejam atendidas.

Compare o grafico reads/Write Latency com o grafico latency.
Os picos no tempo total de resposta que se alinham com o agregado no grafico de componentes de

cluster também se alinham com as gravagdes no grafico de laténcia de leitura/gravagao. O administrador
deve decidir se os aplicativos cliente que usam a carga de trabalho devem ser enderegados ou se o



agregado esta sendo usado em excesso.

Analisar as melhorias de desempenho obtidas com a movimentagao de um volume

Vocé pode usar o Unified Manager para investigar o impacto de uma operacéao de
movimentacao de volume na laténcia (tempo de resposta) de outros volumes no cluster.
Mover um volume de alta performance para um agregado menos ocupado ou um
agregado com o storage flash habilitado permite que o volume tenha uma performance
mais eficiente.

Antes de comecgar

* Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.
» Vocé deve ter identificado o nome do volume ou LUN associado que deseja analisar.

* O Unified Manager precisa ter coletado e analisado sete dias de dados.

Sobre esta tarefa

O Unified Manager identifica quando um volume se move entre agregados. Ele pode detetar quando a
movimentagéo de volume esta ocorrendo, concluida ou falhou. A pagina Detalhes de desempenho/volume
exibe um icone de evento de mudanga para cada estado da movimentagao de volume, que o ajuda a rastrear
quando uma operagao de movimentagao ocorreu e ajuda a determinar se ela pode ter contribuido para um
evento de desempenho.

Se estiver a visualizar a pagina de detalhes do evento, pode clicar no nome de um volume para ir diretamente
para a pagina Detalhes do desempenho/volume.

Passos

1. Na barra pesquisar, digite 0 nome do volume.

2. Clique no nome do volume.

O volume ¢é apresentado na pagina Performance/volume Details (Detalhes de desempenho/volume).

3. No gréfico dados historicos, ajuste os controles deslizantes para mostrar a atividade da semana de
trabalho anterior.

4. Analise o gréfico laténcia e o grafico IOPS para ver como o volume foi executado nos ultimos dias.
Suponha que vocé observe um padrao consistente de tempos de resposta médios muito altos de mais de
42 milissegundos por operagao (ms/op), com eventos de desempenho, todos os dias da semana e decida
mover o volume para um agregado menos ocupado para melhorar o desempenho. Com o OnCommand
System Manager, vocé pode mover o volume para um agregado com o Flash Pool habilitado para
aumentar o desempenho. Aproximadamente uma hora apds a conclusao da movimentacao de volume, é
possivel retornar ao Unified Manager para confirmar que a operagdo de movimentacao foi concluida com
sucesso e que a laténcia melhorou.

5. Se a pagina Detalhes de desempenho/volume nao for exibida, procure o volume que deseja exibir.

6. No grafico dados histéricos, clique em 1D para ver a atividade do ultimo dia, algumas horas desde que a
movimentagao do volume foi concluida.

Na parte inferior da pagina, na linha Events Time (hora de eventos), é apresentado um icone de alteragéo
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de evento (@) para indicar a hora em que a operagéo de movimentagéo de volume foi concluida. Uma
linha vertical preta também é exibida do icone alterar evento para o grafico de laténcia.

7. Aponte o cursor para o icone alterar evento para ver detalhes sobre o evento na Lista de Eventos.

Como o volume foi movido para um agregado com o Flash Pool habilitado, vocé pode ver a alteragéo na
e/S de leitura e gravacgao no cache.

8. No menu Breakdown data by, em Mbps, selecione Cache hit Ratio.
O grafico de taxa de acerto do cache exibe estatisticas sobre as leituras e gravagbes no cache.

O volume movido com éxito para um agregado menos ocupado e o evento de mudanca é realgado na
Lista de Eventos a direita. A laténcia média diminuiu significativamente de mais de 42 ms/op para cerca de
24 ms/op. A laténcia atual é de cerca de 1,5 ms/op. No grafico de taxa de acerto do cache, a quantidade
de acertos de leitura e gravagdo bem-sucedidos no cache esta agora em 100% porque o volume esta
agora em um agregado com o Flash Pool ativado.

Como mover um FlexVol volume funciona

Saber como funciona a movimentagao de um FlexVol volume ajuda vocé a determinar se
a movimentagao de volume atende a contratos de nivel de servigo e a entender onde
uma movimentacao de volume esta no processo de movimentagao de volume.

Os volumes do FlexVol sdao movidos de um agregado ou né para outro na mesma maquina virtual de storage
(SVM). Uma movimentagao de volume nao interrompe o acesso do cliente durante a movimentagéo.

Mover um volume ocorre em varias fases:

* Um novo volume é feito no agregado de destino.

* Os dados do volume original sdo copiados para o novo volume.
Durante esse tempo, o volume original esta intacto e disponivel para os clientes acessarem.
* No final do processo de mudanga, o acesso ao cliente € bloqueado temporariamente.

Durante esse tempo, o sistema executa uma replicagao final do volume de origem para o volume de
destino, troca as identidades dos volumes de origem e destino e altera o volume de destino para o volume
de origem.

» Depois de concluir a mudanga, o sistema encaminha o trafego do cliente para o novo volume de origem e
retoma o acesso do cliente.

A mudanca ndo causa interrupcdes no acesso do cliente porque o tempo em que o acesso do cliente é
blogueado termina antes que os clientes notem uma interrupcédo e um tempo limite. O acesso do cliente esta
blogueado por 35 segundos por padréo. Se a operagao de movimentagédo de volume nao puder terminar no
momento em que o acesso € negado, o sistema aborta essa fase final da operagdo de movimentacgao de
volume e permite o acesso do cliente. O sistema tenta a fase final trés vezes por padrao. Apos a terceira
tentativa, o sistema aguarda uma hora antes de tentar novamente a sequéncia de fase final. O sistema
executa a fase final da operagdo de movimentagéo de volume até que a movimentacao de volume esteja
concluida.
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Pagina de detalhes de desempenho/volume

Esta pagina fornece estatisticas detalhadas de desempenho para todas as atividades e
operacgdes de e/S para a carga de trabalho selecionada do FlexVol volume, volume
FlexGroup ou componente FlexGroup. Pode selecionar um periodo de tempo especifico
para visualizar as estatisticas e eventos do volume. Os eventos identificam eventos de
desempenho e alteragdes que podem estar afetando o desempenho de €/S.

Grafico de dados histoéricos

Tracga os dados histéricos de analise de desempenho para o volume selecionado. Vocé pode clicar e arrastar
os controles deslizantes para especificar um periodo de tempo. Os controles deslizantes aumentam e
diminuem a janela do periodo de tempo. Os dados fora da janela do periodo de tempo ficam a cinzento. Vocé
pode usar o controle deslizante na parte inferior do grafico para mover a janela do periodo de tempo através
dos dados histéricos. A pagina inteira, incluindo os graficos e eventos exibidos, reflete os dados disponiveis
na janela do periodo de tempo. O Unified Manager mantém um maximo de 30 dias de dados historicos nesta
pagina.

No grafico de dados historicos, se vocé selecionar um periodo de tempo de mais de 1 dia,
dependendo da resolugao da tela, os graficos exibem os valores maximos de tempo de
resposta e IOPS no numero de dias.

Opcoes
» * Seletor de tempo*

Especifica o intervalo de tempo para exibir as estatisticas de desempenho de volume para toda a pagina.
Vocé pode clicar em 1 dia (1D) até 30 dias (30d) ou clicar em Personalizado para selecionar um intervalo
personalizado. Para um intervalo personalizado, vocé pode selecionar uma data de inicio e fim e clicar em
Atualizar para atualizar a pagina inteira.

Se vocé acessar a pagina Detalhes de desempenho/volume clicando no link de nome de
um volume na pagina de detalhes do evento, um intervalo de tempo, como 1 dia ou 5 dias

@ antes do dia atual, sera selecionado automaticamente por padrdo. Quando vocé move o
controle deslizante no grafico de dados histéricos, o intervalo de tempo muda para um
intervalo personalizado, mas o seletor de tempo Custom nao esta selecionado. O seletor
de tempo predefinido permanece selecionado.

* Dados detalhados por

Fornece uma lista de graficos que vocé pode adicionar a pagina Detalhes de desempenho/volume para
exibir estatisticas de desempenho mais detalhadas para o volume selecionado.

Estatisticas de desempenho exibidas nos graficos de detalhamento de dados

Pode utilizar os graficos para ver as tendéncias de desempenho de um volume. Vocé
também pode exibir estatisticas para leituras e gravagodes, atividade do protocolo de
rede, o impactos da regulagem do grupo de politicas de QoS na laténcia, a propor¢ao de
leituras e gravacdes no storage de cache, o tempo total de CPU do cluster usado por um
workload e componentes especificos do cluster.
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Estas vistas apresentam um maximo de 30 dias de estatisticas a partir do dia atual. No grafico de dados
historicos, se vocé selecionar um periodo de tempo de mais de 1 dia, dependendo da resolucao da tela, os
graficos exibem os valores maximos de laténcia e IOPS no numero de dias.

@ Vocé pode usar a caixa de selecdo Selecionar tudo para selecionar ou desmarcar todas as
opgodes de grafico listadas.

- Laténcia

Os graficos a seguir detalham as informagdes de laténcia ou tempo de resposta da carga de trabalho
selecionada:

o Componentes de cluster
Exibe um grafico do tempo gasto em cada componente do cluster usado pelo volume selecionado.

O grafico ajuda vocé a determinar o impactos da laténcia por cada componente conforme se relaciona
com a laténcia total. Vocé pode usar a caixa de seleg¢do ao lado de cada componente para mostrar e
ocultar seu grafico.

Para grupos de politicas de QoS, os dados s&o exibidos apenas para grupos de politicas definidos
pelo usuario. Os zeros s&o exibidos para grupos de politicas definidos pelo sistema, como grupos de
politicas padrao.

o * Lé/grava laténcia*

Exibe um grafico das laténcias das solicitagbes de leitura e gravagdo bem-sucedidas do workload de
volume selecionado no periodo de tempo selecionado.

As solicitacdes de escrita sdo uma linha laranja e as solicitagdes de leitura sdo uma linha azul. As
solicitagbes sao especificas da laténcia para o workload de volume selecionado, e ndo para todos os
workloads no cluster.

As estatisticas de leitura e gravagao talvez nem sempre somem as estatisticas de

@ laténcia totais exibidas no grafico de laténcia. Esse comportamento é esperado com
base em como o Unified Manager coleta e analisa as estatisticas de leitura e gravagao
de uma carga de trabalho.

o Impacto do Grupo de politicas

Exibe um grafico da porcentagem da laténcia para o workload de volume selecionado que é afetado
pelo limite de taxa de transferéncia em seu grupo de politicas de QoS.

Se a carga de trabalho for limitada, a porcentagem indica o quanto a limitagao contribuiu para a
laténcia em um ponto especifico no tempo. Os valores percentuais indicam a quantidade de
estrangulamento:

= 0%: sem limitagéo

= > 0%: limitagéo

= > 20%: Limitag&o critica se o cluster puder lidar com mais trabalho, vocé podera reduzir a limitagao
aumentando o limite do grupo de politicas. Outra opgao € mover a carga de trabalho para um
agregado menos ocupado.
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O grafico é exibido para workloads em um grupo de politicas de QoS definido pelo usuario
com um limite definido de taxa de transferéncia apenas. Ele ndo sera exibido se as cargas
de trabalho estiverem em um grupo de politicas definido pelo sistema, como o grupo de
politicas padrdo ou um grupo de politicas que n&o tenha limite de QoS. Para um grupo de

@ politicas de QoS, vocé pode apontar o cursor para 0 nome do grupo de politicas para exibir
seu limite de taxa de transferéncia e a ultima vez que ele foi modificado. Se o grupo de
politicas tiver sido modificado antes de o cluster associado ser adicionado ao Unified
Manager, a ultima hora modificada sera a data e a hora em que o Unified Manager
descobriu o cluster pela primeira vez.

* IOPS
Os graficos a seguir detalham os dados de IOPS para a carga de trabalho selecionada:
o * Lé/escreve/outro*

Exibe um grafico mostrando o numero de IOPS de leitura e gravagao e outros IOPS, por segundo,
durante o periodo de tempo selecionado.

Outros IOPS sao atividades de protocolo iniciadas pelo cliente que ndo sao leituras ou gravacgdes. Por
exemplo, em um ambiente NFS, isso pode ser operagdes de metadados como getattr, setattr ou fsstat. Em
um ambiente CIFS, isso pode ser pesquisas de atributos, listas de diretorios ou verificagdes antivirus.
Write IOPS sao uma linha laranja e as solicitagdes de leitura s&o uma linha azul. As solicitagbes sao
especificas para todas as operagdes para a carga de trabalho de volume selecionada, e ndo para todas as
operagdes no cluster.

* Mbps
Os graficos a seguir detalham os dados de taxa de transferéncia para a carga de trabalho selecionada:
o * Cache taxa de acerto*

Exibe um grafico da porcentagem de solicitagdes de leitura de aplicativos clientes satisfeitos pelo
cache durante o periodo de tempo selecionado.

O cache pode estar em placas Flash Cache ou em unidades de estado solido (SSDs) em agregados
Flash Pool. Um acerto de cache, em azul, € uma leitura do cache. Uma falta de cache, em laranja, €
uma leitura de um disco no agregado. As solicitagbes sao especificas para a carga de trabalho de
volume selecionada, ndo para todas as cargas de trabalho no cluster.

Vocé pode exibir informagdes mais detalhadas sobre o uso do cache de volume nas paginas de
integridade do Gerenciador Unificado e no OnCommand System Manager.

« Componentes

Os graficos a seguir detalham os dados por componente de cluster usado pela carga de trabalho
selecionada:

> Tempo da CPU do cluster

Exibe um grafico do tempo de uso da CPU, em ms, para todos os nés do cluster usados pela carga de
trabalho selecionada.

O grafico exibe o tempo de uso combinado da CPU para processamento de rede e Data Processing. O
tempo de CPU para cargas de trabalho definidas pelo sistema que estdo associadas a carga de
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trabalho selecionada e que estdo usando os mesmos nos para Data Processing também esta incluido.
Vocé pode usar o grafico para determinar se a carga de trabalho € um alto consumidor dos recursos
da CPU no cluster. Vocé também pode usar o grafico, em combinagédo com o grafico de laténcia de
leitura/gravacao no grafico de laténcia, ou o grafico de leituras/gravagdes/outro no grafico de IOPS,
para determinar como as alteragdes na atividade de workload ao longo do tempo afetam a utilizagao
da CPU do cluster.

o Utilizagao do disco

Exibe um grafico mostrando a porcentagem de utilizacdo nos discos de dados no agregado de
armazenamento durante o periodo de tempo selecionado.

A utilizacao inclui solicitagcdes de leitura e gravagéo de disco somente do workload de volume selecionado.
As leituras do cache nao estao incluidas. A utilizagdo é especifica para o workload de volume selecionado,
nao para todos os workloads nos discos. Se um volume monitorado estiver envolvido em uma
movimentagao de volume, os valores de utilizacdo neste grafico seréo para o agregado de destino para o
qual o volume foi movido.

Como funcionam os graficos de dados de desempenho

O Unified Manager usa graficos ou graficos para mostrar estatisticas de desempenho de
volume e eventos durante um periodo de tempo especificado.

Os graficos permitem-lhe personalizar o intervalo de tempo para o qual visualizar os dados. Os dados séo
exibidos com o periodo de tempo no eixo horizontal do grafico e os contadores no eixo vertical, com intervalos
de ponto ao longo das linhas do grafico. O eixo vertical € dindmico; os valores se ajustam com base nos picos
dos valores esperados ou reais.

Selecionar periodos de tempo

Na pagina Detalhes de desempenho/volume, o grafico de dados histéricos permite selecionar um periodo de
tempo para todos os graficos na pagina. Os botdes 1D, 5D, 10d e 30d especificam de 1 dia a 30 dias (1 més)
e o botdo Custom permite especificar um intervalo de tempo personalizado dentro desse periodo de 30 dias.
Cada ponto em um grafico representa um intervalo de coleta de 5 minutos e um maximo de 30 dias de dados
histéricos de desempenho é retido. Observe que os intervalos também sao responsaveis por atrasos na rede
e outras anomalias.

| Time frame selectors |

AN

Neste exemplo, o grafico de dados histéricos tem um cronograma definido para o inicio e o fim do més de
marco. No periodo de tempo selecionado, todos os dados histéricos antes de Marcgo ficam a cinzento.

Visualizar informagodes do ponto de dados

Para exibir informagoes de ponto de dados em um grafico, vocé pode posicionar o cursor sobre um ponto
especifico dentro do grafico e uma caixa pop-up exibe a lista de informacgdes de valor e data e hora.
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Neste exemplo, posicionar o cursor sobre o grafico IOPS na pagina Detalhes de desempenho/volume exibe os
valores de tempo de resposta e operacdes entre as 3:50 da manha e as 3:55 da manha do dia 20th de
outubro.

Visualizar informagodes de eventos de desempenho

Para exibir informagdes de eventos em um grafico, vocé pode posicionar o cursor sobre um icone de evento
para exibir informacdes de resumo em uma caixa pop-up ou clicar no icone de evento para obter informacoes
mais detalhadas.

L LiTE Average Latency (msifop] | E Average I0PS x
|
Event p-eb-opm-longewity-nar-81772
Duration 2:19 pm, 23 Apr- 8:29 pm, 23 Apr
Status Obsolete
Description; 2 victim volumes are slow at the network
/r::';\ = L] i
e e [ [ by i
\bod) &% |l FPaN LK I
etk Metwork Podicy Cluster Diata Aggregats
Processing Group Interconnect  Processing

View full analysis

8:15 pm, 23 Apr- 8:20 pm, 23 Apr

TR A

Neste exemplo, na pagina Detalhes de desempenho/volume, clicar em um icone de evento no grafico de
laténcia exibe informagdes detalhadas sobre o evento em uma caixa pop-up. O evento também é destacado
na Lista de Eventos.

Analisando eventos de desempenho

Vocé pode analisar eventos de desempenho para identificar quando eles foram
detetados, se eles estdo ativos (novos ou reconhecidos) ou obsoletos, as cargas de
trabalho e os componentes de cluster envolvidos e as opg¢des para resolver os eventos
por conta prépria.

Exibindo informagodes sobre eventos de desempenho

Vocé pode usar a pagina de inventario Eventos para exibir uma lista de todos os eventos
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de desempenho novos e obsoletos nos clusters que estdo sendo monitorados pelo
Unified Manager. Ao visualizar essas informacgdes, vocé pode determinar os eventos
mais criticos e, em seguida, detalhar informacdes detalhadas para determinar a causa
do evento.

Antes de comecgar
* Vocé deve ter a funcdo Operador, Administrador OnCommand ou Administrador de armazenamento.
* Deve haver eventos de desempenho novos ou obsoletos.

Sobre esta tarefa

A lista de eventos é ordenada por hora detetada, com os eventos mais recentes listados primeiro. Vocé pode
clicar em um cabecalho de coluna para classificar os eventos com base nessa coluna. Por exemplo, vocé
pode classificar pela coluna Status para exibir eventos por gravidade. Se vocé esta procurando um evento
especifico ou um tipo especifico de evento, vocé pode usar os mecanismos de filtro e pesquisa para refinar a
lista de eventos que aparecem na lista.

Eventos de todas as fontes s&o exibidos nesta pagina:

* Politica de limite de desempenho definido pelo usuario
« Politica de limite de desempenho definido pelo sistema

* Limite de desempenho dinédmico

A coluna tipo de evento lista a origem do evento. Vocé pode selecionar um evento para exibir detalhes sobre o
evento na pagina de detalhes do evento.

Passos

1. No painel de navegacgao esquerdo, clique em Eventos.

2. Localize um evento que vocé deseja analisar e clique no nome do evento.

A pagina de detalhes do evento € exibida.

@ Vocé também pode exibir a pagina de detalhes de um evento clicando no link do nome do
evento na pagina do Performance Explorer e em um e-mail de alerta.

Analisando eventos a partir de limites de desempenho definidos pelo usuario

Os eventos gerados a partir de limites definidos pelo usuario indicam que um contador
de desempenho para um determinado objeto de storage, por exemplo, um agregado ou
volume, ultrapassou o limite definido na politica. Isso indica que o objeto de cluster esta
enfrentando um problema de desempenho.

Vocé usa a pagina de detalhes do evento para analisar o evento de desempenho e tomar medidas corretivas,
se necessario, para retornar o desempenho ao normal.
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Resposta a eventos de limite de desempenho definidos pelo usuario

Vocé pode usar o Unified Manager para investigar eventos de desempenho causados
por um contador de desempenho que atravessa um aviso definido pelo usuario ou um
limite critico. Vocé também pode usar o Unified Manager para verificar a integridade do
componente do cluster para ver se eventos recentes de integridade detetados no
componente contribuiram para o evento de desempenho.

Antes de comegar

» Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Deve haver eventos de desempenho novos ou obsoletos.

Passos

1.
2.

Exiba a pagina de detalhes do evento para exibir informagdes sobre o evento.

Revise a Descrigdo, que descreve a violagéo de limite que causou o evento.

Por exemplo, a mensagem "valor de laténcia de 456 ms/op acionou um evento DE AVISO baseado na
configuragéo de limite de 400 ms/op" indica que ocorreu um evento de aviso de laténcia para o objeto.

. Passe o cursor sobre o nome da politica para exibir detalhes sobre a politica de limite que acionou o

evento.

Isso inclui o nome da politica, o contador de desempenho sendo avaliado, o valor do contador que deve
ser violado para ser considerado um evento critico ou de aviso e a duragéo pela qual o contador deve
exceder o valor.

. Anote o Event Trigger Time para que vocé possa investigar se outros eventos podem ter ocorrido ao

mesmo tempo que poderiam ter contribuido para este evento.

. Siga uma das opgdes abaixo para investigar mais o evento, para determinar se vocé precisa executar

alguma agéo para resolver o problema de desempenho:

Opcao Possiveis agoes de investigacao

Clique no nome do objeto fonte para exibir a pagina Esta pagina permite exibir os detalhes do objeto e

Explorer para esse objeto. comparar esse objeto com outros objetos de
armazenamento semelhantes para ver se outros
objetos de armazenamento tém um problema de
desempenho ao mesmo tempo. Por exemplo, para
ver se outros volumes no mesmo agregado também
estdo tendo um problema de desempenho.

Clique no nome do cluster para exibir a pagina Esta pagina permite exibir os detalhes do cluster no

Resumo do cluster. qual esse objeto reside para ver se outros
problemas de desempenho ocorreram ao mesmo
tempo.
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Analisando eventos a partir de limites de desempenho definidos pelo sistema

Os eventos gerados a partir dos limites de desempenho definidos pelo sistema indicam
que um contador de desempenho ou um conjunto de contadores de desempenho para
um determinado objeto de storage ultrapassou o limite de uma politica definida pelo
sistema. Isso indica que o objeto de storage, por exemplo, um agregado ou no, esta
enfrentando um problema de desempenho.

Vocé usa a pagina de detalhes do evento para analisar o evento de desempenho e tomar medidas corretivas,
se necessario, para retornar o desempenho ao normal.

@ As politicas de limite definidas pelo sistema néo estdo ativadas em sistemas Cloud Volumes
ONTAP, ONTAP Edge ou ONTAP Select.

Resposta a eventos de limite de desempenho definido pelo sistema

Vocé pode usar o Unified Manager para investigar eventos de desempenho causados
por um contador de desempenho que cruza um limite de aviso definido pelo sistema.
Vocé também pode usar o Unified Manager para verificar a integridade do componente
do cluster para ver se os eventos recentes detetados no componente contribuiram para o
evento de desempenho.

Antes de comegar

* Vocé deve ter a fungcdo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Deve haver eventos de desempenho novos ou obsoletos.

Passos

1. Exiba a pagina de detalhes do evento para exibir informagdes sobre o evento.

2. Revise a Descrigao, que descreve a violagao de limite que causou o evento.

Por exemplo, a mensagem "'valor de utilizagdo do né de 90 % desencadeou um evento DE AVISO
baseado na definicao de limite de 85 %" indica que ocorreu um evento de aviso de utilizagdo do né para o
objeto de cluster.

3. Anote o Event Trigger Time para que vocé possa investigar se outros eventos podem ter ocorrido ao
mesmo tempo que poderiam ter contribuido para este evento.

4. Em Diagnéstico do sistema, reveja a breve descrigdo do tipo de andlise que a politica definida pelo
sistema esta a executar no objeto de cluster.

Para alguns eventos, é apresentado um icone verde ou vermelho junto do diagndstico para indicar se foi
encontrado um problema nesse diagnostico especifico. Para outros tipos de graficos de contador de
eventos definidos pelo sistema, é apresentado o desempenho do objeto.

5. Em agodes sugeridas, clique no link Ajude-me a fazer isso para exibir as agdes sugeridas que vocé pode
executar para tentar resolver o evento de desempenho por conta propria.
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Resposta a eventos de desempenho do grupo de politicas de QoS

O Unified Manager gera eventos de aviso de politica de QoS quando a taxa de
transferéncia de workload (IOPS, IOPS/TB ou Mbps) excedeu a configuracéo definida de
politica de QoS ONTAP e a laténcia de workload esta sendo afetada. Esses eventos
definidos pelo sistema oferecem a oportunidade de corrigir possiveis problemas de
desempenho antes que muitos workloads sejam afetados pela laténcia.

Antes de comegar

» Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Deve haver eventos de desempenho novos, reconhecidos ou obsoletos.

Sobre esta tarefa

O Unified Manager gera eventos de aviso para violagdes de politica de QoS quando a taxa de transferéncia
de workload excedeu a configuragdo de politica de QoS definida durante cada periodo de coleta de
performance da hora anterior. A taxa de transferéncia do workload pode exceder o limite de QoS por apenas
um curto periodo de tempo durante cada periodo de coleta, mas o Unified Manager exibe somente a taxa de
transferéncia "média™ durante o periodo de coleta no grafico. Por esse motivo, vocé pode receber eventos de
QoS enquanto a taxa de transferéncia de uma carga de trabalho pode nao ter cruzado o limite de politica
mostrado no grafico.

Vocé pode usar o Gerenciador do sistema ou os comandos ONTAP para gerenciar grupos de politicas,
incluindo as seguintes tarefas:

« Criando um novo grupo de politicas para a carga de trabalho

* Adicédo ou remocgao de cargas de trabalho em um grupo de politicas

* Movimentag¢ao de uma carga de trabalho entre grupos de politicas

« Alterar o limite de taxa de transferéncia de um grupo de politicas

* Movendo um workload para um agregado ou no diferente

Passos

1. Exiba a pagina de detalhes do evento para exibir informagdes sobre o evento.

2. Revise a Descrigao, que descreve a violagao de limite que causou o evento.

Por exemplo, a mensagem "'valor de IOPS de 1.352 IOPS no vol1_NFS1 disparou um evento DE AVISO
para identificar possiveis problemas de desempenho para o workload™ indica que um evento de IOPS
maximo de QoS ocorreu no volume vol1_NFS1.

3. Consulte a secao informagdes do evento para ver mais detalhes sobre quando o evento ocorreu e por
quanto tempo o evento esteve ativo.

Além disso, para volumes ou LUNs que compartilham a taxa de transferéncia de uma politica de QoS,
vocé pode ver os nomes dos trés principais workloads que consomem a maior parte do IOPS ou Mbps.

4. Na secao Diagnéstico do sistema, revise os dois graficos: Um para IOPS médio total ou Mbps
(dependendo do evento) e outro para laténcia. Quando organizado dessa maneira, vocé pode ver quais
componentes do cluster estao mais afetando a laténcia quando o workload chegou ao limite maximo de
QoS.
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Para um evento de politica de QoS compartilhada, os trés principais workloads sdo mostrados no grafico
de taxa de transferéncia. Se mais de trés workloads estiverem compartilhando a politica de QoS,
workloads adicionais serao adicionados em uma categoria "outras cargas de trabalho". Além disso, o
grafico de laténcia mostra a laténcia média em todos os workloads que fazem parte da politica de QoS.

Observe que, para eventos de politica de QoS adaptavel, os graficos IOPS e Mbps mostram valores de
IOPS ou Mbps convertidos pelo ONTAP da diretiva de limite de IOPS/TB atribuida com base no tamanho
do volume.

5. Na sec¢ao agoes sugeridas, revise as sugestdes e determine quais a¢des vocé deve executar para evitar
um aumento na laténcia da carga de trabalho.

Se necessario, clique no botdo Ajuda para ver mais detalhes sobre as ag¢des sugeridas que vocé pode
executar para tentar resolver o evento de desempenho.

Entendendo eventos de politicas de QoS adaptaveis que tém um tamanho de bloco definido

Os grupos de politicas de QoS adaptaveis escalam automaticamente um limite de taxa
de transferéncia ou um piso com base no tamanho do volume, mantendo a proporcéo de
IOPS para TBs conforme o tamanho do volume muda. A partir do ONTAP 9.5, vocé pode
especificar o tamanho do bloco na politica de QoS para aplicar efetivamente um limite de
Mbps ao mesmo tempo.

A atribuigdo de um limite de IOPS em uma politica de QoS adaptavel coloca um limite apenas no nimero de
operagoes que ocorrem em cada workload. Dependendo do tamanho do bloco definido no cliente que gera as
cargas de trabalho, alguns IOPS incluem muito mais dados e, portanto, colocam uma carga muito maior sobre
0s nNAs que processam as operacgoes.

O valor de Mbps para uma carga de trabalho é gerado usando a seguinte formula:
MBps = (IOPS * Block Size) / 1000

Se uma carga de trabalho estiver com uma média de 3.000 IOPS e o tamanho do bloco no cliente estiver
definido para 32 KB, o Mbps efetivo para essa carga de trabalho sera de 96 Mbps. Se essa mesma carga de
trabalho estiver com uma média de 3.000 IOPS e o tamanho do bloco no cliente estiver definido para 48 KB, o
Mbps efetivo para essa carga de trabalho sera de 144 Mbps. Vocé pode ver que o n6 esta processando 50%
mais dados quando o tamanho do bloco é maior.

Vejamos a seguinte politica de QoS adaptavel que tem um tamanho de bloco definido e como os eventos séo
acionados com base no tamanho do bloco definido no cliente.

Crie uma politica e defina a taxa de transferéncia de pico para 2.500 IOPS/TB com um tamanho de bloco de
32KBK. Isso efetivamente define o limite de Mbps para 80 Mbps ((2500 IOPS * 32KB) / 1000 Mbps) para um
volume com 1 TB de capacidade usada. Observe que o Unified Manager gera um evento de aviso quando o
valor da taxa de transferéncia € 10% menor do que o limite definido. Os eventos sdo gerados nas seguintes
situacdes:

Capacidade utilizada O evento é gerado quando a taxa de transferéncia
excede este numero de ...

IOPS Mbps
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Capacidade utilizada O evento é gerado quando a taxa de transferéncia
excede este numero de ...

1TB 2.250 IOPS
72 Mbps 27TB

4.500 IOPS 144 Mbps
5TB 11.250 IOPS

Se o volume estiver usando 2TBMB do espacgo disponivel e o IOPS for 4.000MB, e o tamanho do bloco QoS
estiver definido como 32KBMB no cliente, a taxa de transferéncia de Mbps sera de 128 Mbps ((4.000 IOPS *
32 KB) / 1000MB). Nenhum evento é gerado neste cenario porque tanto 4.000 IOPS como 128 Mbps estao
abaixo do limite para um volume que esta usando 2 TB de espaco.

Se o volume estiver usando 2TBMB do espaco disponivel e o IOPS for 4.000MB, e o tamanho do bloco QoS
estiver definido como 64KBMB no cliente, a taxa de transferéncia de Mbps sera de 256 Mbps ((4.000 IOPS *
64 KB) / 1000MB). Nesse caso, 0 4.000 IOPS néao gera um evento, mas o valor de 256 Mbps esta acima do

limite de 144 Mbps e um evento é gerado.

Por esse motivo, quando um evento é acionado com base em uma violagdo de Mbps para uma politica de
QoS adaptavel que inclua o tamanho do bloco, um grafico de Mbps € exibido na se¢cao Diagndstico do sistema
da pagina Detalhes do evento. Se o evento for acionado com base em uma violagao de IOPS para a politica
de QoS adaptavel, um grafico de IOPS sera exibido na se¢ao Diagndstico do sistema. Se ocorrer uma
violacao para IOPS e Mbps, vocé recebera dois eventos.

Para obter mais informacdes sobre como ajustar as configuragdes de QoS, consulte o Guia de Energia de
Monitoramento de desempenho do ONTAP 9.

"Guia de alimentacdo para monitoramento de desempenho do ONTAP 9"

Resposta a eventos de desempenho superutilizados pelos recursos do né

O Unified Manager gera recursos de n6 eventos de adverténcia sobreutilizados quando
um unico no esta operando acima dos limites de sua eficiéncia operacional e, portanto,
potencialmente afetando as laténcias de workload. Esses eventos definidos pelo sistema
oferecem a oportunidade de corrigir possiveis problemas de desempenho antes que
muitos workloads sejam afetados pela laténcia.

Antes de comegar

» Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Deve haver eventos de desempenho novos ou obsoletos.

Sobre esta tarefa

O Unified Manager gera eventos de aviso para violagdes de politica de uso excessivo de recursos de nds ao
procurar nés que estejam usando mais de 100% da capacidade de performance por mais de 30 minutos.

Vocé pode usar o Gerenciador de sistema ou os comandos ONTAP para corrigir esse tipo de problema de
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desempenho, incluindo as seguintes tarefas:

 Criagao e aplicagao de uma politica de QoS a volumes ou LUNs que sobreutilizem recursos do sistema

* Redugéo do limite maximo de taxa de transferéncia de QoS de um grupo de politicas ao qual os workloads
foram aplicados

* Movendo um workload para um agregado ou n¢ diferente

* Aumentar a capacidade adicionando discos ao n6 ou atualizando para um né com uma CPU mais rapida e
mais RAM

Passos

1. Exiba a pagina de detalhes do evento para exibir informagdes sobre o evento.

2. Revise a Descrigao, que descreve a violagao de limite que causou o evento.

Por exemplo, a mensagem "'Perf. O valor de capacidade usada de 139% na simplicity-02 disparou um
evento DE AVISO para identificar possiveis problemas de desempenho na unidade Data Processing."
indica que a capacidade de desempenho no n6 simplicity-02 é sobreutilizada e afeta o desempenho do né.

3. Na secao Diagnostico do sistema, revise os trés graficos: Um para a capacidade de desempenho usada
no nod, um para IOPS de armazenamento médio usado pelas principais cargas de trabalho e outro para
laténcia nas principais cargas de trabalho. Quando organizados dessa maneira, vocé pode ver quais
workloads sao a causa da laténcia no no.

Vocé pode ver quais workloads tém politicas de QoS aplicadas e quais ndo, movendo o cursor sobre o
grafico IOPS.

4. Na secao agdes sugeridas, revise as sugestdes e determine quais acdes vocé deve executar para evitar
um aumento na laténcia da carga de trabalho.

Se necessario, clique no botdo Ajuda para ver mais detalhes sobre as agdes sugeridas que vocé pode
executar para tentar resolver o evento de desempenho.

Analisando eventos a partir de limites dinamicos de desempenho

Os eventos gerados a partir de limites dindmicos indicam que o tempo de resposta
(laténcia) real para uma carga de trabalho é muito alto ou muito baixo, em comparacéao
com o intervalo de tempo de resposta esperado. Vocé usa a pagina de detalhes do
evento para analisar o evento de desempenho e tomar medidas corretivas, se
necessario, para retornar o desempenho ao normal.

@ Os limites de desempenho dindmico ndo sao ativados em sistemas Cloud Volumes ONTAP,
ONTAP Edge ou ONTAP Select.

Identificagdo das cargas de trabalho da vitima envolvidas em um evento de desempenho dindmico

No Unified Manager, vocé pode identificar quais workloads de volume tém o maior desvio
no tempo de resposta (laténcia) causado por um componente de storage na contengao.
Identificar essas cargas de trabalho ajuda vocé a entender por que os aplicativos clientes
que os acessam tém tido um desempenho mais lento do que o normal.
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Antes de comegar

* Vocé deve ter a fungcédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Deve haver eventos de desempenho dindmico novos, reconhecidos ou obsoletos.

Sobre esta tarefa

A pagina de detalhes do evento exibe uma lista das cargas de trabalho definidas pelo usuario e definidas pelo
sistema, classificadas pelo maior desvio na atividade ou uso no componente ou mais afetadas pelo evento. Os
valores sdo baseados nos picos identificados pelo Unified Manager quando o evento foi detetado e analisado
pela ultima vez.

Passos

1. Exiba a pagina Detalhes do evento para exibir informagbes sobre o evento.
2. Nos graficos de laténcia de workload e atividade de workload, selecione cargas de trabalho da vitima.

3. Passe o cursor sobre os graficos para ver as principais cargas de trabalho definidas pelo usuario que
estao afetando o componente e o nome da carga de trabalho da vitima.

Identificagao de workloads bully envolvidos em um evento de performance dinamico

No Unified Manager, € possivel identificar quais workloads tém o maior desvio no uso de
um componente de cluster na contencéo. A identificacao desses workloads ajuda a
entender por que certos volumes no cluster tém tempos de resposta (laténcia) lentos.

Antes de comecgar

* Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Deve haver eventos de desempenho dindmico novos, reconhecidos ou obsoletos.

Sobre esta tarefa

A pagina de detalhes do evento exibe uma lista das cargas de trabalho definidas pelo usuario e definidas pelo
sistema classificadas pelo uso mais alto do componente ou mais afetadas pelo evento. Os valores sédo
baseados nos picos identificados pelo Unified Manager quando o evento foi detetado e analisado pela ultima
vez.

Passos

1. Exiba a pagina Detalhes do evento para exibir informacdes sobre o evento.
2. Nos graficos laténcia de workload e atividade de workload, selecione Bully workloads .

3. Passe o cursor sobre os graficos para ver as principais cargas de trabalho bully definidas pelo usuario que
estdo afetando o componente.

Identificagao de cargas de trabalho do SHARK envolvidas em um evento de desempenho dinamico

No Unified Manager, vocé pode identificar quais workloads tém o maior desvio no uso de
um componente de storage em contencgao. A identificacdo desses workloads ajuda a
determinar se esses workloads devem ser movidos para um cluster menos utilizado.
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Antes de comegar

* Vocé deve ter a fungcédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Ha um evento dindmico de desempenho novo, reconhecido ou obsoleto.

Sobre esta tarefa

A pagina de detalhes do evento exibe uma lista das cargas de trabalho definidas pelo usuario e definidas pelo
sistema classificadas pelo uso mais alto do componente ou mais afetadas pelo evento. Os valores sao
baseados nos picos identificados pelo Unified Manager quando o evento foi detetado e analisado pela ultima
vez.

Passos

1. Exiba a pagina Detalhes do evento para exibir informagbes sobre o evento.
2. Nos graficos de laténcia de workload e atividade de workload, selecione cargas de trabalho Shark.

3. Passe o cursor sobre os graficos para ver as principais cargas de trabalho definidas pelo usuario que
estdo afetando o componente e o nome da carga de trabalho do SHARK.

Analise de eventos de performance para uma configuragao do MetroCluster

Vocé pode usar o Unified Manager para analisar um evento de desempenho para uma
configuragao do MetroCluster. Vocé pode identificar as cargas de trabalho envolvidas no
evento e analisar as agdes sugeridas para resolvé-lo.

Os eventos de desempenho do MetroCluster podem ser devido a cargas de trabalho bully que estéao
sobreutilizando os links interswitches (ISLs) entre os clusters ou devido a problemas de integridade do enlace.
O Unified Manager monitora cada cluster em uma configuragdo do MetroCluster de forma independente, sem
considerar eventos de desempenho em um cluster de parceiros.

Os eventos de desempenho de ambos os clusters na configuragédo do MetroCluster também s&o exibidos na
pagina de visdo geral/painéis de gerenciamento unificado. Vocé também pode exibir as paginas de integridade
do Gerenciador unificado para verificar a integridade de cada cluster e exibir seu relacionamento.

Analisando um evento de desempenho dindmico em um cluster em uma configuragao do MetroCluster

Vocé pode usar o Unified Manager para analisar o cluster em uma configuragao do
MetroCluster na qual um evento de desempenho foi detetado. Vocé pode identificar o
nome do cluster, o tempo de detecado de eventos e as cargas de trabalho bully e vitima
envolvidas.

Antes de comecgar

* Vocé deve ter a funcdo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Deve haver eventos de desempenho novos, reconhecidos ou obsoletos para uma configuragao do
MetroCluster.

* Ambos os clusters na configuracdo do MetroCluster precisam ser monitorados pela mesma instancia do
Unified Manager.
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Passos

1. Exiba a pagina Detalhes do evento para exibir informacdes sobre o evento.

2. Revise a descrigao do evento para ver os nomes das cargas de trabalho envolvidas e o nUmero de cargas
de trabalho envolvidas.

Neste exemplo, o icone recursos do MetroCluster é vermelho, indicando que os recursos do MetroCluster
estdo em disputa. Posicione o cursor sobre o icone para exibir uma descrigdo do icone. Na parte superior
da pagina na ID do evento, o nome do cluster identifica o nome do cluster no qual o evento foi detetado.

Description: 2 victim volumes are slow dueto vol_osv_s#eB2 5 causing contention on MetroCluster resources
; . e - /_\
. N 1 F r ! !
Component in Contention X aill| [5%¢] J 1*"3' | ] |
| | = = LLEES _/ AL
Network MNetwork Paolicy Cluster Datg MetroCluster Aggregate
Progessing Group Interconnect  Processing REsources

3. Anote o nome do cluster e o tempo de detecado de eventos, que pode ser usado para analisar eventos de
desempenho no cluster de parceiros.

4. Nos graficos, revise as cargas de trabalho vitima para confirmar que seus tempos de resposta sao
maiores do que o limite de desempenho.

Neste exemplo, a carga de trabalho da vitima € exibida no texto do cursor. Os graficos de laténcia exibem,
em alto nivel, um padrao de laténcia consistente para as cargas de trabalho da vitima envolvidas. Mesmo
que a laténcia anormal das cargas de trabalho da vitima tenha acionado o evento, um padréo de laténcia
consistente pode indicar que as cargas de trabalho estdo com desempenho dentro do intervalo esperado,
mas que um pico de e/S aumentou a laténcia e acionou o evento.

~ System Diagnosis (Jul 9, 2018, 11:09 AM - Jul 19, 2018, 7:39 AM) ()

Warkload Latency Victim Workloads «

20 ms/op

Latency (ms/op)

B flexgroupl 1.74
i0
flexgroupd 0
5 B flexgroupl (Victim) 1.74 I

0

jul 10, 2018, T2:60 AM  Jul 12, 2018, 12:00 am | 191 16,2018, 12:44 BM

2:00 AM Jul 18, 2018, 12:00 AM

Se vocé instalou recentemente um aplicativo em um cliente que acessa esses workloads de volume e
esse aplicativo enviar uma grande quantidade de e/S para eles, talvez vocé esteja antecipando o aumento
das laténcias. Se a laténcia das cargas de trabalho retornar dentro do intervalo esperado, o estado do
evento muda para obsoleto e permanece nesse estado por mais de 30 minutos, vocé provavelmente pode
ignorar o evento. Se o evento estiver em andamento e permanecer no novo estado, vocé podera
investiga-lo ainda mais para determinar se outros problemas causaram o evento.

5. No gréfico de taxa de transferéncia de carga de trabalho, selecione Bully cargas de trabalho para exibir
as cargas de trabalho bully.

A presenca de cargas de trabalho bully indica que o evento pode ter sido causado por uma ou mais
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cargas de trabalho no cluster local que sobreutiliza os recursos do MetroCluster. As cargas de trabalho
bully ttm um alto desvio na taxa de transferéncia de gravagéao (Mbps).

Esse grafico exibe, em um alto nivel, o padréo de taxa de transferéncia de gravagao (Mbps) para as
cargas de trabalho. Vocé pode analisar o padrdo de gravagédo em Mbps para identificar taxa de
transferéncia anormal, o que pode indicar que um workload esta sobreutilizando os recursos do
MetroCluster.

Se nao houver workloads com bully envolvidos no evento, o evento pode ter sido causado por um
problema de integridade com o link entre os clusters ou um problema de desempenho no cluster de
parceiros. Vocé pode usar o Unified Manager para verificar a integridade dos dois clusters em uma
configuragédo do MetroCluster. Vocé também pode usar o Unified Manager para verificar e analisar eventos
de desempenho no cluster de parceiros.

Analisando um evento de desempenho dindmico para um cluster remoto em uma configuragdo do MetroCluster

Vocé pode usar o Unified Manager para analisar eventos dindmicos de desempenho em
um cluster remoto em uma configuracdo do MetroCluster. A analise ajuda a determinar
se um evento no cluster remoto causou um evento no cluster de parceiros.

Antes de comecgar

* Vocé deve ter a fungédo Operador, Administrador OnCommand ou Administrador de armazenamento.

* Vocé deve ter analisado um evento de desempenho em um cluster local em uma configuragao do
MetroCluster e obtido o tempo de detecao de eventos.

» Vocé deve ter verificado a integridade do cluster local e do cluster de parceiros envolvidos no evento de
desempenho e obtido o nome do cluster de parceiros.

Passos

1. Faca login na instancia do Unified Manager que estd monitorando o cluster de parceiros.
No painel de navegacéao esquerdo, clique em Eventos para exibir a lista de eventos.

No seletor intervalo de tempo, selecione hora anterior e, em seguida, clique em aplicar intervalo.

> 0N

No seletor Filtering, selecione Cluster no menu suspenso a esquerda, digite 0 nome do cluster de
parceiros no campo de texto e clique em Apply Filter.

Se ndo houver eventos para o cluster selecionado na ultima hora, isso indica que o cluster ndo sofreu
nenhum problema de desempenho durante o momento em que o evento foi detetado em seu parceiro.

5. Se o cluster selecionado tiver eventos detetados durante a ultima hora, compare a hora de deteg¢ao de
eventos com a hora de detecdo de eventos para o evento no cluster local.

Se esses eventos envolverem cargas de trabalho bully causando contengdo no componente Data
Processing, um ou mais desses bullies podem ter causado o evento no cluster local. Vocé pode clicar no
evento para analisa-lo e revisar as agdes sugeridas para resolvé-lo na pagina de detalhes do evento.

Se esses eventos ndo envolverem cargas de trabalho bully, eles ndo causarao o evento de desempenho
no cluster local.
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Resposta a um evento de desempenho dinamico causado pela limitagdo do grupo de politicas de QoS

Vocé pode usar o Unified Manager para investigar um evento de performance causado
por uma taxa de transferéncia de workload (Mbps) do grupo de politicas de qualidade do
servigo (QoS). A regulagem aumentou os tempos de resposta (laténcia) das cargas de
trabalho de volume no grupo de politicas. Vocé pode usar as informagdes do evento para
determinar se novos limites nos grupos de politicas sdo necessarios para interromper a
limitacao.

Antes de comegar
* Vocé deve ter a funcdo Operador, Administrador OnCommand ou Administrador de armazenamento.
* Deve haver eventos de desempenho novos, reconhecidos ou obsoletos.

Passos

1. Exiba a pagina Detalhes do evento para exibir informagbes sobre o evento.

2. Leia a Descrigao, que exibe o nome das cargas de trabalho afetadas pela limitagéo.

@ A descrigao pode exibir a mesma carga de trabalho para a vitima e o agressor, porque a
limitagdo torna a carga de trabalho uma vitima de si mesma.

3. Grave o nome do volume usando um aplicativo como um editor de texto.
Vocé pode pesquisar o nome do volume para localiza-lo mais tarde.

4. Nos graficos laténcia de workload e atividade de workload, selecione cargas de trabalho.
5. Passe o cursor sobre os graficos para ver as principais cargas de trabalho definidas pelo usuario que
estédo afetando o grupo de politicas.

A carga de trabalho na parte superior da lista tem o desvio mais alto e fez com que a limitagéo ocorresse.
A atividade é a porcentagem do limite do grupo de politicas usado por cada workload.

Navegue até a pagina Detalhes de desempenho/volume para a carga de trabalho principal.

Selecione divida os dados por.

Marque a caixa de selegdo ao lado de laténcia para selecionar todos os graficos de divisao de laténcia.

© © N o

Em IOPS, selecione reads/Write/other.

10. Clique em Enviar.
Os graficos de detalhamento séo exibidos sob o grafico de laténcia e o grafico de IOPS.

11. Compare o grafico Policy Group Impact com o grafico Latency para ver qual porcentagem de
estrangulamento impactou a laténcia no momento do evento.

O grupo de politicas tem uma taxa de transferéncia maxima de 1.000 operagdes por segundo (op/seg),
que as cargas de trabalho nele ndo podem exceder coletivamente. No momento do evento, as cargas de
trabalho no grupo de politicas tinham uma taxa de transferéncia combinada de mais de 1.200 op/seg, o
que fez com que o grupo de politicas reduzisse sua atividade para 1.000 op/seg O grafico de impacto do
Grupo de politicas mostra que a limitacao causou 10% da laténcia total, confirmando que a limitagao
causou o evento.
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12.

13.

14.
15.

16.
17.

18.

19.

Revise o grafico Cluster Components, que mostra a laténcia total por componente de cluster.

A laténcia € mais alta no grupo de politicas, confirmando ainda mais que a limitagao causou o evento.
Compare o grafico reads/Write Latency com o grafico reads/Write/Other.

Ambos os graficos mostram um alto numero de solicitagbes de leitura com alta laténcia, mas o nimero de
solicitagbes e a quantidade de laténcia para solicitagdes de gravagao sao baixos. Esses valores ajudam a
determinar se ha uma alta quantidade de taxa de transferéncia ou nimero de operagdes que aumentaram
a laténcia. Vocé pode usar esses valores ao decidir colocar um limite de grupo de politicas na taxa de

transferéncia ou nas operagoes.

Use OnCommand System Manager para aumentar o limite atual no grupo de politicas para 1.300 op/seg.

Apo6s um dia, retorne ao Unified Manager e procure o nome da carga de trabalho gravada na Etapa 3.
E apresentada a pagina Performance/volume Details (Detalhes do desempenho/volume).

Selecione divida os dados por > IOPS.

Clique em Enviar.
E apresentado o grafico de leituras/gravagdes/outro.

Na parte inferior da pagina, aponte o cursor para o icone alterar evento ({i§) para a alteragao de limite do
grupo de politicas.

Compare o grafico reads/Write/Other com o grafico laténcia.

As solicitacdes de leitura e gravacao sdo as mesmas, mas a limitagéo parou e a laténcia diminuiu.

Resposta a um evento de desempenho dindmico causado por uma falha de disco

Vocé pode usar o Unified Manager para investigar um evento de performance causado
por cargas de trabalho que sobreutilizam um agregado. Vocé também pode usar o

Un
de

ified Manager para verificar a integridade do agregado e verificar se eventos recentes
integridade detetados no agregado contribuiram para o evento de desempenho.

Antes de comegar

Vocé deve ter a fungdo Operador, Administrador OnCommand ou Administrador de armazenamento.

Deve haver eventos de desempenho novos, reconhecidos ou obsoletos.

Passos

1.
2.
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Exiba a pagina Detalhes do evento para exibir informagdes sobre o evento.

Leia a Descrigao, que descreve as cargas de trabalho envolvidas no evento e o componente do cluster
em contencao.

Ha varios volumes de vitimas cuja laténcia foi afetada pelo componente do cluster na contengao. O
agregado, que esta no meio de uma reconstrugao RAID para substituir o disco com falha por um disco
sobressalente, € o componente de cluster em contengdo. Em componente na contencao, o icone
agregado é destacado em vermelho e o nome do agregado é exibido entre parénteses.



3.
4.

10.
1.
12.

13.

No grafico de utilizacdo da carga de trabalho, selecione Bully workloads.

Passe o cursor sobre o grafico para ver as principais cargas de trabalho de bully que estao afetando o
componente.

As principais cargas de trabalho com maior pico de utilizagdo desde que o evento foi detetado séo
exibidas na parte superior do grafico. Uma das principais cargas de trabalho é a integridade do disco da
carga de trabalho definida pelo sistema, que indica uma reconstrugdo RAID. Uma reconstrugéo é o
processo interno envolvido com a reconstrugdo do agregado com o disco sobressalente. A carga de
trabalho de integridade do disco, juntamente com outras cargas de trabalho no agregado, provavelmente
causou a conteng¢do no agregado e no evento associado.

. Depois de confirmar que a atividade da carga de trabalho de integridade do disco causou o evento,

aguarde aproximadamente 30 minutos para a conclusao da reconstru¢ao e para que o Unified Manager
analise o evento e detete se o agregado ainda estd em contengéao.

. No Unified Manager, procure a ID do evento gravada na Etapa 2.

O evento para a falha de disco é exibido na pagina de detalhes do evento. Apds a conclusao da
reconstru¢ao RAID, verifique se o Estado esta obsoleto, indicando que o evento foi resolvido.

. No gréfico de utilizagao da carga de trabalho, selecione Bully cargas de trabalho para visualizar as

cargas de trabalho no agregado por utilizagdo maxima.

. Navegue até a pagina Detalhes de desempenho/volume para a carga de trabalho principal.

. Cliqgue em 1D para exibir as ultimas 24 horas (1 dia) de dados para o volume selecionado.

No grafico de laténcia, um ponto vermelho (@) indica quando ocorreu o evento de falha de disco.

Selecione divida os dados por.
Em componentes, selecione utilizagao do disco.
Clique em Enviar.

O grafico utilizagado do disco exibe um grafico de todas as solicitagdes de leitura e gravacao da carga de
trabalho selecionada para os discos do agregado de destino.

Compare os dados no grafico utilizagao do disco com os dados no momento do evento no grafico
laténcia.

No momento do evento, a utilizagdo do disco mostra uma grande quantidade de atividade de leitura e
gravacgao, causada pelos processos de reconstru¢do RAID, o que aumentou a laténcia do volume
selecionado. Algumas horas ap6s o evento, as leituras e as gravagdes e a laténcia diminuiram,
confirmando que o agregado nao esta mais na contengao.

Resposta a um evento de performance dinamico causado pelo takeover de HA

Vocé pode usar o Unified Manager para investigar um evento de desempenho causado
pela alta Data Processing em um né de cluster que esteja em um par de alta
disponibilidade (HA). Vocé também pode usar o Unified Manager para verificar a
integridade dos nds e verificar se algum evento de integridade recente detetado nos ndés
contribuiu para o evento de performance.
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Antes de comegar

Vocé deve ter a fungado Operador, Administrador OnCommand ou Administrador de armazenamento.

Deve haver eventos de desempenho novos, reconhecidos ou obsoletos.

Passos

1.
2.

Exiba a pagina Detalhes do evento para exibir informagdes sobre o evento.

Leia a Descrigao, que descreve as cargas de trabalho envolvidas no evento e o componente do cluster
em contencao.

Ha um volume de vitima cuja laténcia foi afetada pelo componente de cluster na contengéo. O n6 Data
Processing, que assumiu todos os workloads de seu né de parceiro, € o componente do cluster em
disputa. Em componente na contengao, o icone Data Processing é destacado em vermelho e o nome do
nod que estava manipulando Data Processing no momento do evento é exibido entre parénteses.

Na Descrigéo, clique no nome do volume da vitima.

E apresentada a pagina Performance/volume Details (Detalhes do desempenho/volume). Na parte inferior
da pagina, na linha hora de Eventos, um icone de evento de mudanca ({§}) indica a hora em que o Unified
Manager detetou o inicio do takeover de HA.

Aponte o cursor para o icone alterar evento para a aquisi¢ao de HA.

Os detalhes sobre a aquisigdo de HA sao exibidos na tabela Lista de Eventos. No grafico de laténcia, um

evento indica que o volume selecionado ultrapassou o limite de desempenho devido a alta laténcia em
torno do mesmo tempo que o takeover de HA.

5. Selecione divida os dados por.

10.

1.

12.
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Em laténcia, selecione Cluster Components.

Clique em Enviar.

E apresentado o grafico de componentes do grupo. O gréfico divide a laténcia total por componente de
cluster.

. Na parte inferior da pagina, aponte o cursor do Mouse para o icone alterar evento para o inicio da

aquisicao de HA.

No grafico componentes de cluster, compare a laténcia do Data Processing com a laténcia total no
grafico laténcia.

No momento do takeover de HA, houve um pico no Data Processing devido a maior demanda de workload
no no Data Processing. O aumento da utilizagdo da CPU aumentou a laténcia e acionou o evento.

Apos corrigir o né com falha, use o OnCommand System Manager para executar um giveback de HA, que
move os workloads do n6 do parceiro para o no fixo.

Apos a conclusao da HA giveback, no Unified Manager, procure a ID do evento que gravou na Etapa 2.

O evento acionado pela aquisicao de HA é exibido na pagina de detalhes do evento. O evento agora tem
um estado de obsoleto, o que indica que o evento foi resolvido.

Na Descrigao, clique no nome do volume da vitima.

E apresentada a pagina Performance/volume Details (Detalhes do desempenho/volume). Na parte inferior



da pagina, na linha hora de Eventos, um icone de evento de mudanga indica a hora em que o Unified
Manager detetou a conclusao da HA giveback.

13. Selecione divida os dados por.

14. Em laténcia, selecione Cluster Components.
E apresentado o grafico de componentes do grupo.
15. Na parte inferior da pagina, aponte o cursor para o icone alterar evento para o HA giveback.
O evento de mudanca é realcado na tabela Lista de Eventos e indica que a HA foi concluida com éxito.

16. No grafico componentes de cluster, compare a laténcia do Data Processing com a laténcia total no
grafico laténcia.

A laténcia no componente Data Processing diminuiu, o que diminuiu a laténcia total. O né que o volume
selecionado esta usando agora para Data Processing resolveu o evento.

Configurando uma conexao entre um servidor do Unified
Manager e um provedor de dados externo

Uma conexao entre um servidor do Unified Manager e um provedor de dados externo
permite que vocé envie dados de desempenho de cluster para um servidor externo para
que os gerentes de armazenamento possam tragar as métricas de desempenho usando
software de terceiros.

Uma conexao entre um servidor do Unified Manager e um provedor de dados externo é estabelecida por meio
da opc¢éo de menu chamada "Provedor de dados Externo" no console de manutencgéo.

Dados de desempenho que podem ser enviados para um servidor externo

O Unified Manager coleta uma variedade de dados de performance de todos os clusters
que ele esta monitorando. Vocé pode enviar grupos especificos de dados para um
servidor externo.

Dependendo dos dados de desempenho que vocé deseja mapear, vocé pode optar por enviar um dos
seguintes grupos de estatisticas:

Grupo de estatisticas Dados incluidos Detalhes
Monitor de desempenho Estatisticas de desempenho de Esse grupo fornece IOPS total ou
alto nivel para os seguintes laténcia para todos os LUNs e
objetos: volumes em todos os clusters
monitorados.
* LUNs
. Volumes Este grupo fornece o menor

numero de estatisticas.
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Grupo de estatisticas Dados incluidos Detalhes

Utilizacao de recursos Estatisticas de utilizac&do de Esse grupo fornece estatisticas de
recursos para os seguintes objetos: utilizagdo do n6 e agrega recursos
fisicos em todos os clusters
* Nos monitorados.
» Agregados X -
Ele também fornece as estatisticas
coletadas no grupo Monitor de

desempenho.

Perfure Estatisticas de leitura/gravagcdo e = Esse grupo fornece quebras de
por protocolo de baixo nivel para leitura/gravacgéao e por protocolo
todos os objetos rastreados: para todos os sete tipos de objetos

rastreados em todos os clusters
* Nos monitorados.

. A 1
gregados Ele também fornece as estatisticas

* LUNs coletadas no grupo Monitor de
desempenho e no grupo utilizagao

* Volumes
de recursos.
* Discos
. LIFs Este grupo fornece o maior nimero

de estatisticas.
» Portas/NICs

Se o nome de um cluster, ou objeto de cluster, for alterado no sistema de armazenamento,
ambos o0s objetos antigos e novos conterdo dados de desempenho no servidor externo

@ (chamado de "caminho_meétrico"). Os dois objetos ndo estao correlacionados com o0 mesmo
objeto. Por exemplo, se vocé alterar o nome de um volume de ""volume1_acct"™ para
""acct_vol1™, vocé vera dados de desempenho antigos para o volume antigo e novos dados de
desempenho para o novo volume.

Consulte o artigo da base de dados de Conhecimento para obter a lista de todos os contadores de
desempenho que podem ser enviados para um fornecedor de dados externo.

"Contadores de desempenho do Unified Manager que podem ser exportados para um Fornecedor de dados
Externo"

Configurando o Graphite para receber dados de desempenho do Unified Manager

Graphite € uma ferramenta de software aberto para coletar e grafar dados de
desempenho de sistemas de computador. Seu servidor e software Graphite devem ser
configurados corretamente para receber dados estatisticos do Unified Manager.

Depois de instalar o Graphite de acordo com as instru¢des de instalagéo, vocé precisa fazer as seguintes
alteracdes para suportar a transferéncia de dados estatisticos do Unified Manager:

* No /opt/graphite/conf/carbon.conf arquivo, 0 nimero maximo de arquivos que podem ser

criados no servidor Graphite por minuto deve ser definido como 200 (MAX CREATES PER MINUTE =
200).
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Dependendo do numero de clusters em sua configuragéo e dos objetos de estatisticas que vocé
selecionou para enviar, pode haver milhares de novos arquivos que precisam ser criados inicialmente. Em
200 arquivos por minuto, pode levar 15 minutos ou mais antes que todos os arquivos de métrica sejam
criados inicialmente. Depois de todos os arquivos de métrica exclusivos terem sido criados, esse
parametro ndo € mais relevante.

» Se vocé estiver executando o Graphite em um servidor implantado usando um enderecgo IPv6, o valor para
LINE_RECEIVER_INTERFACE no /opt/graphite/conf/carbon.conf arquivo deve ser alterado de
"0,0.0,0" para "('LINE_RECEIVER_INTERFACE = ::"™:"")

* /opt/graphite/conf/storage-schemas.conf No arquivo, o ‘retentions parametro deve
ser usado para definir a frequéncia para 5 minutos e o periodo de retencéo para o numero de dias
relevantes para o seu ambiente.

O periodo de retencéo pode ser o tempo que o seu ambiente permite, mas o valor de frequéncia deve ser
definido para 5 minutos para pelo menos uma configuragéo de retengcao. No exemplo a seguir, uma segao
é definida para o Unified Manager usando o pattern pardmetro e os valores definem a frequéncia inicial
para 5 minutos e o periodo de retencao para 100 dias:

@ Se a tag de fornecedor padréao for alterada de ""NetApp-performance™ para algo diferente,
essa alteragdo também deve ser refletida no pattern parametro.

Se o servidor Graphite nao estiver disponivel quando o servidor Unified Manager estiver
@ tentando enviar dados de desempenho, os dados n&o seréo enviados e havera uma lacuna nos
dados coletados.

Configurando uma conexao de um servidor do Unified Manager para um provedor
de dados externo

O Unified Manager pode enviar dados de desempenho do cluster para um servidor
externo. Vocé pode especificar o tipo de dados estatisticos que sédo enviados e o
intervalo no qual os dados sao enviados.

Antes de comegar

* Vocé deve ter uma ID de usuario autorizada para fazer login no console de manutengao do servidor do
Unified Manager.

* Vocé deve ter as seguintes informagdes sobre o provedor de dados externo:
> Nome do servidor ou endereco IP (IPv4 ou IPv6)
o Porta padrdo do servidor (se n&o estiver usando a porta padrdo 2003)

» Vocé deve ter configurado o servidor remoto e o software de terceiros para que ele possa receber dados
estatisticos do servidor do Unified Manager.

» Vocé deve saber qual grupo de estatisticas deseja enviar:
o PERFORMANCE_INDICATOR: Estatisticas do monitor de desempenho
o RESOURCE_USAGE: Estatisticas de utilizagdo de recursos e de monitoramento de desempenho
o DRILL_down: Todas as estatisticas

* Vocé deve saber o intervalo de tempo no qual deseja transmitir estatisticas: 5, 10 ou 15 minutos
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Por padrao, o Unified Manager coleta estatisticas em intervalos de 5 minutos. Se definir o intervalo de
transmissao para 10 (ou 15) minutos, a quantidade de dados que é enviada durante cada transmisséo &
duas (ou trés) vezes maior do que quando se utiliza o intervalo predefinido de 5 minutos.

Se vocé alterar o intervalo de coleta de desempenho do Unified Manager para 10 ou 15
@ minutos, altere o intervalo de transmiss&o para que ele seja igual ou maior que o intervalo
de coleta do Unified Manager.

Sobre esta tarefa

Vocé pode configurar uma conexao entre um servidor do Unified Manager e um servidor de provedor de
dados externo.

Passos

1.

10.
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Faca login como usuario de manutengao no console de manutengéo do servidor do Unified Manager.

Os prompts do console do Unified Managermaintenance sao exibidos.

. No console de manutencao, digite o numero da opg¢éo de menu External Data Provider.

E apresentado o menu External Server Connection (ligagdo ao servidor externo).

. Digite o numero da op¢ao de menu Add/Modify Server Connection.

As informacdes de conexao do servidor atual sdo exibidas.

. Quando solicitado, digite y para continuar.

. Quando solicitado, insira o enderego IP ou o nome do servidor de destino e as informagdes da porta do

servidor (se diferente da porta padrdo 2003).

. Quando solicitado, digite y para verificar se as informagdes inseridas estao corretas.
. Pressione qualquer tecla para retornar ao menu conexao do servidor externo.

. Digite o numero da opc¢ao de menu Modificar configuragao do servidor.

As informacgdes de configuragédo do servidor atual sdo exibidas.

. Quando solicitado, digite y para continuar.

Quando solicitado, insira o tipo de estatisticas a enviar, o intervalo de tempo no qual as estatisticas sédo
enviadas e se vocé deseja ativar a transmissao de estatisticas agora:

Para.. Digite...
ID do grupo de estatisticas 0 - PERFORMANCE_INDICATOR (padrao)

1 - RECURSO_UTILIZAGAO

2 - DRILL_DOWN



Para.. Digite...

Etiqueta do fornecedor Um nome descritivo para a pasta onde as
estatisticas serdo armazenadas no servidor
externo. "NetApp-performance™ é o nome padrao,
mas vocé pode inserir outro valor.

Usando notacéo pontilhada, vocé pode definir uma
estrutura de pastas hierarquica. Por exemplo, ao
inserir stats.performance.netapp as
estatisticas estara localizado em stats >
performance > NetApp.

Intervalo de transmissdo 5 (predefini¢do), 10 , ou 15 minutos

Ativar/desativar 0 - Desativar

1 - Ativar (predefinicao)

11. Quando solicitado, digite y para verificar se as informagdes inseridas estdo corretas.
12. Pressione qualquer tecla para retornar ao menu conexéo do servidor externo.

13. Digite x para sair do console de manutengo.

Resultados

Depois de configurar a ligagéo, os dados de desempenho selecionados sédo enviados para o servidor de
destino no intervalo de tempo especificado. Leva alguns minutos antes que as métricas comecem a aparecer
no Graphite. Talvez seja necessario atualizar o navegador para ver as novas métricas na hierarquia de
métricas.
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