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Correcao do host Solaris

Se vocé estiver usando a ferramenta de transigcao de 7 modos (7MTT) para passar do
ONTAP operando no modo 7D para o Clustered ONTAP em um ambiente SAN, vocé

devera executar uma série de etapas no seu host Solaris antes e depois da transigao
para evitar complicagcdes de transicao.

Os cenarios a seguir ndo sdao compativeis com nenhum fluxo de trabalho de transi¢ao (suporte para
transigoes baseadas em cépia ou sem cépia):

* Transigao de LUNs de inicializagdo SAN

Vocé pode configurar um LUN de inicializagdo SAN para funcionar em um ambiente DMP (Dynamic
Multipathing) da Veritas ou em um ambiente MPxIO do Solaris executando os Utilitarios de host e usando
o protocolo FC. O método usado para configurar um LUN de inicializagdo SAN pode variar, dependendo
do gerenciador de volumes e do sistema de arquivos.

"Guia de instalacéo e configuracado do Solaris Host Utilities 6,2"

 Transigao de cluster de host Solaris

» Configuragao do Veritas

Transicao de LUNs de dados de host Solaris com sistemas
de arquivos ZFS

Se vocé fizer a transicao de um LUN de dados do host Solaris com o sistema de
arquivos ZFS do Data ONTAP operando no modo 7 para o Data ONTAP em cluster
usando a ferramenta de transicdo de 7 modos (7MTT), devera executar etapas
especificas antes e depois da transicdo para corrigir problemas de transi¢gao no host.

Preparando-se para a transicao de LUNs de dados de host Solaris com o sistema
de arquivos ZFS

Antes de fazer a transicao dos LUNs host Solaris com sistemas de arquivos ZFS do Data
ONTAP operando no modo 7 para o Data ONTAP em cluster, vocé deve reunir as
informacdes necessarias para o processo de transigao.

Isso se aplica a transi¢gdes baseadas em copia e transigbes sem copia.

Passos
1. No controlador de 7 modos, identifique o nome do LUN a ser transferido:

lun show


https://library.netapp.com/ecm/ecm_download_file/ECMLP2748974

fas8040-shu0l> lun show

/vol/ufs/ufsl 5g (5368709120) (r/w, online,
mapped)

/vol/ufs/ufs? 5g (5368709120) (r/w, online,
mapped)

/vol/zfs/zfsl 6g (6442450944) (r/w, online,
mapped)

/vol/zfs/zfs?2 6g (6442450944) (r/w, online,
mapped)

2. No host, localize o nome do arquivo do dispositivo SCSI para o LUN:
sanlun lun show

O nome do arquivo do dispositivo SCSI esta localizado device filename na coluna.

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

fas8040-shul1l /vol/zfs/zfs2
/dev/rdsk/cO0t60A98000383035356C2447384D396550d0s2 scsi vhciO FCP
69 7

fas8040-shul1l /vol/zfs/zfsl
/dev/rdsk/cO0t60A98000383035356C2447384D39654Ed0s2 scsi vhci0 FCP
69 7

fas8040-shul1 /vol/ufs/ufs?2
/dev/rdsk/cO0t60A98000383035356C2447384D39654Ad0s2 scsi vhci0 FCP
5g 7

fas8040-shul1 /vol/ufs/ufsl
/dev/rdsk/cO0t60A98000383035356C2447384D396548d0s2 scsi vhciO FCP
5g 7

3. Liste o zpool:
zpool list
4. Grave o zpool e obtenha os discos associados ao zpool:

zpool status pool-name



# zpool list
NAME SIZE ALLOC FREE CAP HEALTH ALTROOT
n pool 11.9G 2.67G 9.27G 22% ONLINE -
# zpool status
pool: n pool
state: ONLINE
scan: none requested
config:
NAME STATE
CKSUM
n _pool ONLINE
0
cO0t60AS8000383035356C2447384D39655040 ONLINE
0
cO0t60A98000383035356C2447384D39654EAd0 ONLINE
0
errors: No known data errors

5. Listar e Registrar os conjuntos de dados ZFS em um pool de armazenamento ZFS:

zfs list
# zfs list
NAME USED AVAIL REFER
n_pool 2.67G 9.08G 160K
n pool/pooll 1.50G 2.50G 1.50G
n pool/pool2 1.16G 2.84G 1.16G

MOUNTPOINT
/n_pool
/n_pool/pooll
/n_pool/pool2

READ WRITE
0 0
0 0
0 0

Testando LUNs de dados em hosts Solaris com sistema de arquivos ZFS antes da
fase de transicao de transicoes baseadas em cépia

Se vocé estiver usando a ferramenta de transicdo de 7 modos (7MTT) 2,2 ou posterior e
o Data ONTAP 8.3,2 ou posterior para fazer a transi¢cao dos LUNs de dados ZFS do host
Solaris, vocé podera testar os LUNs de Data ONTAP migrados para verificar se é

possivel montar o dispositivo MPIO antes da fase de transicao.

« Seu host de origem com LUNs de dados ZFS precisa estar offline antes de iniciar a transigdo de fase de

teste.

Consulte Oracle Doc ID 1316472,1: A copia LUN néo é suportada enquanto o ZFS Zpool estiver Online

para obter detalhes.



* Os novos LUNs do Data ONTAP em cluster devem ser mapeados para o host de teste e os LUNs
precisam estar prontos para a transigao.

» Exportar o zpool no host de produgéo causa interrupgao do aplicativo; todas as operagoes de e/S devem
ser interrompidas antes do LUN de modo 7D.

Vocé deve manter a paridade de hardware entre o host de teste e o host de origem, e deve executar as
etapas a seguir no host de teste.

Os LUNs do Data ONTAP em cluster estdo no modo de leitura/gravagao durante o teste. Eles convertem em
modo somente leitura quando o teste estiver concluido e vocé estiver se preparando para a fase de transi¢ao.

1. No host de produgao (fonte), exporte o zpool:

#zpool export pool-name

# zpool export n pool

# zpool import
pool: n pool
id: 5049703405981005579
state: ONLINE
action: The pool can be imported using its name or numeric identifier.
config:

n pool ONLINE
cO0t60A98000383035356C2447384D396550d0 ONLINE
cO0t60A98000383035356C2447384D39654EA0 ONLINE

2. Apos a conclusdo da copia de dados da linha de base, selecione modo de teste na interface do usuario
(Ul) do 7MTT.

3. Na IU do 7MTT, clique em Apply Configuration.

Apos essa etapa, vocé pode definir o aplicativo de volta para on-line e iniciar as operacoes
de e/S para LUNs de 7 modos. As etapas subsequentes ndo causam interrupgdes no
aplicativo.

4. No host de producéo, importe o zpool:

#zpool import pool-name

# zpool import n pool

5. No host de teste, faca a nova varredura de seus novos LUNs do Data ONTAP em cluster:

a. ldentificar as portas de host FC (tipo fc-Fabric) #cfgadm -1
b. Desconfigurar a primeira porta da estrutura fc #cfgadm -c unconfigure cl

C. Configure a porta 1st fc-Fabric #cfgadm —-c unconfigure c2



d. Repita as etapas para outras portas da malha fc.
€. Exibir informagbes sobre as portas do host e seus dispositivos conetados # cfgadm -al

f. Carregar o driver # devfsadm -Cv
# devfsadm -i iscsi
6. Verifique se os LUNs do Data ONTAP em cluster estdo presentes:

#sanlun lun show

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhci0 FCP
6g C

vs 5 /vol/zfs/zfsl

/dev/rdsk/c5t600A0980383030444D2B466542485934d0s?2

69
vs_ 5

/dev/rdsk/c5t600A0980383030444D2B466542485937d0s?2

Slej
vs 5

/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2

5g

C
/vol/ufs/ufs?2

C
/vol/ufs/ufsl

C

scsi vhciO

scsi vhciO

scsi vhciO

7. Verifique se o zpool planejado para testar esta disponivel para importagéao:

#zpool import

# zpool
pool:
id:
state:
action:

config:

import
n pool
5049703405981005579
ONLINE

The pool can be imported using its name or numeric identifier.

n _pool
c5t600A0980383030444D2B466542485935d0
c5t600A0980383030444D2B466542485934d0

ONLINE
ONLINE
ONLINE

FCP

FCP

EFCP



8. Importe o zpool usando o nome do pool ou o ID do pool:

° #zpool import pool-name

° #zpool import pool-id

#zpool import n pool

#zpool import 5049703405981005579

9. Verifique se os conjuntos de dados ZFS estdo montados:

°czfs list

°df -ah

# zfs list

NAME USED AVAIL REFER MOUNTPOINT
n pool 2.67G 9.08G 160K /n pool

n pool/pooll 1.50G 2.50G 1.50G /n pool/pooll
n pool/pool2 1.16G 2.84G 1.16G /n pool/pool2

10. Execute o teste conforme necessario.
11. Encerre o host de teste.
12. Na IU do 7MTT, clique em Finish Test.

Para que os LUNs do Data ONTAP em cluster sejam remapeados para o host de origem, vocé devera
preparar o host de origem para a fase de transi¢ao. Se os LUNs do Data ONTAP em cluster permanecerem
mapeados para o host de teste, ndo serdo necessarias mais etapas no host de teste.

Preparacgao para a fase de transi¢ao ao fazer a transicao de LUNs de dados de host
Solaris com sistemas de arquivos ZFS

Se vocé estiver migrando um LUN de dados de host Solaris com sistema de arquivos
ZFS do Data ONTAP operando no modo 7 para o Data ONTAP em cluster, execute
determinadas etapas antes de entrar na fase de transicao.

Se vocé estiver usando uma configuragéo FC, a conectividade de malha e o zoneamento para os nés de Data
ONTAP em cluster devem ser estabelecidos.

Se estiver a utilizar uma configuragdo iSCSI, as sess6es iISCSI para os nés Data ONTAP em cluster devem
ser descobertas e iniciar sesséo.

Para transicoes baseadas em copia, execute estas etapas antes de iniciar a operacao de transferéncia de
armazenamento na ferramenta de transi¢cdo de 7 modos (7MTT).



Para transi¢gdes sem copia, execute estas etapas antes de iniciar a operagao Export & Halt 7-Mode no 7MTT.

Passos
1. Parar e/S em todos os pontos de montagem.

2. Encerre cada aplicativo acessando os LUNs de acordo com as recomendagdes do fornecedor da
aplicacéo.

3. Exportar o zpool:

zpool export pool-name

# zpool export n pool

4. Verifique se os zpools sdo exportados:

° Deve listar o zpool que é exportado zpool import

° N&o deve listar o zpool que é exportado zpool list

# zpool export n pool

# zpool list
no pools available

# zpool import
pool: n pool
id: 5049703405981005579
state: ONLINE
action: The pool can be imported using its name or numeric identifier.
config:

n _pool ONLINE
c0to0A98000383035356C2447384D396550d0 ONLINE
cOt60A98000383035356C2447384D39654Ed0 ONLINE

Montagem de LUNs de host Solaris com sistemas de arquivos ZFS apoés a
transicao

Depois de fazer a transicdo dos LUNs host do Solaris com sistemas de arquivos ZFS do
Data ONTAP operando no modo 7 para o Data ONTAP em cluster, vocé deve montar os
LUNSs.

Para transi¢des baseadas em copia, execute estas etapas apds concluir a operagao de transferéncia de
armazenamento na ferramenta de transi¢gdo de 7 modos (7MTT).

Para transi¢des sem copia, execute estas etapas apos a concluséo da operagao Importar dados e
Configuragdo no 7MTT.



1. Descubra os novos LUNs do Data ONTAP em cluster fazendo a varredura novamente do host.
a. ldentifique as portas de host FC (tipo fc-Fabric) #cfgadm -1
b. Desconfigurar a porta 1st fc-Fabric #cfgadm —c unconfigure cl
C. Unonfigure a segunda porta de malha fc #cfgadm —-c unconfigure c2
d. Repita as etapas para outras portas da malha fc.

e. Verifique se as informacdes sobre as portas do host e seus dispositivos conetados estdo corretas #
cfgadm -al

f. Carregar o driver # devfsadm -Cv # devfsadm -i iscsi
2. Verifique se os LUNs do Data ONTAP em cluster foram descobertos:
sanlun lun show Os lun-pathname valores para os LUNs Data ONTAP em cluster devem ser os

mesmos que lun-pathname os valores para os LUNs de 7 modos antes da transi¢gdo. Amode
coluna deve indicar "C" em vez de "7".

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs_srul7 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhci0O FCP
69 C

vs_srul7 5 /vol/zfs/zfsl
/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi vhci0O FCP
69 C

vs_srul7 5 /vol/ufs/ufs2
/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi vhci0O FCP
5g c

vs_srul7 5 /vol/ufs/ufsl
/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi vhci0O FCP
5g C

3. Verifique se ha zpools disponiveis para importacao:

zpool import



# zpool
pool:
id:
state:
action:

config:

import

n vg
3605589027417030916
ONLINE

The pool can be imported using its name or numeric identifier.

n_vg ONLINE
cOt600A098051763644575D445443304134d0 ONLINE
cOt600A098051757A46382B445441763532d0 ONLINE

4. Importe os zpools que foram usados para a transi¢ao pelo nome do pool ou usando o ID do pool:

° zpool import pool-name

° zpool import pool-id

# zpool list

no pools available

# zpool import

pool: n pool
id: 5049703405981005579
state: ONLINE

action: The pool can be imported using its name or numeric

identifier.

config:

n pool ONLINE
cO0t60A98000383035356C2447384D396550d0 ONLINE
cO0t60AS98000383035356C2447384D39654Ed0 ONLINE

# zpool import n pool

# zpool

[59] 09:
# zpool
NAME

n _pool

import 5049703405981005579

55:53 (root@sunx2-shul4) /tmp

list

SIZE ALLOC FREE CAP HEALTH ALTROOT
11.96 2.67G 9.27G 22% ONLINE -

5. Verifique se o zpool esta online, fazendo um dos seguintes procedimentos:



° zpool status

° zpool list

# zpool status
pool: n pool
state: ONLINE
scan: none requested

config:
NAME STATE READ WRITE
CKSUM
n _pool ONLINE 0 0
0
c0t60A98000383035356C2447384D396550d0 ONLINE 0 0
0
cO0t60AS8000383035356C2447384D39654EAd0 ONLINE 0 0
0

errors: No known data errors

# zpool list
NAME SIZE ALLOC FREE CAP HEALTH ALTROOT
n pool 11.9G 2.67G 9.27G 22% ONLINE -

6. Verifigue os pontos de montagem usando um dos seguintes comandos:

°czfs list

°df -ah

# zfs list

NAME USED AVAIL REFER MOUNTPOINT
n pool 2.67G 9.08G 160K /n pool

n pool/pooll 1.50G 2.50G 1.50G /n pool/pooll
n pool/pool2 1.16G 2.84G 1.16G /n pool/pool2

#df -ah

n pool 126G 160K  9.1G 1% /n_pool

n pool/pooll 4.0G 1.5G 2.5G 38% /n_pool/pooll
n pool/pool2 4.0G 1.2G 2.8G 30% /n_pool/pool2
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Transicao de LUNs de dados de host do Solaris com o Sun
volume Manager

Se vocé fizer a transicdo de um LUN de dados do host Solaris com o Gerenciador de
volumes do Data ONTAP operando no modo 7 para o Data ONTAP em cluster usando a
ferramenta de transicdo de 7 modos (7MTT), devera executar etapas especificas antes e
depois da transic&o para corrigir problemas de transigdao no host.

Preparando-se para a transicao de LUNs host Solaris com o Sun volume Manager

Antes de fazer a transicao dos LUNs de dados do host Solaris com o Gerenciador de
volumes Sun do ONTAP operando no modo 7 para o ONTAP em cluster, vocé deve
reunir as informacdes necessarias para o processo de transi¢ao.

Esta tarefa aplica-se a transi¢cdes baseadas em copia e transi¢cdes sem copia.

Passos
1. Exiba os LUNs para identificar o nome dos LUNs a serem transferidos:

lun show

fas8040-shu0l> lun show

/vol/ufs/ufsl 5g (5368709120) (r/w, online,
mapped)

/vol/ufs/ufs? 5g (5368709120) (r/w, online,
mapped)

/vol/zfs/zfsl 6g (6442450944) (r/w, online,
mapped)

/vol/zfs/z£fs2 6g (6442450944) (r/w, online,
mapped)

2. No host, localize o nome do arquivo do dispositivo para o LUN:
#sanlun lun show

O nome do arquivo do dispositivo é listado device filename na coluna.
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# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

fas8040-shull /vol/zfs/zfs2
/dev/rdsk/c0t60A98000383035356C2447384D396550d0s2 scsi vhciO FCP
6g 7

fas8040-shull /vol/zfs/zfsl
/dev/rdsk/c0t60A98000383035356C2447384D39654Ed0s2 scsi vhciO FCP
69 7

fas8040-shul1 /vol/ufs/ufs?2
/dev/rdsk/c0t60A98000383035356C2447384D39654Ad0s2 scsi vhciO FCP
5g 7

fas8040-shul1l /vol/ufs/ufsl
/dev/rdsk/c0t60A98000383035356C2447384D396548d0s2 scsi vhciO FCP
Sle|

3. Liste e Registre o SVM e, em seguida, obtenha os discos associados ao SVM:
metaset

metaset -s set-name

# metaset

Set name = svm, Set number = 1
Host Owner
Solarisx2-shu04 Yes
Drive Dbase

/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes

12



# metastat -s svm
svm/d2: Concat/Stripe
Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0s0 0
No Yes

svim/dl: Concat/Stripe
Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0 0
No Yes

Device Relocation Information:

Device Reloc Device 1ID
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes

idl, sd@n60a98000383035356c2447384d396548
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes

idl, sd@n60a98000383035356¢c2447384d39654a

4. Liste e registe os pontos de montagem:

df -ah
# df -ah
Filesystem size used avail capacity Mounted on
/dev/md/svm/dsk/d1l 4.9G 1.5G 3.4G 31% /dl
/dev/md/svm/dsk/d2 4.9G 991M 3.9G 20% /d2

Testando LUNs de dados em hosts Solaris com o Sun volume Manager antes da
fase de transicdo das transicoes baseadas em cépia

Se vocé estiver usando a ferramenta de transigado de 7 modos (7MTT) 2,2 ou posterior e
o Data ONTAP 8.3,2 ou posterior para fazer a transigao dos LUNs de dados ZFS do host
Solaris, vocé podera testar os LUNs de Data ONTAP migrados para verificar se é
possivel montar o dispositivo MPIO antes da fase de transi¢do. O host de origem pode
continuar executando e/S para os LUNs de 7 modos de origem durante o teste.

Seu host de origem com LUNs de dados do Sun volume Manager precisa estar offline antes de iniciar a
transicdo de fase de teste.
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Os novos LUNs do Data ONTAP em cluster devem ser mapeados para o host de teste e os LUNs precisam
estar prontos para a transicao

Vocé deve manter a paridade de hardware entre o host de teste e o host de origem, e deve executar as
etapas a seguir no host de teste.

Os LUNs do Data ONTAP em cluster estdo no modo de leitura/gravagao durante o teste. Eles convertem em
modo somente leitura quando o teste estiver concluido e vocé estiver se preparando para a fase de transigao.

Passos
1. No host de producéo, desative os conjuntos de discos:

metaset -s svm -t
metaset -s svm -A disable
metaset -s svm -r
metaset -s svm -P
metaset

2. Ap6s a conclusédo da copia de dados da linha de base, selecione modo de teste na interface do usuario
(Ul) do 7MTT.

3. Na IU do 7MTT, clique em Apply Configuration.

4. No host de produgéo, importe os conjuntos de discos:

metaimport —-s set-name

14



# metaimport -s svm

Drives in regular diskset including disk

c0t60A98000383035356C2447384D39654Ad0:
c0t60A98000383035356C2447384D39654Ad0
c0t60A98000383035356C2447384D396548d0

More info:
metaimport -r -v c0t60A98000383035356C2447384D39654Ad0

[22] 04:51:29 (root@sunx2-shul04) /
# metastat -s svm
svim/d2: Concat/Stripe

Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0s0 0
No Yes

svm/dl: Concat/Stripe
Size: 10452992 blocks (5.0 GB)

Stripe 0:
Device Start Block
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0 0
No Yes

Device Relocation Information:

Device Reloc Device ID
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes

idl, sd@n60a98000383035356¢c2447384d396548
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes

idl, sd@n60a98000383035356c2447384d39654a

5. No host de teste, faga a nova varredura de seus novos LUNs do Data ONTAP em cluster:
a. Identificar as portas de host FC (tipo fc-Fabric) #cfgadm -1
b. Desconfigurar a primeira porta da estrutura fc #cfgadm -c unconfigure cl
€. Configure a primeira porta da estrutura fc #cfgadm -c unconfigure c2

Repita as etapas para as outras portas da malha fc.

o o

Exibir informagdes sobre as portas do host e seus dispositivos conetados # cfgadm -al

—h

Carregar o driver # devfsadm -Cv

# devfsadm -i iscsi



6. Verifigue se os LUNs do Data ONTAP em cluster estéo presentes:

sanlun lun show

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhciO FCP
69 C

vs 5 /vol/zfs/zfsl
/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi vhciO FCP
6g C

vs_ 5 /vol/ufs/ufs2
/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi vhciO FCP
5g C

vs 5 /vol/ufs/ufsl

/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi vhciO FCP

5g C

7. Verifigue se o Sun volume Manager planejado para testar esta disponivel para importacao:

metaimport -r -v

# metaimport -r -v

Import: metaimport -s <newsetname> c5t600A0980383030444D2B466542485937d0

Device offset length replica
flags

c5t600A0980383030444D2B466542485937d0 16 8192 a m
luo

c5t600A0980383030444D2B466542485936d0 16 8192 a
luo

8. Importe o metaset com um novo nome:
metaimport -s set-name disk-id

Disk-id é obtido a partir do metaimport --r --v comando.
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10.

1.
12.
13.
14.

Para que os LUNs do Data ONTAP em cluster sejam remapeados para o host de origem, vocé devera
preparar o host de origem para a fase de transi¢ao. Se os LUNs do Data ONTAP em cluster permanecerem

# metaimport -s svm c5t600A0980383030444D2B466542485937d0
Drives in regular diskset including disk
c5t600A0980383030444D2B466542485937d0:
c5t600A0980383030444D2B466542485937d0
c5t600A0980383030444D2B466542485936d0
More info:
metaimport -r -v c5t600A0980383030444D2B466542485937d0

. Verifique se o metaset esta disponivel:

metaset
Execute a verificagdo do sistema de arquivos:
fsck -F ufs /dev/md/svm/rdsk/dl

Use o comando mount para montar manualmente.
Execute o teste conforme necessario.

Encerre o host de teste.

Na IU do 7MTT, clique em Finish Test.

mapeados para o host de teste, ndo serdo necessarias mais etapas no host de teste.

Preparando-se para a fase de transi¢cado ao fazer a transi¢cao do host Solaris Sun

volume Manager data LUNs

Se vocé estiver fazendo a transicdo de um LUN de dados de host Solaris com o
Gerenciador de volume Sun do Data ONTAP operando no modo 7 para o Data ONTAP
em cluster, execute determinadas etapas antes de entrar na fase de transicao.

Se vocé estiver usando uma configuragdo FC, a conectividade de malha e o zoneamento para os nos de Data
ONTAP em cluster devem ser estabelecidos.

Se estiver a utilizar uma configuragdo iSCSI, as sessoes iISCSI para os nés Data ONTAP em cluster devem

ser descobertas e iniciar sessao.

Para transicoes baseadas em copia, execute estas etapas antes de iniciar a operacao de transferéncia de

armazenamento na ferramenta de transicdo de 7 modos (7MTT).

Para transi¢gdes sem copia, execute estas etapas antes de iniciar a operagao Export & Halt 7-Mode no 7MTT.

1.

2. Encerre cada aplicativo acessando os LUNs de acordo com as recomendagdes do fornecedor da

3.

Parar e/S em todos os pontos de montagem.

aplicacao.

Desmonte todos os pontos de montagem:
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umount mount point

#umount /dl
#umount /d2

4. Execute as seguintes operagdes no metaset:
metaset —-s set-name —-A disable
metaset —-s set-name -r

metaset -s set-name -P

metaset -s n vg -A disable
metaset -s n vg -r
metaset -s n _vg -P

Montagem de LUNs de host Solaris com o Solaris volume Manager apés a
transicao

Depois de fazer a transigdo dos LUNs de host do Solaris com o Gerenciador de volumes
do ONTAP operando no modo 7 para o ONTAP em cluster, vocé deve montar os LUNSs.

Para transicoes baseadas em copia, execute estas etapas apds concluir a operacao de transferéncia de
armazenamento na ferramenta de transi¢cdo de 7 modos (7TMTT).

Para transi¢des sem copia, execute estas etapas apos a conclusdo da operagao Importar dados e
Configuragdo no 7MTT.

Passos
1. Descubra os novos LUNs do ONTAP em cluster fazendo a varredura novamente do host.

a. |dentificar as portas de host FC (tipo fc-Fabric) #cfgadm -1

b. Desconfigurar a primeira porta da estrutura fc #cfgadm -c unconfigure cl
c. Desconfigurar a segunda porta da estrutura fc #cfgadm —-c unconfigure c2
d. Repita as etapas para outras portas da malha fc.

e. Verifique as portas do host e seus dispositivos conetados # cfgadm -al

f. Carregar o driver # devfsadm -Cv
# devfsadm -i iscsi
2. Verifique se os LUNs do ONTAP em cluster foram descobertos:
sanlun lun show

° lun-pathname Os valores para os LUNs ONTAP em cluster devem ser 0OS mesmos
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que " lun-pathname os valores para os LUNs de 7 modos antes da transigdo.

° Amode coluna deve indicar "C" em vez de "7".

# sanlun lun show

controller (7mode) / device

host lun

vserver (Cmode) lun-pathname filename

adapter protocol size mode

vs_srul7 5 /vol/zfs/zfs2
/dev/rdsk/c5t600A0980383030444D2B466542485935d0s2 scsi vhciO FCP
6g C

vs_srul7 5 /vol/zfs/zfsl
/dev/rdsk/c5t600A0980383030444D2B466542485934d0s2 scsi vhciO FCP
6g C

vs _srul7 5 /vol/ufs/ufs2
/dev/rdsk/c5t600A0980383030444D2B466542485937d0s2 scsi vhciO FCP
5g C

vs _srul7 5 /vol/ufs/ufsl
/dev/rdsk/c5t600A0980383030444D2B466542485936d0s2 scsi vhciO FCP
5g C

3. Importe conjuntos de discos para configuragdes existentes do Solaris volume Manager, usando o mesmo
nome do conjunto de discos:

metaimport -s set-name
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# metaimport -s svm

Drives in regular diskset including disk

c0t60A98000383035356C2447384D39654Ad0:
c0t60A98000383035356C2447384D39654Ad0
c0t60A98000383035356C2447384D396548d0

More info:
metaimport -r -v c0t60A98000383035356C2447384D39654Ad0

# metastat -s svm
svm/d2: Concat/Stripe
Size: 10452992 blocks (5.0 GB)
Stripe 0:
Device
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0s0
No Yes

svim/dl: Concat/Stripe
Size: 10452992 blocks (5.0 GB)
Stripe O:
Device
Dbase Reloc
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0s0
No Yes

Device Relocation Information:

Device Reloc
/dev/dsk/c0t60A98000383035356C2447384D396548d0 Yes
idl, sd@n60a98000383035356c2447384d396548
/dev/dsk/c0t60A98000383035356C2447384D39654Ad0 Yes
idl, sd@n60a98000383035356¢c2447384d39654a

4. Executar verificagdo do sistema de ficheiros:

20

fsck -F ufs /dev/md/svm/rdsk/dl

Start Block

Start Block

Device ID



#

* %
* %
* x

* %

3

fsck -F ufs /dev/md/svm/rdsk/dl
/dev/md/svm/rdsk/dl

Last Mounted on /dl

Phase 1 - Check Blocks and Sizes
Phase 2 - Check Pathnames

Phase 3a - Check Connectivity
Phase 3b - Verify Shadows/ACLs
Phase 4 - Check Reference Counts

Phase 5 - Check Cylinder Groups
files, 1573649 used, 3568109 free (13 frags, 446012 blocks, 0.0%

fragmentation)

5. Monte manualmente cada um dos dispositivos usando o0 mount comando.

#

/sbin/mount -F ufs -o largefiles /dev/md/svm/dsk/dl /dl
# /sbin/mount -F ufs -o largefiles /dev/md/svm/dsk/d2 /d2

6. Verifique o ponto de montagem:

df -ah
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