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Reanexando LUNs RDM a VMs

Para que as VMs conetadas a LUNs RDM (Raw Device Mapped) funcionem apds a
transicao, vocé deve remover os discos RDM que hospedam o LUN da VM. Em seguida,
vocé deve reanexar os discos RDM a VM com base no numero de série LUN fornecido
pela 7-Mode Transition Tool (7MTT).

» Para transicboes baseadas em copia, execute estas etapas antes de iniciar a operacao de transferéncia de
armazenamento no 7MTT.

 Para transi¢cdes sem copia, execute estas etapas antes de iniciar a operagédo Export & Halt 7-Mode
Systems no 7MTT.

Passos
1. No Inventory Assessment Workbook, navegue até a guia Host VM Disk Details.

2. Identifique a VM host ESXi com PTRDM ou NPTRDM na coluna Type.

3. Observe o nome da VM, os detalhes do caminho do disco na coluna disco e o ID naa da coluna Device
mapeado.

4. Verifique se o ID naa esta listado no arquivo de mapeamento 7MTT gerado apds a transigao.

5. Verifique se o ID naa tem um novo ID naa correspondente na coluna LUN WWID do arquivo de
mapeamento.

Esta é a nova ID de naa LUN do Data ONTAP em cluster.

6. Use o Data ONTAP ID de naa LUN do cluster da coluna WWID LUN e os detalhes do caminho do disco
para reanexar o LUN Data ONTAP em cluster a VM.

Informacgoes relacionadas
Removendo RDMs obsoletos usando o vSphere Client
Reanexando o RDM as VMs usando o vSphere Client

Reanexando o RDM usando o ESXi CLI/console

Removendo RDMs obsoletos usando o vSphere Client

Todos os LUNs RDM ficam obsoletos durante a transicdo do ONTAP operando no modo
7 para o Data ONTAP em cluster. Apds a transicao, os RDMs devem ser removidos e
reanexados antes que os LUNs possam comecar a prestar servicos de dados.

Vocé deve ter o nome da VM e o caminho do disco do RDM no Inventory Assessment Workbook.

Passos
1. Abra o host ESXi ou o vCenter Server que gerencia o host ESXi.

2. Cliqgue com o botao direito do Mouse na VM e selecione Editar configuragoes.
A janela Propriedades da VM é exibida.

3. Selecione o disco rigido na lista de dispositivos usando o caminho do disco no Inventory Assessment



Workbook.
4. Anote o Virtual Device Node e o Compatibility Mode na janela Propriedades da VM.

N6 de dispositivo virtual: SCSI 0:2
Modo de compatibilidade: Fisico

5. Clique em Remover.
6. Selecione Remover da maquina virtual e excluir arquivos do disco.

7. Clique em OK.

E apresentada uma mensagem de erro semelhante & seguinte. Pode ignorar esta mensagem.

Reconfigure virtual machine

’ R
[e_l & general syskem error occurred: Error deleting disk Mo such device
s

Tirre: 10/1,/2014 T:45:31 AM
Target: winzkarZz_71

wi_enker Server: nbym-191-30

Close
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8. Clique em Fechar.

Reanexando o RDM as VMs usando o vSphere Client

ApOs a transicdo de um host ESXi usando a 7-Mode Transition Tool (7MTT), vocé deve
reanexar seus RDMs a maquinas virtuais (VMSs).

Seus mapeamentos de dispositivo brutos (RDMs) obsoletos devem ter sido removidos.

Passos
1. Abra o host ESXi ou o vCenter Server que gerencia o host ESXi.

2. Cliqgue com o botao direito do Mouse na VM e selecione Editar configuragoes.
A janela Propriedades da VM é aberta.

3. Clique em Add.
A janela Adicionar hardware sera exibida.

. Clique em disco rigido.
. Clique em Next para selecionar o disco.
. Selecione Mapeamentos de dispositivos brutos.

. Clique em Next para selecionar o LUN de destino.
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. Selecione o LUN com o novo ID NAA do Data ONTAP em cluster que vocé observou no arquivo de
mapeamento 7MTT.
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Clique em seguinte.
Escolha Select datastore.

Selecione o datastore que corresponde ao caminho do disco que vocé anotou no arquivo de mapeamento
TMTT.

Clique em seguinte.

Escolha Physical ou Virtual para o Compatibility Mode.
Escolha o modo de compatibilidade indicado quando o RDM obsoleto foi removido.

Clique em seguinte.
Escolha Opgodes avancgadas.

Selecione o né de dispositivo virtual.
Selecione o modo de dispositivo virtual que vocé observou quando vocé removeu o RDM obsoleto.

Clique em seguinte.
Clique em Finish para enviar suas alteragoes.

Repita as etapas para todas as VMs com RDM conetado.

Informacgoes relacionadas

Removendo RDMs obsoletos usando o vSphere Client

Reanexando o RDM usando o ESXi CLI/console

Apods a transicdo do Data ONTAP operando no modo 7 para o Data ONTAP em cluster,
vocé deve reanexar seu mapeamento de dispositivo bruto (RDM).

* Vocé deve recuperar o arquivo de disco RDM listado na coluna disco do Inventory Assessment Workbook.

» Vocé deve recuperar o novo ID naa LUN Data ONTAP em cluster do arquivo de mapeamento 7MTT.

Passos

1.
2.

Faca login no console ESXi usando SSH.

Use o comando mv para fazer um backup do arquivo de disco RDM e do arquivo de dispositivo associado.
O arquivo de disco RDM ¢ listado na coluna disco do Inventory Assessment Workbook.

Se o arquivo de disco RDM for /vmfs/volumes/53a3ac3d-df5aca03-3a94-001ec9d631cb/VM2-
win-bus-A/VM2-winbus-A.vmdk, vocé emitird o seguinte comando:

mv /vmfs/volumes/53a3ac3d-df5aca03-3a94-001ec9d631cb/VM2-win-bus-A/VM2-winbus-
A.vmdk /vmfs/volumes/53a3ac3d-df5aca03-3a94-001ec9d631cb/VM2-win-bus-A/VM2-
win-bus-A.vmdk _bak

° Para compatibilidade fisica RDM (PTRDM) mv RDM disk file name-rdmp.vdmk
RDM disk file name-rdmp.vdmk bak

Por exemplo:



mv/vmfs/volumes/53a3ac3d-df5aca03-3a94-001lec9d631lcb/VM2-win-bus-A/VM2-
winbus-A-rdmp.vmdk/vmfs/volumes/53a3ac3d-df5aca03-3a94-001lec9d631cb/VM2-
winbus-A/VM2-win-bus-A-rdmp.vmdk _bak

° Para compatibilidade virtual RDM (NPTRDM) mv RDM disk file name-rdmp.vdmk
RDM disk file name-rdmp.vdmk bak

Por exemplo:
mv/vmfs/volumes/53a3ac3d-df5aca03-3a94-001ec9d631cb/VM2-win-bus-A/VM2-winbus-
A-rdmp.vmdk/vmfs/volumes/53a3ac3d-df5aca03-3a94-001lec9d631cb/VM2-winbus-A/VM2-

win-bus-A-rdmp.vmdk _bak

. Use o novo ID naa LUN do Data ONTAP em cluster e o arquivo de disco RDM para recriar a configuragéo
RDM e os arquivos de dispositivo.

° Para PTRDM # vmkfstools -z
/vmfs/devices/disks/new_clustered Data ONTAP naa ID.vmdk

Por exemplo:

vmkfstools -z /vmfs/devices/disks/naa.600a098054314c6c442b446£79712313
/vmfs/volumes/53a3ac3d-df5aca03-3a94-001lec9d631lcb/VM2-win-bus-A/VM2-win-bus-
A.vmdk

° Para NPTRDM # vmkfstools -r
/vmfs/devices/disks/new_clustered Data ONTAP naa_ ID.vmdk

Por exemplo:
vmkfstools -r /vmfs/devices/disks/naa.600a098054314c6c442b446£79712313
/vmfs/volumes/53a3ac3d-df5aca03-3a94-001ec9d631cb/VM2-win-bus-A/VM2-win-bus-
A.vmdk
. Confirme se os arquivos de configuracao e ponteiro sao criados:
# ls /vmfs/volumes/datastore/VM directory
#ls /vmfs/volumes/53a3ac3d-df5aca03-3a94-001lec9d631cb/VM2-win-bus-A

Os novos arquivos de configuragao e ponteiro sdo exibidos sob o caminho do diretério VM.

. Repita as etapas para todas as VMs com RDM conetado.

. Reinicie os agentes hostd e vpxa no host ESXi:
/etc/init.d/hostd/restart

/etc/init.d/vpxa/restart
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