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Configuracao do banco de dados

Estrutura de ficheiros

InnoDB atua como a camada intermediaria entre o armazenamento e o servidor MySQL,
ele armazena os dados nas unidades.
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MySQL I/o é categorizado em dois tipos:

» E/S de arquivo aleatorio

* E/S de arquivo sequencial
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Os arquivos de dados sao lidos e substituidos aleatoriamente, o que resulta em IOPS alto. Portanto, o
armazenamento SSD é recomendado.

Os arquivos de log de refazer e os arquivos de log binarios séo logs transacionais. Eles sao escritos
sequencialmente, para que vocé possa obter um bom desempenho em HDD com o cache de gravagéo. Uma
leitura sequencial acontece na recuperacdo, mas raramente causa um problema de desempenho, porque o
tamanho do arquivo de log geralmente € menor do que os arquivos de dados, e as leituras sequenciais sao
mais rapidas do que as leituras aleatorias (que ocorrem em arquivos de dados).

O buffer de gravacao dupla € um recurso especial do InnoDB. O InnoDB primeiro grava paginas apagadas no
buffer de gravagao dupla e, em seguida, grava as paginas em suas posigoes corretas nos arquivos de dados.



Este processo impede a corrupgéo de pagina. Sem o buffer de gravagao dupla, a pagina pode ficar
corrompida se ocorrer uma falha de energia durante o processo de gravagao em unidades. Como a gravagao
no buffer de gravagao dupla é sequencial, ele é altamente otimizado para HDDs. Leituras sequenciais ocorrem
na recuperagao.

Como o ONTAP NVRAM ja fornece protegado contra gravagéao, o buffer de gravagéo dupla ndo é necessario. O
MySQL tem um parametro, skip innodb doublewrite, para desativar o buffer de gravagéo dupla. Esse
recurso pode melhorar substancialmente o desempenho.

O buffer de insergao também é um recurso especial do InnoDB. Se blocos de indice secundarios ndo
exclusivos néo estiverem na memoria, o InnoDB insere entradas no buffer de insergao para evitar operacoes
de e/S aleatérias. Periodicamente, o buffer de insergéo é mesclado nas arvores de indice secundarias no
banco de dados. O buffer de inser¢do reduz o numero de operagdes de e/S mesclando solicitagbes de e/S
para o mesmo bloco; operacdes de e/S aleatérias podem ser sequenciais. O buffer de insercdo também é
altamente otimizado para HDDs. As gravacgdes e leituras sequenciais ocorrem durante operagdes normais.

Os segmentos de desfazer séo orientados por e/S aleatérias. Para garantir a simultaneidade de multiplas
versdes (MVCC), o InnoDB deve Registrar imagens antigas nos segmentos de desfazer. A leitura de imagens
anteriores dos segmentos de desfazer requer leituras aleatorias. Se vocé executar uma transagéo longa com
leituras repetiveis (como mysqgldump - transagao unica) ou executar uma consulta longa, leituras aleatoérias
podem ocorrer. Portanto, armazenar segmentos de desfazer em SSDs € melhor nessa instancia. Se vocé
executar apenas transacgdes curtas ou consultas, as leituras aleatérias néao sao um problema.

A NetApp recomenda o seguinte layout de design de armazenamento devido as carateristicas
de e/S do InnoDB.

* Um volume para armazenar arquivos aleatorios e sequenciais orientados por e/S do MySQL

» Outro volume para armazenar arquivos puramente sequenciais orientados por e/S do
MySQL

Esse layout também ajuda a projetar politicas e estratégias de protegéo de dados.

Parametros de configuracao

O NetApp recomenda alguns parametros de configuragdo importantes do MySQL para
obter um desempenho ideal.

Parametros Valores
innodb_log_file_size 256M
innodb_flush_log_at_trx_commit 2
innodb_doublewrite 0
innodb_flush_method fsync
innodb_buffer_pool_size 11G
innodb_io_capacity 8192
innodb_buffer_pool_instances 8
innodb_Iru_scan_depth 8192
open_file_limit 65535



Para definir os parametros descritos nesta segéo, vocé deve altera-los no arquivo de configuragcdo do MySQL
(my.cnf). As melhores praticas da NetApp séo resultado de testes realizados internamente.

innodb_log_file_size

Selecionar o tamanho certo para o tamanho do arquivo de log InnoDB €& importante para
as operacOes de gravagao e para ter um tempo de recuperacéo decente apos uma falha
do servidor.

Como muitas transagdes sao registradas no arquivo, o tamanho do arquivo de log € importante para
operagoOes de gravagdo. Quando os Registros sdo modificados, a alteragao nao € imediatamente gravada de
volta para o espacgo da tabela. Em vez disso, a alteragao é gravada no final do arquivo de log e a pagina é
marcada como suja. InnoDB usa seu log para converter a e/S aleatoéria em e/S sequencial

Quando o log esta cheio, a pagina suja € escrita para a tablespace em sequéncia para liberar espago no
arquivo de log. Por exemplo, suponha que um servidor trava no meio de uma transacgao, e as operagdes de
gravacgao sao registradas apenas no arquivo de log. Antes que o servidor possa voltar ao vivo, ele deve
passar por uma fase de recuperagao na qual as alteragdes registradas no arquivo de log sao reproduzidas.
Quanto mais entradas estiverem no arquivo de log, mais tempo leva para que o servidor se recupere.

Neste exemplo, o tamanho do arquivo de log afeta tanto o tempo de recuperagédo quanto o desempenho de
gravacéao. Ao escolher o numero certo para o tamanho do arquivo de log, equilibre o tempo de recuperagao
em relacédo ao desempenho de gravacao. Normalmente, qualquer coisa entre 128M e 512M é um bom valor.

innodb_flush_log_at_trx_commit

Quando ha uma alteragdo nos dados, a alteragdo nao € imediatamente gravada no
armazenamento.

Em vez disso, os dados sédo gravados em um buffer de log, que € uma parte da memoria que o InnoDB atribui
a alteracgdes de buffer que séo registradas no arquivo de log. O InnoDB limpa o buffer para o arquivo de log
quando uma transagao é confirmada, quando o buffer fica cheio, ou uma vez por segundo, qualquer evento
acontece primeiro. A variavel de configuragao que controla este processo é innodb_flush_log_at_trx_commit.
As opc¢des de valor incluem:

* Quando vocé define innodb flush log trx at commit=0, o InnoDB grava os dados modificados
(no pool de buffers do InnoDB) no arquivo de log (ib_logfile) e limpa o arquivo de log (gravagao no
armazenamento) a cada segundo. No entanto, ndo faz nada quando a transagéo é cometida. Se houver
uma falha de energia ou falha do sistema, nenhum dos dados nao lavados € recuperavel porque nao é
gravado no arquivo de log ou nas unidades.

* Quando vocé define “innodb_flush_log_trx_commit=1'0, o InnoDB grava o buffer de log no log de
transacdes e passa para o armazenamento duravel para cada transagao. Por exemplo, para todos os
commits de transagao, o InnoDB grava no log e depois grava no armazenamento. O armazenamento mais
lento afeta negativamente o desempenho; por exemplo, o numero de transagbes InnoDB por segundo é
reduzido.

* Quando vocé define innodb flush log trx commit=2, o InnoDB grava o buffer de log no arquivo de
log em cada commit; no entanto, ele ndo grava dados no armazenamento. O InnoDB limpa os dados uma
vez a cada segundo. Mesmo que haja uma falha de energia ou falha do sistema, os dados da opgéo 2
estdo disponiveis no arquivo de log e sao recuperaveis.

Se o desempenho for o objetivo principal, defina o valor como 2. Como o InnoDB grava nas unidades uma vez



por segundo, nado para cada commit de transagao, o desempenho melhora drasticamente. Se ocorrer uma
falha de energia ou falha, os dados podem ser recuperados do log de transagdes.

Se a segurancga de dados for o objetivo principal, defina o valor como 1 para que, para cada commit de
transacgéao, o InnoDB seja enviado para as unidades. No entanto, o desempenho pode ser afetado.

NetApp recomenda defina o valor innodb_flush_log_trx_commit como 2 para um melhor
desempenho.

innodb_doublewrite

‘innodb doublewrite Quando esta ativado (o padrdo), o InnoDB armazena
todos os dados duas vezes: Primeiro para o buffer de gravagdo dupla e
depois para os arquivos de dados reais.

Vocé pode desativar esse pardmetro com --skip-innodb doublewrite para benchmarks ou quando
estiver mais preocupado com o desempenho superior do que com a integridade de dados ou possiveis falhas.
InnoDB usa uma técnica de flush de arquivo chamada double-write. Antes de gravar paginas nos arquivos de
dados, o InnoDB as grava em uma area contigua chamada buffer de gravacéo dupla. Depois que a gravagao
e o flush para o buffer de gravagao dupla estiverem completos, o InnoDB grava as paginas em suas posi¢des
apropriadas no arquivo de dados. Se o sistema operacional ou um processo mysqld falhar durante uma
gravagéao de pagina, o InnoDB podera encontrar uma boa cépia da pagina do buffer de gravagéo dupla
durante a recuperacéo de falhas.

A NetApp recomenda a desativagao do buffer de gravagao dupla. O ONTAP NVRAM serve a
mesma funcéo. O buffer duplo danificara desnecessariamente o desempenho.

innodb_buffer_pool_size
O pool de buffers InnoDB ¢é a parte mais importante de qualquer atividade de ajuste.

O InnoDB depende muito do pool de buffers para armazenar em cache indices e remendar os dados, o indice
de hash adaptativo, o buffer de insercdo e muitas outras estruturas de dados usadas internamente. O pool de
buffers também armazena alteragdes nos dados para que as operagdes de gravagao nao precisem ser
executadas imediatamente no armazenamento, melhorando assim o desempenho. O buffer pool é parte
integrante do InnoDB e seu tamanho deve ser ajustado em conformidade. Considere os seguintes fatores ao
definir o tamanho do pool de buffers:

« Para uma maquina exclusiva InnoDB dedicada, defina o tamanho do pool de buffers para 80% ou mais da
RAM disponivel.

» Se nao for um servidor dedicado MySQL, defina o tamanho para 50% da RAM.

innodb_flush_method

O parametro innodb_flush_method especifica como o InnoDB abre e limpa os arquivos
de log e dados.



Otimizagoes

Na otimizagao InnoDB, a configuragédo desse parametro ajusta o desempenho do banco de dados quando
aplicavel.

As seguintes opgdes sao para limpar os arquivos através do InnoDB:

* fsync. O InnoDB usa a fsync () chamada do sistema para liberar os arquivos de dados e log. Esta
opgao é a predefinigao.

* O_DSYNC. InnoDB usa a O _DSYNC opg&o para abrir e lavar os arquivos de log e fsync() para lavar os
arquivos de dados. InnoDB n&o usa O DSYNC diretamente, porque houve problemas com ele em muitas
variedades de UNIX.

* O_DIRECT. O InnoDB usaa O DIRECT opgdo (ou directio () no Solaris) para abrir os arquivos de
dados e usa fsync () para limpar os arquivos de dados e log. Esta opcao esta disponivel em algumas
versdes GNU/Linux, FreeBSD e Solaris.

* O_DIRECT NO_FSYNC. O InnoDB usa a O _DIRECT opgéo durante a lavagem de e/S; no entanto, ele
ignora a fsync () chamada do sistema depois. Essa op¢do ndo € adequada para alguns tipos de
sistemas de arquivos (por exemplo, XFS). Se vocé néo tiver certeza se o sistema de arquivos requer uma
fsync () chamada de sistema, por exemplo, para preservar todos os metadados do arquivo, use a
O_DIRECT opg&o.

Observacao

Nos testes de laboratério do NetApp, a fsync opgao padrao foi usada em NFS e SAN, e foi um étimo
improvisador de desempenho em comparagéo com O_DIRECT. Ao usar o método flush como O DIRECT no
ONTAP, observamos que o cliente escreve muitas gravagdes de byte Unico na borda do bloco 4096 em modo
serial. Essas gravag¢des aumentam a laténcia na rede e degradam o desempenho.

innodb_io_capacity

No plug-in InnoDB, um novo parametro chamado innodb_io_Capacity foi adicionado a
partir do MySQL 5,7.

Ele controla o numero maximo de IOPS que o InnoDB executa (que inclui a taxa de limpeza de paginas sujas,
bem como o tamanho do lote do buffer de insercao [ibuf]). O parametro innodb_io_Capacity define um limite
superior em IOPS por tarefas de fundo do InnoDB, como limpar paginas do pool de buffers e mesclar dados
do buffer de mudanca.

Defina o par&@metro innodb_io_Capacity para o numero aproximado de operagdes de e/S que o sistema pode
executar por segundo. Idealmente, mantenha a configuragdo o mais baixa possivel, mas nao tdo baixa que as
atividades de fundo desacelerem. Se a configuragao for muito alta, os dados serdo removidos do pool de
buffers e inserirdo o buffer muito rapidamente para que o armazenamento em cache fornega um beneficio
significativo.

A NetApp recomenda que, se estiver usando essa configuragdo em NFS, analise o resultado

do teste de IOPS (SysBench/fio) e defina o pardmetro de acordo. Use o menor valor possivel
para flushing e purging para manter-se a menos que vocé veja mais paginas modificadas ou
sujas do que vocé deseja no pool de buffers InnoDB.



@ N&o use valores extremos como 20.000 ou mais, a menos que vocé tenha provado que valores
mais baixos nao sao suficientes para sua carga de trabalho.

O parametro InnoDB_io_Capacity regula as taxas de lavagem e e/S relacionadas

@ Vocé pode prejudicar seriamente o desempenho definindo este parametro ou o parametro
innodb_io_Capacity Max muito alto e wastin

innodb_Iru_scan_depth

O innodb_lru scan depth parédmetro influencia os algoritmos e heuristicas da
operacao de flush para o pool de buffers InnoDB.

Esse parametro é do interesse principal dos especialistas em performance que ajustam workloads com uso
intenso de e/S. Para cada instancia de pool de buffer, este parametro especifica o quédo abaixo na lista de
paginas menos usadas recentemente (LRU) o thread de limpeza de paginas deve continuar a digitalizar,
procurando paginas sujas para serem flush. Esta operagdo em segundo plano é executada uma vez por
segundo.

Vocé pode ajustar o valor para cima ou para baixo para minimizar o numero de paginas livres. Nao defina o
valor muito maior do que o necessario, porque as digitalizacbes podem ter um custo de desempenho
significativo. Além disso, considere ajustar esse parametro ao alterar o nimero de instancias do pool de
buffers, innodb 1lru scan depth * innodb buffer pool instances porque define a quantidade de
trabalho executada pelo thread de limpeza de paginas a cada segundo.

Uma configuragdo menor do que o padrao € adequada para a maioria das cargas de trabalho. Considere
aumentar o valor somente se vocé tiver capacidade de e/S sobressalente em uma carga de trabalho tipica.
Por outro lado, se uma carga de trabalho com uso intenso de gravacgéao saturar a capacidade de e/S, diminua
o valor, especialmente se vocé tiver um grande pool de buffers.

open_file_limits

O open file limits paréametro determina o numero de arquivos que o sistema
operacional permite que o mysqld abra.

O valor deste parametro em tempo de execugao é o valor real permitido pelo sistema e pode ser diferente do
valor especificado na inicializagdo do servidor. O valor € 0 em sistemas onde o MySQL nao pode alterar o
numero de arquivos abertos. O valor efetivo open files limit € baseado no valor especificado na
inicializagdo do sistema (se houver) e nos valores de max connections € table open_ cache usando
estas férmulas:

* 10 max connections (‘table_open_cache'x 2)
* max connections x5
* Limite do sistema operacional se positivo

* Se o limite do sistema operacional for infinito: open files limit O valor € especificado na
inicializacéo; 5.000 se nenhum

O servidor tenta obter o numero de descritores de arquivo usando o maximo desses quatro valores. Se muitos
descritores ndo puderem ser obtidos, o servidor tentara obter o maximo que o sistema permitir.
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