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Configuracao de storage em sistemas AFF/FAS

Visao geral

A combinacéao de solugdes de storage ONTAP e Microsoft SQL Server permite designs
de storage de banco de dados de nivel empresarial que podem atender aos requisitos de
aplicativos mais exigentes dos dias de hoje.

A otimizagc&o de uma solugao SQL Server no ONTAP requer a compreensao do padrao e/S do SQL Server.
Um layout de armazenamento bem projetado para um banco de dados do SQL Server deve suportar os
requisitos de desempenho do SQL Server, além de fornecer o maximo de gerenciamento da infraestrutura
como um todo. Um bom layout de storage também permite que a implantagéao inicial seja bem-sucedida e o
ambiente cresga suavemente ao longo do tempo a medida que a empresa cresce.

Design de storage de dados

Para bancos de dados do SQL Server que ndo usam o SnapCenter para executar backups, a Microsoft
recomenda colocar os dados e arquivos de log em unidades separadas. Para aplicativos que
simultaneamente atualizam e solicitam dados, o arquivo de log € intenso de gravagao e o arquivo de dados
(dependendo do aplicativo) € intenso de leitura/gravagéo. Para a recuperagéo de dados, o ficheiro de registo
nao € necessario. Portanto, as solicitacdes de dados podem ser satisfeitas a partir do arquivo de dados
colocado em sua prépria unidade.

Ao criar um novo banco de dados, a Microsoft recomenda especificar unidades separadas para os dados e
logs. Para mover arquivos apds a criagao do banco de dados, o banco de dados deve ser offline. Para obter
mais recomendagodes da Microsoft, "Coloque dados e arquivos de log em unidades separadas"consulte .

Agregados

Agregados sao os contéineres de storage de nivel mais baixo para configuracdes de storage NetApp. Alguma
documentagéao legada existe na internet que recomenda separar o IO em diferentes conjuntos de unidades
subjacentes. Isso ndo é recomendado com o ONTAP. A NetApp realizou varios testes de caraterizacao de
carga de trabalho de e/S usando agregados compartilhados e dedicados com arquivos de dados e arquivos
de log de transagbes separados. Os testes mostram que um agregado grande com mais grupos RAID e
unidades otimiza e melhora o desempenho do armazenamento, além de ser mais facil para os
administradores gerenciarem por dois motivos:

* Um agregado grande torna os recursos de e/S de todas as unidades disponiveis para todos os arquivos.

» Um agregado grande permite o uso mais eficiente do espago em disco.

Para alta disponibilidade (HA), coloque a réplica sincrona secundaria do SQL Server Always On Availability
Group em uma maquina virtual de storage (SVM) separada no agregado. Para fins de recuperacgéo de
desastre, coloque a réplica assincrona em um agregado que faga parte de um cluster de storage separado no
local de DR, com conteudo replicado pelo uso da tecnologia NetApp SnapMirror. A NetApp recomenda ter
pelo menos 10% de espaco livre disponivel em um agregado para obter um desempenho ideal de storage.

Volumes

os volumes sao criados e residem dentro de agregados. Este termo as vezes causa confusdo porque um
volume ONTAP néo é um LUN. Um volume de ONTAP é um contéiner de gerenciamento para os dados. Um
volume pode conter arquivos, LUNs ou até mesmo objetos S3D. Um volume n&o ocupa espago, € usado


https://docs.microsoft.com/en-us/sql/relational-databases/policy-based-management/place-data-and-log-files-on-separate-drives?view=sql-server-ver15

apenas para o gerenciamento dos dados contidos.

Consideragoes sobre design de volume

Antes de criar um design de volume de banco de dados, é importante entender como o padrao e as
carateristicas de e/S do SQL Server variam dependendo da carga de trabalho e dos requisitos de backup e
recuperagao. Consulte as seguintes recomendagdes da NetApp para volumes flexiveis:

 Evite compartilhar volumes entre hosts. Por exemplo, embora seja possivel criar 2 LUNs em um unico
volume e compartilhar cada LUN com um host diferente, isso deve ser evitado porque pode complicar o
gerenciamento. No caso de executar varias instancias do SQL Server no mesmo host, a menos que vocé
esteja perto do limite de volume em um no, evite o compartilhamento de volumes e, em vez disso, tenha
um volume separado por instancia por host para facilitar o gerenciamento de dados.

* Use pontos de montagem NTFS em vez de letras de unidade para superar a limitagdo de 26 unidades no
Windows. Ao usar pontos de montagem de volume, € uma recomendagédo geral dar ao rétulo de volume o
mesmo nome que o ponto de montagem.

* Quando apropriado, configure uma politica de dimensionamento automatico de volume para ajudar a
evitar condigdes fora do espaco.

* Se vocé instalar o SQL Server em um compartilhamento SMB, verifique se o Unicode esta habilitado nos
volumes SMB para criar pastas.

+ Defina o valor da reserva do snapshot no volume para zero para facilitar o monitoramento do ponto de
vista operacional.

» Desative as programagdes de snapshot e as politicas de retengdo. Em vez disso, use o SnapCenter para
coordenar copias Snapshot dos volumes de dados do SQL Server.

* Coloque os bancos de dados do sistema do SQL Server em um volume dedicado.

» Tempdb é um banco de dados de sistema usado pelo SQL Server como um espaco de trabalho
temporario, especialmente para operagdes de e/S intensivas DBCC CHECKDB. Portanto, coloque esse
banco de dados em um volume dedicado com um conjunto separado de fusos. Em ambientes grandes em
que a contagem de volume € um desafio, vocé pode consolidar tempdb em menos volumes e armazena-lo
no mesmo volume que outros bancos de dados do sistema apds um Planejamento cuidadoso. A protecao
de dados para tempdb nao é uma prioridade alta porque este banco de dados é recriado sempre que o
SQL Server € reiniciado.

* Coloque os arquivos de dados do usuario (.mdf) em volumes separados porque eles sado cargas de
trabalho de leitura/gravacgéo aleatérias. E comum criar backups de log de transagdes com mais frequéncia
do que backups de banco de dados. Por esse motivo, coloque arquivos de log de transagdes (.1df) em
um volume separado ou VMDK dos arquivos de dados para que programacgdes de backup independentes
possam ser criadas para cada um. Essa separagao também isola a e/S de gravagao sequencial dos
arquivos de log da e/S de leitura/gravacgao aleatéria de arquivos de dados e melhora significativamente o
desempenho do SQL Server.

LUNs

* Certifique-se de que os arquivos do banco de dados do usuario e o diretério de log para armazenar o
backup de log estejam em volumes separados para impedir que a politica de retengao substitua os
snapshots quando eles forem usados com a tecnologia SnapVault.

* Nao misture arquivos de banco de dados e nédo de banco de dados, como arquivos relacionados a
pesquisa de texto completo, no mesmo LUN.

» Colocar arquivos secundarios de banco de dados (como parte de um grupo de arquivos) em volumes
separados melhora o desempenho do banco de dados SQL Server. Essa separacao so6 € valida se o



arquivo do banco de dados .mdf ndo compartilhar seu LUN com .mdf outros arquivos.

» Se vocé criar LUNs com o DiskManager ou outras ferramentas, certifique-se de que o tamanho da
unidade de alocacao esta definido como 64K para particdes ao formatar os LUNs.

» Consulte "Microsoft Windows e MPIO nativo sob as praticas recomendadas do ONTAP para SAN
moderna"para aplicar suporte multipathing no Windows a dispositivos iSCSI nas propriedades MPIO.

Arquivos de banco de dados e grupos de arquivos

O posicionamento adequado do arquivo de banco de dados do SQL Server no ONTAP é
fundamental durante a fase inicial de implantagdo. Isso garante um desempenho ideal,
gerenciamento de espaco, backup e tempos de restauragao que podem ser configurados
para atender aos requisitos da sua empresa.

Em teoria, o SQL Server (64 bits) suporta 32.767 bancos de dados por instancia e 524.272TB GB de tamanho
de banco de dados, embora a instalagao tipica geralmente tenha varios bancos de dados. No entanto, o
numero de bancos de dados que o SQL Server pode manipular depende da carga e do hardware. Nao é
incomum ver instancias do SQL Server hospedando dezenas, centenas ou até milhares de bancos de dados
pequenos.

Ficheiros da base de dados e grupo de ficheiros

Cada banco de dados consiste em um ou mais arquivos de dados e um ou mais arquivos de log de
transagobes. O log de transagbes armazena as informagdes sobre transagbes de banco de dados e todas as
modificacdes de dados feitas por cada sessao. Sempre que os dados sao modificados, o SQL Server
armazena informacgdes suficientes no log de transagdes para desfazer (reverter) ou refazer (reproduzir) a
acao. Um log de transacgdes do SQL Server é parte integrante da reputacdo do SQL Server em relagéo a
integridade e robustez dos dados. O log de transagdes é vital para os recursos de atomicidade, consisténcia,
isolamento e durabilidade (ACID) do SQL Server. O SQL Server grava no log de transagdes assim que
qualquer alteracao na pagina de dados ocorrer. Cada declaragao DML (Data Manipulation Language) (por
exemplo, selecionar, inserir, atualizar ou excluir) € uma transagdo completa, e o log de transagdes garante que
toda a operagado baseada em conjunto ocorra, certificando-se da atomicidade da transagéao.

Cada banco de dados tem um arquivo de dados primario, que, por padrao, tem a extensao .mdf. Além disso,
cada banco de dados pode ter arquivos de banco de dados secundarios. Esses arquivos, por padréo, tém
extensdes .ndf.

Todos os arquivos de banco de dados sao agrupados em grupos de arquivos. Um grupo de arquivos é a
unidade légica, o que simplifica a administracdo do banco de dados. Eles permitem a separagéo entre o
posicionamento l6gico de objetos e arquivos de banco de dados fisicos. Quando vocé cria as tabelas de
objetos de banco de dados, vocé especifica em que grupo de arquivos eles devem ser colocados sem se
preocupar com a configuragdo do arquivo de dados subjacente.
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A capacidade de colocar varios arquivos de dados dentro do grupo de arquivos permite que vocé espalhe a
carga entre diferentes dispositivos de armazenamento, o que ajuda a melhorar o desempenho de e/S do
sistema. O log de transagdo em contraste n&o se beneficia dos varios arquivos porque o SQL Server grava no
log de transacgéo de forma sequencial.

A separacao entre o posicionamento logico de objetos nos grupos de arquivos e arquivos fisicos de banco de
dados permite ajustar o layout do arquivo do banco de dados, obtendo o maximo do subsistema de
armazenamento. O numero de arquivos de dados que suportam uma determinada carga de trabalho pode ser
variado conforme necessario para dar suporte aos requisitos de e/S e a capacidade esperada, sem afetar a
aplicacéo. Essas variagdes no layout do banco de dados sdo transparentes para os desenvolvedores de
aplicativos, que estao colocando os objetos do banco de dados nos grupos de arquivos em vez de arquivos do
banco de dados.

NetApp recomenda evitar o uso do grupo de arquivos primario para qualquer coisa além de
objetos do sistema. Criar um grupo de arquivos separado ou um conjunto de grupos de

arquivos para os objetos do usuario simplifica a administragéo do banco de dados € a

recuperagao de desastres, especialmente no caso de bancos de dados grandes.

Inicializacdo do arquivo de instancia do banco de dados

Vocé pode especificar o tamanho inicial do arquivo e os parametros de crescimento automatico no momento
em que voceé cria o banco de dados ou adiciona novos arquivos a um banco de dados existente. O SQL
Server usa um algoritmo de preenchimento proporcional ao escolher em qual arquivo de dados ele deve
gravar dados. Ele grava uma quantidade de dados proporcionalmente ao espaco livre disponivel nos arquivos.
Quanto mais espaco livre no arquivo, mais escreve ele lida.

A NetApp recomenda que todos os arquivos no unico grupo de arquivos tenham o mesmo
tamanho inicial e pardmetros de crescimento automatico, com o tamanho de crescimento

definido em megabytes em vez de porcentagens. Isso ajuda o algoritmo de preenchimento
proporcional equilibrar uniformemente as atividades de gravagdo em todos os arquivos de
dados.

Toda vez que o SQL Server cresce arquivos, ele preenche o espago recém-alocado com zeros. Esse
processo bloqueia todas as sessdes que precisam gravar no arquivo correspondente ou, em caso de
crescimento de log de transagdes, gerar Registros de log de transagbes.

O SQL Server sempre apaga o log de transagbes e esse comportamento ndo pode ser alterado. No entanto,



vocé pode controlar se os arquivos de dados estdo zerando para fora habilitando ou desativando a
inicializagao instantanea de arquivos. Ativar a inicializagao instantanea de arquivos ajuda a acelerar o
crescimento de arquivos de dados e reduz o tempo necessario para criar ou restaurar o banco de dados.

Um pequeno risco de seguranga esta associado a inicializagao instantédnea de arquivos. Quando esta opgéao
esta ativada, partes ndo alocadas do arquivo de dados podem conter informagdes de arquivos do sistema
operacional excluidos anteriormente. Os administradores de banco de dados podem examinar esses dados.

Vocé pode habilitar a inicializacado instantanea de arquivos adicionando a permissao
SA_MANAGE_VOLUME_NAME, também conhecida como "executar tarefa de manutencao de volume", a
conta de inicializagao do SQL Server. Vocé pode fazer isso sob o aplicativo de gerenciamento de politicas de
seguranca local (secpol.msc), como mostrado na figura a seguir. Abra as propriedades da permissao
"Executar tarefa de manutencgao de volume" e adicione a conta de inicializagao do SQL Server a lista de
usuarios la.

Fh Local Security Policy — O *
File Action View Help
o @ XE 2| Hm

T Security Settings Policy Security Setting "
5 Account Policies

: Local Polics i, Increase a process working set Users
v _?c;u;_:tl::eﬁ i Increase scheduling priority Administrators
=] . %y F)
- a2 s Load and unload device drivers Administrators
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8 Secuiity Options Lo Lock pages in memory

= Windows Firewall with Advanced Secd| 2 Leg on as a batch job Administrators, Backup ...
9 Network List Manager Policies ) Log on as a service SEA-TMMLAdministrator,...
| Public Key Policies i Manage auditing and security log Administrators
| Software Restriction Policies i, Modify an cbject label
“| Application Control Policies o Modify firmware environment values Administrators
> 3 IP Security Policies on Local Compute | <. Obtain an impersonation token for ano... Administrators
| Advanced Audit Policy Configuration ﬂ Perform volume maintenance tasks Administrators
.. Profile single process Administrators
i Profile systemn performance Administrators, NT SERVI...
i, Rermove computer from docking station  Administrators
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.| Restore files and directones Admimistrators, Backup ...
i) Shut down the system Administrators, Backup ...
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Para verificar se a permissao esta ativada, vocé pode usar o cédigo do exemplo a seguir. Esse codigo define
dois sinalizadores de rastreamento que forgam o SQL Server a gravar informagdes adicionais no log de erros,
criar um pequeno banco de dados € ler o conteudo do log.



DBCC TRACEON (3004, 3605,-1)
GO

CREATE DATABASE DelMe

GO

EXECUTE sp readerrorlog

GO

DROP DATABASE DelMe

GO

DBCC TRACEOFF (3004,3605,-1)
GO

Quando a inicializagao instantadnea do arquivo nao esta ativada, o log de erro do SQL Server mostra que o
SQL Server esta zerando o arquivo de dados do mdf, além de zerar o arquivo de log Idf, como mostrado no
exemplo a seguir. Quando a inicializagado instantédnea do arquivo esta ativada, ele exibe apenas a restauragao
do arquivo de log.

LogDate Processinfo Text
365 201702059 08:10:07 660  spid53 Ckpt dbid 3 flush delta counts.
g6 20170209 08:.10.07.660  spid53 Clept dbid 3 logging active xact info.
367 20170209 08:10:07.750  spidh3 Chpt dbid 3 phase 1 ended (8)
368 20170205 08:10:07.750  spidh3 About to log Checkpoint end.
365 201702059 08:10:07 880  spid53 Clept dbid 3 complete

370 20170209 08:10:08130  spid53 Starting up database ‘DelMe’.

0:0E. spi

372 20170209 08:10:08.160  spid53 Zerning C:%Program Files'Microsoft SGL Servert M550
373 201702059 0810:08170  spid53 Zerning completed on C:*Program Files'\Microsoft SQL
sid AUTAEDT Ue TOUs. ST spidas I_kpt did & started

375 20070209 08:10:08.710  spid53 About to log Checkpoint begin.

A tarefa realizar manutencgéo de volume é simplificada no SQL Server 2016 e é fornecida posteriormente
como uma opgao durante o processo de instalagédo. Esta figura exibe a opgdo de conceder ao servigo do
mecanismo de banco de dados SQL Server o privilégio de executar a tarefa de manutencgéo de volume.
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Outra opcao importante de banco de dados que controla os tamanhos de arquivo de banco de dados é o auto-
retratil. Quando essa opgéao esta ativada, o SQL Server diminui regularmente os arquivos do banco de dados,
reduz seu tamanho e libera espaco para o sistema operacional. Esta operagao ¢é intensiva em recursos e
raramente € util porque os arquivos de banco de dados crescem novamente apds algum tempo quando novos
dados entram no sistema. O Autoshink ndo deve ser ativado no banco de dados.

Diretério de log

O diretorio de log € especificado no SQL Server para armazenar dados de backup de log de transagéo no
nivel do host. Se vocé estiver usando o SnapCenter para fazer backup de arquivos de log, cada host do SQL
Server usado pelo SnapCenter deve ter um diretério de log do host configurado para executar backups de log.
O SnapCenter tem um repositério de banco de dados, portanto, os metadados relacionados a operagdes de
backup, restauragao ou clonagem sao armazenados em um repositorio de banco de dados central.

Os tamanhos do diretério de log do host sdo calculados da seguinte forma: Tamanho do diretério de log do
host ( (tamanho maximo de DB LDF x taxa de alteragéo diaria de log %) x (retencao de snapshot) + (1 - LUN
overhead space %) a féormula de dimensionamento do diretério de log do host assume um espaco de
sobrecarga de LUN de 10%

Coloque o diretdrio de log em um volume dedicado ou LUN. A quantidade de dados no diretério de log do host
depende do tamanho dos backups e do numero de dias em que os backups sdo mantidos. O SnapCenter
permite apenas um diretdrio de log de host por host do SQL Server. Vocé pode configurar os diretérios de log
do host em SnapCenter -— Host -— Configurar Plug-in.



A NetApp recomenda o seguinte para um diretério de log do host:

« Certifique-se de que o diretdrio de log do host ndo é compartilhado por nenhum outro tipo
de dados que possa potencialmente corromper os dados instantaneos do backup.

* Nao coloque bancos de dados do usuario ou bancos de dados do sistema em um LUN que
hospeda pontos de montagem.

* Crie o diretorio de log do host em um volume dedicado ao qual o SnapCenter copia logs de
transacoes.

» Use os assistentes do SnapCenter para migrar bancos de dados para o storage do NetApp,
de modo que os bancos de dados sejam armazenados em locais validos, permitindo
operacgdes de backup e restauracdo bem-sucedidas do SnapCenter. Tenha em mente que o
processo de migracao é disruptivo e pode fazer com que os bancos de dados fiquem offline
enquanto a migragdo esta em andamento.

» As seguintes condigdes devem estar em vigor para instancias de cluster de failover (FCls)
do SQL Server:

o Se vocé estiver usando uma instancia de cluster de failover, o LUN do diretério de log
do host deve ser um recurso de disco de cluster no mesmo grupo de cluster que a
instancia do SQL Server que esta sendo feita backup do SnapCenter.

o Se vocé estiver usando uma instancia de cluster de failover, os bancos de dados de
usuario devem ser colocados em LUNs compartilhados que sao recursos de cluster de
disco fisico atribuidos ao grupo de cluster associado a instancia do SQL Server.

Eficiéncia de storage

A eficiéncia de storage do ONTAP é otimizada para armazenar e gerenciar dados do
SQL Server de uma forma que consome a menor quantidade de espaco de storage sem
afetar a performance.

Os recursos de eficiéncia de espago, como compressao, compactagao e deduplicagdo, foram projetados para
aumentar a quantidade de dados légicos compativeis com uma determinada quantidade de storage fisico. O
resultado s&o custos mais baixos e sobrecarga de gerenciamento.

Em um alto nivel, a compressao € um processo matematico pelo qual padrées nos dados sao detetados e
codificados de uma forma que reduz os requisitos de espago. Em contraste, a deduplicagao deteta blocos
repetidos reais de dados e remove as copias externas. A compactagao permite que varios blocos logicos de
dados compartilhem o mesmo bloco fisico na Midia.

@ Veja as seg¢des abaixo sobre provisionamento de thin para uma explicagao da interagao entre
eficiéncia de armazenamento e reserva fracionaria.

Compactacao

Antes da disponibilidade de sistemas de storage all-flash, a compactagao baseada em array era de valor
limitado porque a maioria dos workloads com uso intenso de e/S exigia um numero muito grande de fusos
para fornecer desempenho aceitavel. Os sistemas de armazenamento invariavelmente continham muito mais
capacidade do que o necessario como um efeito colateral do grande nimero de unidades. A situagdo mudou
com o aumento do armazenamento de estado solido. Nao ha mais a necessidade de superprovisionamento
vastamente de unidades puramente para obter um bom desempenho. O espago da unidade em um sistema
de armazenamento pode ser correspondente as necessidades reais de capacidade.



A maior funcionalidade de IOPS das solid-State drives (SSDs) quase sempre produz economias de custo em
comparagao com as unidades giratdrias, mas a compactacao pode gerar mais economias ao aumentar a
capacidade efetiva da Midia de estado solido.

Existem varias maneiras de compactar dados. Muitos bancos de dados incluem suas préprias capacidades de
compressao, mas isso raramente é observado em ambientes de clientes. A razédo é geralmente a penalidade
de desempenho para uma mudanga para dados compatados, além disso, com alguns aplicativos, ha altos
custos de licenciamento para compactagao no nivel do banco de dados. Finalmente, ha as consequéncias
gerais de desempenho para as operagdes do banco de dados. Faz pouco sentido pagar um alto custo de
licenga por CPU para uma CPU que executa compactagédo de dados e descompressédo em vez de trabalho
real de banco de dados. Uma opgéo melhor € descarregar o trabalho de compressao para o sistema de
storage.

Compressao adaptavel

A compactagao adaptavel foi totalmente testada com workloads empresariais sem efeito observado no
desempenho, mesmo em um ambiente all-flash em que a laténcia € medida em microssegundos. Alguns
clientes até relataram um aumento de desempenho com o uso de compactacéo porque os dados
permanecem compatados no cache, aumentando efetivamente a quantidade de cache disponivel em um
controlador.

O ONTAP gerencia blocos fisicos em 4KB unidades. A compactagado adaptavel usa um tamanho de bloco de
compresséao padrao de 8KB, o que significa que os dados sdo compatados em unidades 8KB. Isso
corresponde ao tamanho do bloco 8KB mais frequentemente usado por bancos de dados relacionais. Os
algoritmos de compressao tornam-se mais eficientes a medida que mais dados sdo compatados como uma
Unica unidade. Um tamanho de bloco de compresséo 32KB seria mais eficiente em termos de espaco do que
uma unidade de bloco de compresséo 8KB. Isso significa que a compactagao adaptavel usando o tamanho
padréo de bloco 8KB leva a taxas de eficiéncia ligeiramente menores, mas também ha um beneficio
significativo para o uso de um tamanho menor de bloco de compresséao. As cargas de trabalho de banco de
dados incluem uma grande quantidade de atividade de substituigdo. Substituir um 8KB de um bloco de dados
comprimido 32KB requer a leitura de todo o 32KB de dados logicos, descomprimindo-o, atualizando a regido
8KB necessaria, recomprimindo e gravando o 32KB inteiro de volta as unidades. Esta € uma operagao muito
cara para um sistema de storage e é o motivo pelo qual alguns storage arrays concorrentes baseados em
tamanhos de bloco de compressao maiores também incorrer em uma penalidade de desempenho significativa
nos workloads de banco de dados.

O tamanho do bloco usado pela compresséo adaptavel pode ser aumentado até 32KBMB. Isso
pode melhorar a eficiéncia do storage e deve ser considerado para arquivos inativos, como logs
de transacbes e arquivos de backup, quando uma quantidade substancial de tais dados ¢é

@ armazenada no array. Em algumas situagdes, os bancos de dados ativos que usam um
tamanho de bloco 16KB ou 32KB também podem se beneficiar do aumento do tamanho de
bloco da compactacéo adaptavel a corresponder. Consulte um representante da NetApp ou do
parceiro para obter orientagéo sobre se isso € apropriado para sua carga de trabalho.



Tamanhos de blocos de compactagado maiores que 8KBMB n&o devem ser usados juntamente
com a deduplicagdo em destinos de backup de streaming. A razao é que pequenas alteragdes
nos dados de backup afetam a janela de compresséo 32KB. Se a janela mudar, os dados
compatados resultantes diferem em todo o arquivo. A deduplicacdo ocorre apds a

@ compactagao, o que significa que o mecanismo de deduplicagdo vé cada backup compactado
de forma diferente. Se a deduplicagcao de backups de streaming for necessaria, somente a
compactagao adaptavel de bloco 8KB deve ser usada. A compactagao adaptavel é preferivel,
porque funciona em um tamanho de bloco menor e nao prejudica a eficiéncia da deduplicagao.
Por razdes semelhantes, a compactagcao no lado do host também interfere na eficiéncia da
deduplicacéo.

Alinhamento da compresséao

A compactacao adaptavel em um ambiente de banco de dados requer alguma consideragao do alinhamento
do bloco de compresséao. Fazer isso € apenas uma preocupacao para os dados que estao sujeitos a
substituigdes aleatodrias de blocos muito especificos. Essa abordagem é semelhante em conceito ao
alinhamento geral do sistema de arquivos, onde o inicio de um sistema de arquivos deve ser alinhado a um
limite de dispositivo 4K e o tamanho de bloco de um sistema de arquivos deve ser um multiplo de 4K.

Por exemplo, uma gravacao 8KBD em um arquivo é compactada somente se ele se alinhar com um limite
8KBD dentro do proprio sistema de arquivos. Este ponto significa que ele deve cair no primeiro 8KB do
arquivo, o segundo 8KB do arquivo, e assim por diante. A maneira mais simples de garantir o alinhamento
correto € usar o tipo de LUN correto, qualquer partigdo criada deve ter um deslocamento desde o inicio do
dispositivo que € um multiplo de 8K, e usar um tamanho de bloco de sistema de arquivos que € um multiplo do
tamanho do bloco de banco de dados.

Dados como backups ou logs de transac¢des sao operagdes sequencialmente escritas que abrangem varios
blocos, todos eles compatados. Portanto, ndo ha necessidade de considerar o alinhamento. O Unico padrao
de e/S de preocupacao € as substituicdes aleatdrias de arquivos.

Compactacao de dados

A compactacao de dados € uma tecnologia que melhora a eficiéncia da compressao. Como dito
anteriormente, a compactacao adaptavel por si s6 pode proporcionar, na melhor das hipéteses, economias de
2:1x porque esta limitada a armazenar uma e/S de 8KBx em um bloco de 4KB WAFL. Os métodos de
compressao com tamanhos de bloco maiores proporcionam melhor eficiéncia. No entanto, eles ndo sao
adequados para dados sujeitos a pequenas substituicdes de blocos. A descompressao de 32KB unidades de
dados, a atualizagdo de uma porgao 8KB, a recompressao e a gravagao de volta nas unidades cria
sobrecarga.

A compactagao de dados funciona permitindo que varios blocos légicos sejam armazenados em blocos
fisicos. Por exemplo, um banco de dados com dados altamente compressiveis, como texto ou blocos
parcialmente completos, pode compactar de 8KB a 1KB. Sem compactagéo, 1KB PB de dados ainda
ocupariam um bloco inteiro de 4KB TB. A compactacao de dados in-line permite que 1KB TB de dados
compatados sejam armazenados em apenas 1KB TB de espaco fisico, juntamente com outros dados
compatados. Nao é uma tecnologia de compressao; é simplesmente uma maneira mais eficiente de alocar
espago nas unidades e, portanto, ndo deve criar qualquer efeito de desempenho detetavel.

O grau de poupanga obtido varia. Os dados que ja estdo compatados ou criptografados geralmente nao
podem ser mais compatados e, portanto, esses conjuntos de dados néo se beneficiam com a compactagao.
Em contraste, datafiles recém-inicializados que contém pouco mais do que metadados de bloco e zeros
compactam até 80:1.
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Eficiéncia de armazenamento sensivel a temperatura

A eficiéncia de armazenamento sensivel a temperatura (TSSE) esta disponivel no ONTAP 9.8 e posterior. Ele
depende de mapas de calor de acesso a blocos para identificar blocos acessados com pouca frequéncia e
compacta-los com maior eficiéncia.

Deduplicagao

A deduplicacéo € a remogao de tamanhos de bloco duplicados de um conjunto de dados. Por exemplo, se o
mesmo bloco 4KB existisse em 10 arquivos diferentes, a deduplicagao redirecionaria esse bloco 4KB dentro
de todos os arquivos 10 para o mesmo bloco fisico 4KB. O resultado seria uma melhoria de 10:1 na eficiéncia
para esses dados.

Dados como LUNs de inicializagdo convidado da VMware geralmente deduplicam muito bem porque
consistem em varias copias dos mesmos arquivos do sistema operacional. A eficiéncia de 100:1 e maior foi
observada.

Alguns dados nao contém dados duplicados. Por exemplo, um bloco Oracle contém um cabegalho que é
globalmente exclusivo para o banco de dados e um trailer que é quase unico. Como resultado, a deduplicagédo
de um banco de dados Oracle raramente oferece mais de 1% de economia. A deduplicagdo com bancos de
dados MS SQL é um pouco melhor, mas metadados exclusivos no nivel de bloco ainda sdo uma limitag&o.

Economia de espaco de até 15% em bancos de dados com 16KB e grandes blocos foram observadas em
alguns casos. O 4KB inicial de cada bloco contém o cabegalho globalmente exclusivo, e o ultimo bloco de 4KB
contém o trailer quase unico. Os blocos internos sdo candidatos a deduplicagéo, embora na pratica isso seja
quase inteiramente atribuido a deduplicacao de dados zerados.

Muitos arrays concorrentes afirmam a capacidade de deduplicar bancos de dados com base na presunc¢éo de
que um banco de dados é copiado varias vezes. A esse respeito, a deduplicacdo NetApp também pode ser
usada, mas o ONTAP oferece uma opgao melhor: A tecnologia NetApp FlexClone. O resultado final é o
mesmo; varias copias de um banco de dados que compartilham a maioria dos blocos fisicos subjacentes séo
criadas. Usar o FlexClone é muito mais eficiente do que ter tempo para copiar arquivos de banco de dados e,
em seguida, deduplica-los. E, na verdade, nao duplicagdo em vez de deduplicagéo, porque uma duplicata
nunca é criada em primeiro lugar.

Eficiéncia e thin Provisioning

Os recursos de eficiéncia sao formas de thin Provisioning. Por exemplo, um LUN de 100GB GB ocupando um
volume de 100GB TB pode ser compactado para 50GB TB. Ainda ndo ha economias reais realizadas porque
o volume ainda € 100GB. O volume deve primeiro ser reduzido em tamanho para que o espago guardado
possa ser utilizado noutro local do sistema. Se as alteracdes posteriores ao LUN 100GBD resultarem em
menos compressiveis os dados, o LUN crescera em tamanho e o volume podera ser preenchido.

O thin Provisioning é altamente recomendado porque pode simplificar o gerenciamento e fornecer melhorias
substanciais na capacidade utilizavel com economias de custo associadas. O motivo é simples: Os ambientes
de banco de dados geralmente incluem muito espago vazio, um grande nimero de volumes e LUNs e dados
compressiveis. O provisionamento thick resulta na reserva de espago no storage para volumes e LUNs, caso
eles se tornem 100% cheios e contenham dados 100% n&o compactaveis. E pouco provavel que isso ocorra.
O thin Provisioning permite que esse espago seja recuperado e usado em outros lugares e permite que o
gerenciamento de capacidade seja baseado no proprio sistema de storage, em vez de muitos volumes e
LUNs menores.

Alguns clientes preferem usar o provisionamento thick, seja para cargas de trabalho especificas ou,
geralmente, com base em praticas operacionais e de aquisicdo estabelecidas.
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Se um volume for provisionado de forma grossa, deve-se ter cuidado para desativar
completamente todos os recursos de eficiéncia para esse volume, incluindo descompressao e
remogao de deduplicagdo usando sis undo o comando. O volume nao deve aparecer

@ volume efficiency show na saida. Se isso acontecer, o volume ainda sera parcialmente
configurado para recursos de eficiéncia. Como resultado, as garantias de substituicao
funcionam de forma diferente, o que aumenta a chance de que a configuragéo seja
ultrapassada fazendo com que o volume fique inesperadamente sem espago, resultando em
erros de e/S do banco de dados.

Praticas recomendadas de eficiéncia

A NetApp recomenda o seguinte:

Padroes do AFF

Os volumes criados no ONTAP executados em um sistema all-flash AFF sao thin Provisioning com todos os
recursos de eficiéncia in-line habilitados. Embora os bancos de dados geralmente ndo se beneficiem da
deduplicagéo e possam incluir dados ndo compressiveis, as configuragdes padrdo sdo, no entanto,
apropriadas para quase todas as cargas de trabalho. O ONTAP foi projetado para processar com eficiéncia
todos os tipos de dados e padrdes de e/S, resultando ou ndo em economia. Os padrbes s6 devem ser
alterados se os motivos forem totalmente compreendidos e houver um beneficio para se desviar.

Recomendacgées gerais

* Se os volumes e/ou LUNs néo estiverem provisionados de forma fina, vocé devera desativar todas as
configuragdes de eficiéncia porque o uso desses recursos ndo oferece economia e a combinagéo de
provisionamento espesso com eficiéncia de espaco habilitada pode causar comportamento inesperado,
incluindo erros fora do espaco.

» Se os dados nao estiverem sujeitos a sobrescritas, como backups ou logs de transagao de banco de
dados, vocé podera obter maior eficiéncia ativando o TSSE com um periodo de resfriamento baixo.

» Alguns arquivos podem conter uma quantidade significativa de dados n&do compressiveis, por exemplo,
quando a compactacéao ja esta ativada no nivel de aplicativo de arquivos sao criptografados. Se qualquer
um desses cenarios for verdadeiro, considere desativar a compactagao para permitir uma operacado mais
eficiente em outros volumes que contenham dados compressiveis.

* Nao use a compactacéao e a deduplicagdo do 32KB com backups de bancos de dados. Consulte a secgao
Compressao adaptavel para obter detalhes.

Compactacao de banco de dados

O préprio SQL Server também tem recursos para compactar e gerenciar dados de forma eficiente. O SQL
Server atualmente suporta dois tipos de compactacao de dados: Compactacao de linha e compactacéao de
pagina.

A compresséo de linha altera o formato de armazenamento de dados. Por exemplo, ele muda inteiros e
decimais para o formato de comprimento variavel em vez de seu formato de comprimento fixo nativo. Ele
também muda strings de carateres de comprimento fixo para o formato de comprimento variavel, eliminando
espacos em branco. A compressao de pagina implementa a compresséo de linha e duas outras estratégias de
compressao (compressao de prefixo e compressao de dicionario). Pode encontrar mais detalhes sobre a
compresséao de paginas "Implementacao da compressao de paginas"no .

Atualmente, a compactacao de dados € suportada nas edigdes Enterprise, Developer e Evaluation do SQL
Server 2008 e posterior. Embora a compactacao possa ser executada pelo proprio banco de dados, isso

12


https://learn.microsoft.com/en-us/sql/relational-databases/data-compression/page-compression-implementation?view=sql-server-ver16&redirectedfrom=MSDN

raramente & observado em um ambiente SQL Server.
Aqui estdo a recomendacgao para gerenciar espago para arquivos de dados do SQL Server

+ Use thin Provisioning em ambientes SQL Server para melhorar a utilizacdo de espago e reduzir os
requisitos gerais de armazenamento quando a funcionalidade de garantia de espaco é usada.

o Use o crescimento automatico para as configuragdes de implantagdo mais comuns porque o
administrador de storage precisa monitorar o uso de espago no agregado.

* Nao ative a deduplicacdo em nenhum volume no FAS que contenha arquivos de dados do SQL Server, a
menos que o volume contenha varias copias dos mesmos dados, como restaurar banco de dados de
backups para um unico volume.

Exigéncia de espaco

A recuperacao de espaco pode ser iniciada periodicamente para recuperar espago n&o utilizado em um LUN.
Com o SnapCenter, vocé pode usar o seguinte comando do PowerShell para iniciar a recuperagéo de espago.

Invoke-SdHostVolumeSpaceReclaim -Path drive path

Se vocé precisar executar a recuperacao de espaco, esse processo deve ser executado durante periodos de
baixa atividade, pois inicialmente consome ciclos no host.

Protecao de dados

As estratégias de backup de banco de dados devem ser baseadas em requisitos de
negocios identificados, ndo em recursos tedricos. Ao combinar a tecnologia Snapshot da
ONTAP e aproveitar as APl do Microsoft SQL Server, vocé pode rapidamente fazer
backup consistente de aplicativos, independentemente do tamanho dos bancos de dados
do usuario. Para requisitos de gerenciamento de dados mais avangados ou com
escalabilidade horizontal, a NetApp oferece SnapCenter.

SnapCenter

O SnapCenter é o software de protecdo de dados da NetApp para aplicagdes empresariais. Os bancos de
dados do SQL Server podem ser protegidos rapida e facilmente com o plug-in do SnapCenter para SQL
Server e com operagdes do SO gerenciadas pelo plug-in do SnapCenter para Microsoft Windows.

Ainstancia do SQL Server pode ser uma configuragéo autdnoma, uma instancia de cluster de failover ou pode
estar sempre no grupo de disponibilidade. O resultado € que, a partir de um painel Unico, os bancos de dados
podem ser protegidos, clonados e restaurados da copia primaria ou secundaria. O SnapCenter pode gerenciar
bancos de dados do SQL Server tanto no local, na nuvem e configuragdes hibridas. Copias de banco de
dados também podem ser criadas em poucos minutos no host original ou alternativo para desenvolvimento ou
para fins de geragao de relatorios.

O SQL Server também requer coordenagéo entre o sistema operacional e o armazenamento para garantir que
os dados corretos estejam presentes em snapshots no momento da criagdo. Na maioria dos casos, o0 unico
meétodo seguro para fazer isso € com SnapCenter ou T-SQL. Os instantaneos criados sem essa coordenagao
adicional podem nao ser recuperaveis de forma confiavel.

Para obter mais detalhes sobre o plug-in do SQL Server para SnapCenter, "TR-4714: Guia de praticas
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recomendadas para SQL Server usando NetApp SnapCenter"consulte .

Protecdo de banco de dados usando snapshots T-SQL

No SQL Server 2022, a Microsoft introduziu snapshots T-SQL que oferece um caminho para a execugao de
scripts e automacao de operacgdes de backups. Em vez de executar cépias de tamanho completo, vocé pode
preparar o banco de dados para snapshots. Depois que 0 banco de dados estiver pronto para backup, vocé
podera aproveitar as APIs REST do ONTAP para criar snapshots.

O seguinte € um exemplo de fluxo de trabalho de backup:

1. Congelar um banco de dados com comando ALTER. Ele prepara o banco de dados para um snapshot
consistente no storage subjacente. Apds o congelamento, vocé pode descongelar o banco de dados e
gravar o instantdneo com o comando BACKUP.

2. Execute snapshots de varios bancos de dados nos volumes de storage simultaneamente com os novos
comandos DO GRUPO DE backup e DO SERVIDOR DE BACKUP.

3. Execute backups COMPLETOS ou backups COMPLETOS Copy_ONLY. Esses backups também s&o
gravados em msdb.

4. Execute recuperagao pontual usando backups de log feitos com a abordagem de streaming normal apés o
backup COMPLETO do snapshot. Backups diferenciais de streaming também s&o suportados, se
desejado.

Para saber mais, "Documentacao da Microsoft para saber sobre os snapshots T-SQL"consulte .

A NetApp recomenda usar o SnapCenter para criar copias Snapshot. O método T-SQL

descrito acima também funciona, mas o SnapCenter oferece automagao completa no processo
de backup, restauragao e clonagem. Ele também executa a descoberta para garantir que os
snapshots corretos estejam sendo criados. Ndo é necessaria pré-configuragao.

Grupo de disponibilidade do SQL Server com SnapCenter

O SnapCenter suporta backup do banco de dados do grupo de disponibilidade do SQL
Server configurado com cluster de failover do Windows.

O plugin SnapCenter para Microsoft SQL Server deve ser instalado em todos os nés do cluster de failover de
servidor Windows. Consulte os "documentacao"pré-requisitos e as etapas para configurar os plugins do
SnapCenter.

O SnapCenter descobre que todos os bancos de dados, instancias e grupos de disponibilidade em hosts e
recursos do Windows s&o enumerados na pagina de recursos do SnapCenter.

Protecao de bancos de dados no grupo disponibilidade sempre ativa

Bancos de dados no grupo disponibilidade podem ser protegidos de varias maneiras.

» Backup no nivel do banco de dados: Selecione o banco de dados de disponibilidade para a pagina de
recursos do banco de dados, adicione a politica que consiste em backup completo/log, programe o
backup. O SnapCenter toma o backup independentemente da fungéo de banco de dados, seja uma
réplica primaria ou uma réplica secundaria. A protecdo também pode ser configurada adicionando bancos
de dados ao grupo de recursos.

» Backup em nivel de instancia: Selecione a instancia e todos os bancos de dados em execucédo na
instancia sédo protegidos com base na politica selecionada. Todos os bancos de dados, incluindo o banco

14


https://www.netapp.com/pdf.html?item=/media/12400-tr4714.pdf
https://learn.microsoft.com/en-us/sql/relational-databases/databases/create-a-database-snapshot-transact-sql?view=sql-server-ver16
https://docs.netapp.com/us-en/snapcenter/protect-scsql/concept_prerequisites_for_using_snapcenter_plug_in_for_microsoft_sql_server.html

de dados de disponibilidade em execugao como réplica primaria ou secundaria, sdo copiados usando o
SnapCenter. A protegdo também pode ser configurada adicionando instancia ao grupo de recursos.

« Backup em nivel de grupo de disponibilidade: Ao configurar a politica, o SnapCenter tem uma opcgéo
avancgada para backup em nivel de grupo de disponibilidade. A configuragao do grupo de disponibilidade
na politica permite que os usuarios selecionem a preferéncia de réplica para backup. Vocé pode
selecionar a réplica primaria, secundaria ou todas elas. A opgao padrao é baseada na réplica de backup
definida na configuragao do grupo de disponibilidade do SQL Server.

A configuragéo de grupo de disponibilidade na politica SnapCenter sera aplicada somente se o backup em
nivel de grupo de disponibilidade for usado para proteger bancos de dados de grupos de disponibilidade e ndo
se aplicar ao backup em nivel de banco de dados ou instancia.

A NetApp recomenda para usar o backup em nivel de disponibilidade para fazer backup em
todas as réplicas em execugéo no armazenamento NetApp ONTAP.

Configurando o backup de log no SnapCenter

Se o grupo de disponibilidade estiver configurado na configuragdo auténoma do SQL Server, um disco
dedicado devera ser montado em cada n6 de um cluster de failover de servidor Windows. O disco dedicado
deve ser usado para configurar o diretério de log para salvar backups de log de transacoes.

Se o grupo de disponibilidade estiver configurado no cluster de failover do SQL Server, o disco em cluster
deve ser criado na instancia de cluster de failover do SQL Server para o diretério de log do host.

Restaurar banco de dados na configuragédo do grupo de disponibilidade com o SnapCenter

* O SnapCenter fornece a opcao Reseed para recuperar automaticamente o banco de dados do snapshot
mais recente disponivel na réplica secundaria. A operacédo Reseed restaurara e juntard automaticamente
0 backup do banco de dados ao grupo de disponibilidade.

* A maneira alternativa de restaurar o banco de dados de réplica no grupo de disponibilidade é quebrando o
grupo de disponibilidade e executando a restauracéo completa e de log. Use o SnapCenter para restaurar
0 banco de dados no modo norecovery e, em seguida, use o estudio de gerenciamento do SQL Server ou
T-SQL para ingressar no banco de dados de volta ao grupo de disponibilidade.

» Para recuperar apenas um subconjunto de dados, o recurso clone do SnapCenter pode ser usado para
criar uma copia clone do banco de dados. A copia do banco de dados é criada em poucos minutos usando
o SnapCenter e, em seguida, exporte os dados para a réplica primaria usando ferramentas nativas do
SQL Server.

Para obter as praticas recomendadas de configuragdo do layout de storage de banco de dados para atender
aos requisitos de rto e RPO, "TR-4714 melhores praticas para Microsoft SQL Server usando NetApp
SnapCenter"consulte .

@ O SnapCenter nao oferece suporte ao grupo de disponibilidade distribuida e ao grupo de
disponibilidade contida.

Recuperacao de desastres

Recuperacao de desastres

Bancos de dados empresariais e infraestruturas de aplicagées geralmente exigem
replicagcao para proteger contra desastres naturais ou interrupgdes inesperadas dos
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negocios com o minimo de tempo de inatividade.

O recurso de replicagao de grupo de disponibilidade continua do SQL Server pode ser uma excelente opgao,
e o NetApp oferece opgdes para integrar a protegdo de dados sempre ativa. Em alguns casos, no entanto,
vocé pode querer considerar a tecnologia de replicagdo do ONTAP. Existem trés opgdes basicas.

SnapMirror

A tecnologia SnapMirror oferece uma solucéo empresarial rapida e flexivel para replicagédo de dados em LANs
e WANSs. A tecnologia SnapMirror transfere apenas blocos de dados alterados para o destino apés a criagéo
do espelhamento inicial, reduzindo significativamente os requisitos de largura de banda da rede. Ele pode ser
configurado em modo sincrono ou assincrono.

Sincronizagao ativa do NetApp MetroCluster e do SnapMirror

Para muitos clientes, a recuperagao de desastres requer mais do que apenas a posse de uma copia remota
de dados. Para isso, ela exige a capacidade de usar esses dados rapidamente. A NetApp oferece duas
tecnologias que atendem a essa necessidade: MetroCluster e SnapMirror ative Sync

O MetroCluster se refere ao ONTAP em uma configuragédo de hardware que inclui armazenamento de baixo
nivel espelhado e varios recursos adicionais. Solugdes integradas, como o MetroCluster, simplificam as
infraestruturas de virtualizagao, aplicagées e banco de dados complicadas e com escalabilidade horizontal
atuais. Ele substitui varios produtos e estratégias de protegdo de dados externos por um storage array simples
e central. Ele também fornece backup integrado, recuperagéo, recuperacao de desastres e alta
disponibilidade (HA) em um Unico sistema de storage em cluster.

A sincronizagéao ativa do SnapMirror é baseada no SnapMirror sincrono. Com o MetroCluster, cada
controlador ONTAP é responsavel por replicar os dados da unidade para um local remoto. Com o SnapMirror
active Sync, vocé tem essencialmente dois sistemas ONTAP diferentes que mantém copias independentes
dos seus dados LUN, mas cooperam para apresentar uma unica instancia desse LUN. Do ponto de vista do
host, € uma unica entidade LUN.

Comparagao de SM-as e MCC

O SM-as e o MetroCluster sdo semelhantes na funcionalidade geral, mas ha diferengas importantes na
maneira como a replicagdo RPO-0 foi implementada e como ela € gerenciada. O SnapMirror assincrono e
sincrono também pode ser usado como parte de um plano de recuperagéo de desastres, mas nao foram
desenvolvidos como tecnologias de repliacao de HA.

» Uma configuracao do MetroCluster € mais como um cluster integrado com nds distribuidos entre locais. O
SM-as se comporta como dois clusters independentes que estdo cooperando no fornecimento de LUNs
replicados de forma sincrona RPO igual a 0.

* Os dados em uma configuragdo do MetroCluster s6 podem ser acessados de um determinado site a
qualquer momento. Uma segunda copia dos dados esta presente no site oposto, mas os dados sao
passivos. Ele ndo pode ser acessado sem um failover do sistema de storage.

* O espelhamento de desempenho MetroCluster e SM-as ocorre em niveis diferentes. O espelhamento
MetroCluster é executado na camada RAID. Os dados de baixo nivel sdo armazenados em um formato
espelhado usando SyncMirror. O uso do espelhamento é praticamente invisivel nas camadas de LUN,
volume e protocolo.

* Em contraste, o espelhamento SM-as ocorre na camada de protocolo. Os dois clusters sao, no geral,
clusters independentes. Depois que as duas copias dos dados estiverem sincronizadas, os dois clusters
so precisam espelhar gravagdes. Quando ocorre uma gravagao em um cluster, ela é replicada para o
outro cluster. A gravagao so é reconhecida para o host quando a gravacgéo for concluida em ambos os
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sites. Além desse comportamento de divisdo de protocolo, os dois clusters sao, de outra forma, clusters
ONTAP normais.

« Afuncgéo principal do MetroCluster é a replicagdo em grande escala. E possivel replicar um array inteiro
com RPO igual a 0 e rto quase zero. Isso simplifica o processo de failover porque ha apenas uma "coisa"
a fazer failover e é dimensionado extremamente bem em termos de capacidade e IOPS.

+ Um dos principais casos de uso para SM-as é a replicacdo granular. As vezes, vocé ndo quer replicar
todos os dados como uma unica unidade ou precisa ser capaz de falhar seletivamente em determinados
workloads.

Outro importante caso de uso para SM-as é para operagdes ativas-ativas, em que vocé deseja que copias
totalmente utilizaveis de dados estejam disponiveis em dois clusters diferentes localizados em dois locais
diferentes com caracteristicas de desempenho idénticas e, se desejado, nao € necessario estender a SAN
entre locais. Vocé pode ter suas aplicagdes ja em execugao em ambos os locais, o que reduz o rto geral
durante operacdes de failover.

SnapMirror
Veja a seguir as recomendagdes do SnapMirror para SQL Server:

* Se 0 SMB for usado, o0 SVM de destino deve ser membro do mesmo dominio do ative Directory do qual o
SVM de origem € membro, de modo que as listas de controle de acesso (ACLs) armazenadas em
arquivos nas ndo sejam quebradas durante a recuperagcdo de um desastre.

* Nao é necessario usar nomes de volume de destino iguais aos nomes de volume de origem, mas pode
tornar o processo de montagem de volumes de destino no destino mais simples de gerenciar. Se o SMB
for usado, vocé deve tornar o namespace nas de destino idéntico em caminhos e estrutura de diretorio
para o namespace de origem.

 Para fins de consisténcia, ndo programe atualizagdes do SnapMirror a partir dos controladores. Em vez
disso, ative as atualizagbes do SnapMirror do SnapCenter para atualizar o SnapMirror ap6s a concluséo
da copia de seguranca completa ou de registo.

* Distribua volumes que contém dados do SQL Server entre diferentes nés do cluster para permitir que
todos os nos do cluster compartilhem a atividade de replicacdo do SnapMirror. Essa distribuicao otimiza o
uso de recursos de nos.

» Usar a replicagao sincrona, onde a demanda por recuperacdo rapida de dados € mais alta e solugdes
assincronas para flexibilidade no RPO.

Para obter mais informagées sobre o SnapMirror, "TR-4015: Guia de praticas recomendadas e configuragcao
do SnapMirror para ONTAP 9"consulte .

MetroCluster

Arquitetura

A implantagcédo do Microsoft SQL Server com ambiente MetroCluster requer alguma
explicagao do design fisico de um sistema MetroCluster.

O MetroCluster espelha de forma sincrona os dados e a configuracao entre dois clusters ONTAP em locais
separados ou dominios de falha. O MetroCluster fornece storage disponivel continuamente para aplicagoes,

gerenciando automaticamente dois objetivos:

* Objetivo do ponto de restauragao zero (RPO) espelhando de forma sincrona os dados gravados no
cluster.

17


https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf

* Objetivo de tempo de recuperacao quase zero (rto) espelhando a configuragado e automatizando o acesso
aos dados no segundo local.

O MetroCluster oferece simplicidade com o espelhamento automatico de dados e a configuragao entre os dois
clusters independentes localizados nos dois locais. A medida que o storage é provisionado em um cluster, ele
€ espelhado automaticamente para o segundo cluster no segundo local. O NetApp SyncMirror fornece uma
copia completa de todos os dados com RPO zero. Isso significa que workloads de um local podem alternar a
qualquer momento para o local oposto e continuar fornecendo dados sem perda de dados. O MetroCluster
gerencia o processo de switchover fornecendo acesso a dados provisionados por SAN e nas no segundo
local. O design do MetroCluster como uma solugao validada contém dimensionamento e configuragao que
permitem que um switchover seja executado dentro dos periodos de tempo limite do protocolo ou antes
(geralmente menos de 120 segundos). Isso resulta em um RPO quase zero e as aplicagdes podem continuar
acessando os dados sem incorrer em falhas. O MetroCluster esta disponivel em varias variagdes definidas
pela malha de storage de back-end.

O MetroCluster pode ser usado em 3 configuragées diferentes

» Pares HA com conetividade IP
» Pares DE HA com conectividade FC

» Controladora Unica com conectividade FC

O termo 'conetividade' refere-se a conexao de cluster usada para replicagao entre sites. Nao se

@ refere aos protocolos de host. Todos os protocolos do lado do host sdo suportados como de
costume em uma configuragdo MetroCluster, independentemente do tipo de conexao usada
para comunicacao entre clusters.

IP MetroCluster

A configuragédo MetroCluster IP de par de HA usa dois ou quatro nds por local. Essa op¢ao de configuragao
aumenta a complexidade e os custos em relagdo a opg¢ao de dois nés, mas oferece um beneficio importante:
A redundancia intrasite. Uma simples falha do controlador ndo requer acesso aos dados na WAN. O acesso
aos dados permanece local por meio do controlador local alternativo.

A maioria dos clientes esta escolhendo a conetividade IP porque os requisitos de infraestrutura sdo mais
simples. No passado, a conetividade entre locais de alta velocidade era geralmente mais facil de provisionar
usando switches FC e fibra escura, mas hoje em dia os circuitos IP de baixa laténcia e alta velocidade estéao
mais prontamente disponiveis.

A arquitetura também é mais simples porque as Unicas conexdes entre locais sdo para os controladores. No
Metroclusters FC SAN conetados, um controlador grava diretamente nas unidades no local oposto e, portanto,
requer conexodes, switches e bridges SAN adicionais. Em contraste, um controlador em uma configuragao IP
grava nas unidades opostas através do controlador.

Para obter informacgdes adicionais, consulte a documentagao oficial do ONTAP e "Arquitetura e design da
solucao IP da MetroCluster".
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MetroCluster conectados a FC de par HA SAN

A configuracéo de MetroCluster FC de par de HA usa dois ou quatro nés por local. Essa op¢ao de

configuragdo aumenta a complexidade e os custos em relagéo a opgao de dois nés, mas oferece um beneficio
importante: A redundancia intrasite. Uma simples falha do controlador ndo requer acesso aos dados na WAN.

O acesso aos dados permanece local por meio do controlador local alternativo.
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Algumas infraestruturas multisite ndo foram desenvolvidas para operagoes ativas-ativas, mas séo usadas
mais como local principal e local de recuperagao de desastres. Nesta situagao, uma opgao MetroCluster de
par de HA é geralmente preferivel pelas seguintes razdes:

« Embora um cluster de dois n6s MetroCluster seja um sistema de HA, a falha inesperada de uma

controladora ou a manutencgao planejada exige que os servigos de dados fiquem online no local oposto.
Se a conetividade de rede entre locais nao puder suportar a largura de banda necessaria, o desempenho
€ afetado. A Unica opgéao seria também falhar sobre os varios sistemas operacionais host e servigos
associados ao site alternativo. O cluster de MetroCluster de par de HA elimina esse problema porque a
perda de uma controladora resulta em failover simples no mesmo local.

» Algumas topologias de rede n&o sao projetadas para acesso entre sites, mas usam sub-redes diferentes
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ou SANs FC isoladas. Nesses casos, o cluster MetroCluster de dois n6s néo funciona mais como um
sistema de HA porque o controlador alternativo ndo pode fornecer dados aos servidores no local oposto. A
opgao MetroCluster de par de HA é necessaria para fornecer redundancia completa.

Se uma infraestrutura de dois locais for vista como uma unica infraestrutura altamente disponivel, a
configuragao de dois nés do MetroCluster sera adequada. No entanto, se o sistema precisar funcionar por
um longo periodo de tempo apoés a falha do local, é preferivel usar um par de HA porque ele continua
fornecendo HA em um unico local.



MetroCluster com conexao SAN FC de dois nés

A configuragéo do MetroCluster de dois nds usa apenas um né por local. Esse design € mais simples do que a
opgéao de par de HA, pois ha menos componentes para configurar e manter. Ele também reduziu as
demandas de infraestrutura em termos de cabeamento e switch FC. Finalmente, reduz custos.
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O impactos 6bvio desse projeto € que a falha do controlador em um unico local significa que os dados estédo
disponiveis no local oposto. Esta restricdo ndo é necessariamente um problema. Muitas empresas tém
operagoes de data center multisite com redes estendidas, de alta velocidade e baixa laténcia, que funcionam
essencialmente como uma Unica infraestrutura. Nesses casos, a versao de dois nds do MetroCluster é a
configuragéo preferida. Sistemas de dois nds sdo usados atualmente em escala de petabyte por varios
provedores de servicos.

Recursos de resiliéncia do MetroCluster

N&o ha pontos unicos de falha em uma solugdo MetroCluster:
« Cada controladora tem dois caminhos independentes para os compartimentos de unidades no local.
» Cada controladora tem dois caminhos independentes para o shelves de unidades no local remoto.

» Cada controlador tem dois caminhos independentes para os controladores no local oposto.

* Na configuragao de par de HA, cada controladora tem dois caminhos para seu parceiro local.
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Em resumo, qualquer componente na configuragéo pode ser removido sem comprometer a capacidade do
MetroCluster de fornecer dados. A Unica diferenga em termos de resiliéncia entre as duas opgdes € que a
versao do par de HA ainda é um sistema de storage de HA geral apés uma falha do local.

SyncMirror

A protecao do SQL Server com MetroCluster € baseada no SyncMirror, que oferece uma tecnologia de
espelhamento sincrono com escalabilidade horizontal e alta performance.

Protegédo de dados com o SyncMirror

No nivel mais simples, a replicagdo sincrona significa que qualquer alteragao deve ser feita em ambos os
lados do storage espelhado antes que seja reconhecida. Por exemplo, se um banco de dados estiver
escrevendo um log ou se um convidado VMware estiver sendo corrigido, uma gravagao nunca deve ser
perdida. Como um nivel de protocolo, o sistema de storage ndo deve reconhecer a gravacgéao até que ela
tenha sido comprometida com a Midia nao volatil em ambos os locais. S6 entéo é seguro prosseguir sem o
risco de perda de dados.

O uso de uma tecnologia de replicagao sincrona € a primeira etapa no projeto e gerenciamento de uma
solucao de replicacao sincrona. A consideracdo mais importante é entender o que poderia acontecer durante
varios cenarios de falha planejados e ndo planejados. Nem todas as solugdes de replicagdo sincrona
oferecem os mesmos recursos. Se vocé precisa de uma solugao que fornega um objetivo de ponto de
restauragéo (RPO) zero, o que significa perda de dados zero, é necessario considerar todos os cenarios de
falha. Em particular, qual é o resultado esperado quando a replicagéo € impossivel devido a perda de
conetividade entre sites?

Disponibilidade de dados do SyncMirror

A replicagcao do MetroCluster é baseada na tecnologia NetApp SyncMirror, projetada para entrar e sair do
modo sincrono com eficiéncia. Essa funcionalidade atende aos requisitos dos clientes que exigem replicagao
sincrona, mas que também precisam de alta disponibilidade para seus servigos de dados. Por exemplo, se a
conetividade a um local remoto for cortada, geralmente € preferivel que o sistema de armazenamento
continue operando em um estado nao replicado.

Muitas solugdes de replicacao sincrona s6 séo capazes de operar no modo sincrono. Esse tipo de replicacao
tudo ou nada é as vezes chamado de modo domino. Esses sistemas de storage param de fornecer dados em
vez de permitir que copias locais e remotas dos dados fiquem n&o sincronizadas. Se a replicacao for violada a
forga, a ressincronizagao pode ser extremamente demorada e pode deixar um cliente exposto a perda
completa de dados durante o tempo em que o espelhamento é restabelecido.

O SyncMirror ndo s6 pode alternar facilmente do modo sincrono se o local remoto nao estiver acessivel, como
também pode sincronizar rapidamente para um estado RPO de 0 quando a conetividade é restaurada. A copia
obsoleta dos dados no local remoto também pode ser preservada em um estado utilizavel durante a
ressincronizagao, o que garante que coépias locais e remotas dos dados existam em todos os momentos.

Quando o modo domino é necessario, o NetApp oferece SnapMirror Synchronous (SM-S). Op¢des de nivel de
aplicativo também existem, como o Oracle DataGuard ou o SQL Server Always On Availability Groups. O

espelhamento de disco no nivel DO SO pode ser uma opg¢ao. Consulte sua equipe de conta do NetApp ou do
parceiro para obter informacgdes e opgdes adicionais.

SQL Server com MetroCluster

Uma opgao para proteger bancos de dados SQL Server com RPO zero é o MetroCluster.
O MetroCluster € uma tecnologia de replicacao simples e de alta performance RPO igual
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a 0 que permite replicar facilmente toda uma infraestrutura nos locais.

O SQL Server pode escalar até milhares de bancos de dados em um unico sistema MetroCluster. Pode haver
instancias autbnomas do SQL Server ou instancias de cluster de failover, o sistema MetroCluster nao
necessariamente adiciona ou altera quaisquer praticas recomendadas para gerenciar um banco de dados.

Uma explicacdo completa do MetroCluster esta além do escopo deste documento, mas os principios séo
simples. O MetroCluster pode fornecer uma solugao de replicagédo RPO igual a 0 com failover rapido. O que
vocé constrdi sobre essa base depende de suas necessidades.

Por exemplo, um procedimento basico de DR rapido apos perda subita do local pode usar as seguintes etapas
basicas:

» Forgcar um switchover do MetroCluster
* Realizar descoberta de LUNs FC/iSCSI (somente SAN)
* Montar sistemas de arquivos

* Inicie o SQL Services

O principal requisito dessa abordagem é um sistema operacional em execugéao no local remoto. Ele deve ser
pré-configurado com a configuragdo do SQL Server e deve ser atualizado com versao de compilagao
equivalente. Os bancos de dados do sistema do SQL Server também podem ser espelhados para o local
remoto e montados se um desastre for declarado.

Se os volumes, sistemas de arquivos e bancos de dados virtualizados que hospedam bancos de dados nao
estiverem em uso no local de recuperagao de desastres antes do switchover, ndo ha nenhum requisito para
definir dr-force-nvfail os volumes associados.

Sincronizagao ativa do SnapMirror
Visao geral

O SnapMirror active Sync permite que bancos de dados e aplica¢des individuais do SQL
Server continuem as operagdes durante interrupgdes de storage e rede, com failover
transparente de storage sem qualquer intervencao manual.

Iniciando o ONTAP 9.15,1, o SnapMirror ative Sync suporta arquitetura ativa-ativa simétrica, além da
configuragcédo assimétrica existente. A funcionalidade ativo-ativo simétrica fornece replicagéo bidirecional
sincrona para continuidade dos negocios e recuperacao de desastres. Ele ajuda vocé a proteger o acesso a
dados para workloads SAN criticos com acesso de leitura e gravagao simultdneos a dados em varios
dominios de falha, garantindo operagdes ininterruptas € minimizando o tempo de inatividade durante
desastres ou falhas do sistema.

Os hosts do SQL Server acessam o storage usando Fibre Channel (FC) ou iSCSI LUNs. Replicagéo entre
cada cluster que hospeda uma copia dos dados replicados. Como esse recurso € replicagao no nivel de
armazenamento, as instancias do SQL Server executadas em instancias de cluster de host ou failover
independentes podem executar operagdes de leitura/gravacéo em cluster. Para obter informagdes sobre as
etapas de Planejamento e configuragao, "Documentagéo do ONTAP na sincronizagao ativa do
SnapMirror'consulte .

Arquitetura de sincronizagao ativa do SnapMirror com ativo-ativo simétrico
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Replicagao sincrona

Em operagéo normal, cada copia € uma réplica sincrona RPO/0 em todos os momentos, com uma excegao.
Se os dados nao puderem ser replicados, o ONTAP cumprira o requisito de replicar dados e retomar a
distribuicido de I/o em um local, enquanto os LUNs no outro local ficam offline.

Hardware de armazenamento

Ao contrario de outras solugdes de recuperagao de desastres de storage, o SnapMirror active Sync oferece
flexibilidade assimétrica de plataforma. O hardware em cada local ndo precisa ser idéntico. Esse recurso
permite dimensionar corretamente o hardware usado para suportar a sincronizagao ativa do SnapMirror. O
sistema de storage remoto pode ser idéntico ao local principal se precisar dar suporte a uma carga de trabalho
de producao completa, mas se um desastre resultar em e/S reduzida, do que um sistema menor no local
remoto pode ser mais econémico.

Mediador ONTAP

O Mediador ONTAP é um aplicativo de software que é baixado do suporte do NetApp e normalmente é
implantado em uma pequena maquina virtual. O Mediador ONTAP n&o é um tiebreaker. E um canal de
comunicacao alternativo para os dois clusters que participam da replicacao de sincronizacao ativa do
SnapMirror. As operagdes automatizadas sao orientadas pelo ONTAP com base nas respostas recebidas do
parceiro por meio de conexdes diretas e por meio do mediador.

Mediador do ONTAP

O Mediator é necessario para automatizar com segurancga o failover. Idealmente, ele
seria colocado em um local 3rd independente, mas ainda pode funcionar para a maioria
das necessidades se colocasse em um dos clusters que participam da replicacao.
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O mediador nado é propriamente um desempate, embora essa seja efetivamente a fungdo que desempenha. O
mediador ajuda a determinar o estado dos nds do cluster e auxilia no processo de comutagdo automatica em
caso de falha de um dos sites. O Mediator néo transfere dados sob nenhuma circunstancia.
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O desafio n° 1 com failover automatizado é o problema de split-brain, e esse problema surge se os dois locais
perderem a conetividade entre si. O que deve acontecer? Vocé ndo quer que dois sites diferentes se
designem como as copias sobreviventes dos dados, mas como um unico site pode dizer a diferenga entre a
perda real do site oposto e a incapacidade de se comunicar com o site oposto?
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E aqui que o mediador entra na imagem. Se for colocado em um site 3rd e cada site tiver uma conexao de
rede separada com esse site, entdo vocé tera um caminho adicional para cada site validar a integridade do
outro. Olhe para a imagem acima novamente e considere os seguintes cenarios.

* O que acontece se o mediador falhar ou néo estiver acessivel a partir de um ou de ambos os sites?

> Os dois clusters ainda podem se comunicar entre si pelo mesmo link usado para servigos de
replicagao.

> Os dados ainda sao servidos com protegdo RPO igual a 0
* O que acontece se o Site A falhar?
> O local B vera ambos os canais de comunicag¢ao diminuirem.
> O local B assumira os servigos de dados, mas sem o espelhamento RPO igual a 0
* O que acontece se o local B falhar?
o O local A vera ambos os canais de comunicag¢ao diminuirem.
> O local A assumira os servigos de dados, mas sem o espelhamento do RPO igual a 0

Ha um outro cenario a considerar: Perda do link de replicagdo de dados. Se o link de replicagdo entre locais
for perdido, o espelhamento RPO 0 obviamente sera impossivel. O que deve acontecer entao?

Isso é controlado pelo status do site preferido. Em uma relagdo SM-as, um dos locais é secundario ao outro.
Isso nao tem efeito nas operagdes normais, e todo o acesso aos dados € simétrico, mas se a replicagao for
interrompida, o empate tera que ser quebrado para retomar as operacées. O resultado é que o local preferido
continuara as operacoes sem espelhamento, e o local secundario interrompera o processamento de e/S até
que a comunicagao de replicagcao seja restaurada.

Site preferido

O comportamento de sincronizacao ativa do SnapMirror é simétrico, com uma excecao
importante - configuragao de site preferida.

A sincronizagao ativa do SnapMirror considerara um site a "fonte" e o outro o "destino". Isso implica uma
relacdo de replicacao unidirecional, mas isso ndo se aplica ao comportamento de 10. A replicacéo é
bidirecional e simétrica, e os tempos de resposta de e/S sdo os mesmos em ambos os lados do espelho.

A source designagéo é controla o local preferido. Se o link de replicagéo for perdido, os caminhos de LUN na
copia de origem continuaréo a servir dados enquanto os caminhos de LUN na cépia de destino ficardo
indisponiveis até que a replicagao seja restabelecida e o SnapMirror reinsira um estado sincrono. Os
caminhos irdo entdo retomar a veiculagao de dados.

A configuragéo de origem/destino pode ser visualizada através do SystemManager:
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Relationships

Local destinations  Local sources
Ch o« + Downloa i . = Filte
Source Destination Palicy type
i astfeq/fsAl ifsasdfog/fsAd Synchronous
Ou na CLI:

Cluster2::> snapmirror show -destination-path jfs as2:/cg/jfsAA

Source Path: jfs asl:/cg/jfsAA
Destination Path: jfs as2:/cg/jfsAA
Relationship Type: XDP
Relationship Group Type: consistencygroup
SnapMirror Schedule: -
SnapMirror Policy Type: automated-failover-duplex
SnapMirror Policy: AutomatedFailOverDuplex
Tries Limit: -
Throttle (KB/sec): -
Mirror State: Snapmirrored
Relationship Status: InSync

O segredo é que a fonte € o SVM no cluster1. Como mencionado acima, os termos "fonte" e "destino" nao
descrevem o fluxo de dados replicados. Ambos os sites podem processar uma gravagao e replica-la para o
site oposto. Com efeito, ambos os clusters sdo fontes e destinos. O efeito de designar um cluster como uma
fonte simplesmente controla qual cluster sobrevive como um sistema de armazenamento de leitura e gravacao
se o link de replicagao for perdido.

Topologia de rede
Acesso uniforme

Rede de acesso uniforme significa que os hosts sdo capazes de acessar caminhos em
ambos os sites (ou dominios de falha dentro do mesmo site).

Um recurso importante do SM-as é a capacidade de configurar os sistemas de storage para saber onde os

hosts estéo localizados. Quando vocé mapeia os LUNs para um determinado host, vocé pode indicar se eles
sdo ou n&o proximais a um determinado sistema de armazenamento.

Definicoes de proximidade

Proximidade refere-se a uma configuragéo por cluster que indica que um determinado host WWN ou ID de
iniciador iISCSI pertence a um host local. E uma segunda etapa opcional para configurar o acesso LUN.
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O primeiro passo é a configuragao usual do igroup. Cada LUN deve ser mapeado para um grupo que
contenha as IDs WWN/iSCSI dos hosts que precisam de acesso a esse LUN. Isso controla qual host tem
access para um LUN.

A segunda etapa opcional & configurar a proximidade do host. Isso ndo controla o acesso, ele controla Priority.

Por exemplo, um host no local A pode ser configurado para acessar um LUN que é protegido pela
sincronizagao ativa do SnapMirror e, como a SAN é estendida entre sites, ha caminhos disponiveis para esse
LUN usando armazenamento no local A ou armazenamento no local B.

Sem configuragbes de proximidade, esse host usara ambos os sistemas de storage igualmente porque ambos
os sistemas de storage anunciardo caminhos ativos/otimizados. Se a laténcia da SAN e/ou a largura de banda
entre locais for limitada, isso pode nao ser desejado e vocé pode querer garantir que, durante a operagao
normal, cada host utilize preferencialmente caminhos para o sistema de armazenamento local. Isso é
configurado adicionando o ID WWN/iSCSI do host ao cluster local como um host proximal. Isso pode ser feito
na CLI ou no SystemManager.

AFF

Com um sistema AFF, os caminhos aparecerdo como mostrado abaixo quando a proximidade do host for
configurada.
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Em operagédo normal, todo o 10 € 10 local. Leituras e gravagdes sao atendidas a partir do storage array local.
E claro que o write 10 também precisara ser replicado pelo controlador local para o sistema remoto antes de
ser reconhecido, mas todas as 10 de leitura serao atendidas localmente e nao incorrerao laténcia extra ao
atravessar o link SAN entre locais.

A Unica vez que os caminhos nao otimizados serao usados é quando todos os caminhos ativos/otimizados
forem perdidos. Por exemplo, se todo o array no local perder energia, os hosts no local A ainda poderao
acessar caminhos para o array no local B e, portanto, permanecer operacionais, embora estejam com maior
laténcia.

Ha caminhos redundantes pelo cluster local que nao sdo mostrados nesses diagramas por uma questao de
simplicidade. Os sistemas de storage da ONTAP estdo HA, portanto, uma falha da controladora ndo deve
resultar em falha do local. Deve apenas resultar em uma mudanca na qual os caminhos locais sdo usados no
site afetado.

Acesso nao uniforme

A rede de acesso nao uniforme significa que cada host sé tem acesso as portas no
sistema de storage local. A SAN nao ¢ estendida entre sites (ou dominios de falha dentro
do mesmo site).
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O principal beneficio dessa abordagem é a simplicidade da SAN

uma SAN pela rede. Alguns clientes ndo tém conetividade de baixa laténcia suficiente entre locais ou ndo tém



infraestrutura para tunel do trafego SAN FC em uma rede entre locais.

A desvantagem para o acesso nao uniforme € que certos cenarios de falha, incluindo a perda do link de
replicagao, resultardo em alguns hosts perdendo acesso ao armazenamento. Os aplicativos que séo
executados como instancias unicas, como um banco de dados ndo agrupado, que inerentemente esta sendo
executado apenas em um unico host em qualquer montagem, falhardo se a conetividade de armazenamento
local for perdida. Os dados ainda seriam protegidos, mas o servidor de banco de dados nao teria mais acesso.
Ele precisaria ser reiniciado em um local remoto, de preferéncia através de um processo automatizado. Por
exemplo, o VMware HA pode detetar uma situagao de todos os caminhos em um servidor e reiniciar uma VM
em outro servidor onde os caminhos estdo disponiveis.

Em contraste, um aplicativo em cluster, como o Oracle RAC, pode fornecer um servigo que esta disponivel
simultaneamente em dois locais diferentes. Perder um site n&o significa perda do servigo do aplicativo como
um todo. As instancias ainda estao disponiveis e em execucao no local sobrevivente.

Em muitos casos, a sobrecarga de laténcia adicional de um aplicativo que acessa o storage em um link local a
local seria inaceitavel. Isso significa que a disponibilidade aprimorada de redes uniformes € minima, uma vez
que a perda de armazenamento em um local levaria a necessidade de encerrar servigos nesse local com falha
de qualquer maneira.

Ha caminhos redundantes pelo cluster local que ndo sdo mostrados nesses diagramas por uma

@ questao de simplicidade. Os sistemas de storage da ONTAP estdo HA, portanto, uma falha da
controladora néo deve resultar em falha do local. Deve apenas resultar em uma mudancga na
qual os caminhos locais séo usados no site afetado.

Visao geral

O SQL Server pode ser configurado para trabalhar com a sincronizagao ativa do
SnapMirror de varias maneiras. A resposta certa depende da conectividade de rede
disponivel, dos requisitos de RPO e dos requisitos de disponibilidade.

Instancia autonoma do SQL Server

As praticas recomendadas para layout de arquivo e configuragdo de servidor sdo as mesmas recomendadas
"SQL Server no ONTAP"na documentacéo.

Com uma configuragdo autébnoma, o SQL Server poderia estar sendo executado apenas em um site.
Presumivelmente "uniforme" o acesso seria usado.
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Com acesso uniforme, uma falha de armazenamento em qualquer um dos locais n&o interromperia as

do banco de dados. Uma falha completa do local no site que incluia o servidor do banco de dados

resultaria, naturalmente, em uma falha.

operacdes

Alguns clientes podem configurar um sistema operacional em execugao no site remoto com uma configuragao
pré-configurada do SQL Server, atualizada com uma versao de compilagdo equivalente como a da instancia
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de produgao. O failover exigiria a ativagao dessa instancia autbnoma do SQL Server no local alternativo, a
descoberta dos LUNS e a inicializacdo do banco de dados. O processo completo pode ser automatizado com
o cmdlet do Windows PowerShell, pois ndo sdo necessarias operag¢des do lado do storage.

"Nao uniforme" o acesso também poderia ser usado, mas o resultado seria uma interrupg¢ao do banco de
dados se o sistema de storage em que o servidor de banco de dados estava localizado tivesse falhado porque
0 banco de dados néo teria caminhos disponiveis para o storage. Isso ainda pode ser aceitavel em alguns
casos. O SnapMirror ative Sync ainda estaria fornecendo protegcédo de dados RPO igual a 0 e, em caso de
falha do local, a copia sobrevivente estaria ativa e pronta para retomar as operacdes usando 0 mesmo
procedimento usado com acesso uniforme, conforme descrito acima.

Um processo de failover simples e automatizado pode ser mais facilmente configurado com o uso de um host
Virtualize. Por exemplo, se os arquivos de dados do SQL Server forem replicados sincronamente para o
armazenamento secundario, juntamente com um VMDK de inicializagdo, em caso de desastre, o ambiente
completo podera ser ativado no local alternativo. Um administrador pode ativar manualmente o host no local
sobrevivente ou automatizar o processo por meio de um servico como o VMware HA.

Instancia de cluster de failover do SQL Server

As instancias de failover do SQL Server também podem ser hospedadas em um cluster de failover do
Windows executado em um servidor fisico ou servidor virtual como sistema operacional convidado. Essa
arquitetura de varios hosts oferece resiliéncia de armazenamento e instancia do SQL Server. Essa
implantagéo é util em ambientes de alta demanda que buscam processos de failover robustos, mantendo o
desempenho aprimorado. Em uma configuragéo de cluster de failover, quando um host ou storage primario é
afetado, o SQL Services sera failover para o host secundario e, ao mesmo tempo, o storage secundario estara
disponivel para servir €/S. Nenhum script de automacéao ou intervencado do administrador é necessario.

Cenarios de falha

Planejar uma arquitetura completa de aplicativos de sincronizacao ativa do SnapMirror
requer entender como o SM-as respondera em varios cenarios de failover planejados e
nao planejados.

Para os exemplos a seguir, suponha que o site A esteja configurado como o site preferido.

Perda de conetividade de replicagao

Se a replicagdo SM-as for interrompida, ndo é possivel concluir a /S de gravagao porque seria impossivel
que um cluster replique alteragdes no local oposto.

Local A (local preferido)

O resultado da falha do link de replicagéo no site preferido sera uma pausa de aproximadamente 15 segundos
no processamento de e/S de gravagao, a medida que o ONTAP tenta novamente as operagdes de gravagao
replicadas antes de determinar que o link de replicacdo € genuinamente inacessivel. Apds os 15 segundos
decorridos, o Site Um sistema retoma o processamento de e/S de leitura e escrita. Os caminhos de SAN nao
serdo alterados e os LUNs permanecerao online.

Local B

Como o local B néao ¢ o site preferido de sincronizacao ativa do SnapMirror, seus caminhos de LUN ficarao
indisponiveis apos cerca de 15 segundos.
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Falha do sistema de storage

O resultado de uma falha do sistema de armazenamento é quase idéntico ao resultado da perda do link de
replicagdo. O local sobrevivente deve experimentar uma pausa de 10 de aproximadamente 15 segundos. Uma
vez decorrido esse periodo de 15 segundos, o |0 sera retomado nesse site como de costume.

Perda do mediador

O servigo mediador ndo controla diretamente as operagdes de storage. Ele funciona como um caminho de
controle alternativo entre clusters. Ele existe principalmente para automatizar o failover sem o risco de um
cenario de divisdo cerebral. Em operagao normal, cada cluster replica alteragbes em seu parceiro, e cada
cluster pode verificar se o cluster do parceiro esta on-line e fornecendo dados. Se o link de replicagao falhar, a
replicacdo cessaria.

O motivo pelo qual um mediador é necessario para o failover automatizado seguro € porque, de outra forma,
seria impossivel que um cluster de storage pudesse determinar se a perda de comunicagao bidirecional foi o
resultado de uma interrupgao da rede ou falha real do storage.

O mediador fornece um caminho alternativo para cada cluster para verificar a integridade de seu parceiro. Os
cenarios sao os seguintes:

* Se um cluster puder entrar em Contato diretamente com seu parceiro, os servigcos de replicacao estarao
operacionais. Nenhuma acao necessaria.

» Se um site preferido ndo puder entrar em Contato diretamente com seu parceiro ou por meio do mediador,
ele assumira que ele esta realmente indisponivel ou foi isolado e que levou seus caminhos LUN off-line. O
site preferido continuara langando o estado RPO/0 e continuara processando e/S de leitura e gravagao.

* Se um site ndo preferencial nao puder entrar em Contato diretamente com seu parceiro, mas puder
contata-lo por meio do mediador, ele tomara seus caminhos off-line e aguardara o retorno da conexao de
replicagao.

» Se um site ndo preferencial ndo puder entrar em Contato com seu parceiro diretamente ou por meio de
um mediador operacional, ele assumira que o parceiro esta realmente indisponivel ou foi isolado e que
tomou seus caminhos LUN off-line. O site ndo preferencial lancara o estado RPO 0 e continuara
processando e/S de leitura e gravagao. Ele assumira o papel da fonte de replicagdo e se tornara o novo
site preferido.

Se o mediador nao estiver totalmente disponivel:

« Afalha dos servigos de replicagédo por qualquer motivo, incluindo a falha do sistema de storage ou local
nao preferido, resultara no lancamento do estado RPO/0 e no reinicio do processamento de €/S de leitura
e gravagao. O site ndo preferencial tomara seus caminhos off-line.

+ Afalha do site preferido resultara em uma falha porque o site ndo-preferido ndo sera capaz de verificar se
o site oposto esta realmente off-line e, portanto, ndo seria seguro para o site ndo-preferido retomar os
Servicos.

Restauracao de servigos

Depois que uma falha é resolvida, como restaurar a conetividade site-a-site ou ligar um sistema com falha, os
pontos de extremidade de sincronizacao ativa do SnapMirror detetardo automaticamente a presenga de uma
relagao de replicagdo com defeito e o devolverédo ao estado RPO-0. Uma vez que a replicagdo sincrona for
restabelecida, os caminhos com falha ficardo online novamente.

Em muitos casos, os aplicativos em cluster detetardo automaticamente o retorno de caminhos com falha, e

esses aplicativos também voltardo online. Em outros casos, pode ser necessaria uma analise SAN no nivel do
host ou os aplicativos podem precisar ser colocados online manualmente. Depende do aplicativo e como ele é
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configurado e, em geral, essas tarefas podem ser facilmente automatizadas. O proprio ONTAP é com
autorrecuperagao e nao deve exigir a intervengao do usuario para retomar as operagoes de storage RPO de
0.

Failover manual

Alterar o local preferido requer uma operagao simples. A e/S pausa por um segundo ou dois como autoridade
sobre os switches de comportamento de replicagédo entre clusters, mas a e/S nao ¢é afetada.
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