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VMware Site Recovery Manager com ONTAP

Recuperacao do site ao vivo da VMware com o ONTAP

O ONTAP tem sido uma solugao de armazenamento lider para o VMware vSphere e,
mais recentemente, para o Cloud Foundation, desde que o ESX foi introduzido em
datacenters modernos ha mais de duas décadas. A NetApp continua a introduzir
sistemas inovadores, como a ultima geragao da série ASA A, juntamente com recursos
como a sincronizagao ativa SnapMirror . Esses avangos simplificam o gerenciamento,
aumentam a resiliéncia e reduzem o custo total de propriedade (TCO) da sua
infraestrutura de TI.

Este documento apresenta a solugdo ONTAP para VMware Live Site Recovery (VLSR), anteriormente
conhecido como Site Recovery Manager (SRM), o software de recuperagéo de desastres (DR) lider do setor
da VMware, incluindo as informacbes mais recentes sobre o produto e as melhores praticas para otimizar a
implantagao, reduzir riscos e simplificar o gerenciamento continuo.

@ Esta documentagao substitui o relatério técnico publicado anteriormente TR-4900: VMware Site
Recovery Manager com ONTAP

As praticas recomendadas complementam outros documentos, como guias e ferramentas de compatibilidade.
Eles sao desenvolvidos com base em testes de laboratério e extensa experiéncia de campo por engenheiros e
clientes da NetApp. Em alguns casos, as melhores praticas recomendadas podem ndo ser a opgao certa para
0 seu ambiente; no entanto, geralmente sao as solugdes mais simples que atendem as necessidades da
maioria dos clientes.

Este documento se concentra nos recursos das versdes recentes do ONTAP 9 quando usado em conjunto
com as ferramentas do ONTAP para VMware vSphere 10,4 (que inclui o adaptador de replicagéo de
armazenamento NetApp [SRA] e o provedor VASA [VP]), bem como o VMware Live Site Recovery 9.

Por que usar o ONTAP com VLSR ou SRM?

As plataformas de gerenciamento de dados da NetApp com tecnologia ONTAP sao algumas das solugdes de
armazenamento mais amplamente adotadas para VLSR. Os motivos sao muitos: uma plataforma de
gerenciamento de dados segura, de alto desempenho e com protocolo unificado (NAS e SAN juntos) que
fornece eficiéncia de armazenamento que define o setor, multilocacéo, controles de qualidade de servico,
protecado de dados com instantdneos com eficiéncia de espaco e replicagdo com SnapMirror. Tudo isso
aproveitando a integracao nativa de multi-nuvem hibrida para a protecéo de cargas de trabalho do VMware e
uma infinidade de ferramentas de automacéao e orquestragdo ao seu alcance.

Ao usar o SnapMirror para replicagdo baseada em array, vocé aproveita uma das tecnologias mais
comprovadas e maduras do ONTAP. O SnapMirror oferece a vantagem de transferéncias de dados seguras e
altamente eficientes, copiando apenas blocos alterados do sistema de arquivos, ndo VMs ou armazenamentos
de dados inteiros. Mesmo esses blocos aproveitam a economia de espaco, como desduplicagdo,
compactagdo e compactacgao. Os sistemas ONTAP modernos agora usam o SnapMirror independente de
versao, permitindo flexibilidade na selegéo de seus clusters de origem e destino. O SnapMirror realmente se
tornou uma das ferramentas mais poderosas disponiveis para recuperacao de desastres.

N&o importa se vocé usa armazenamentos de dados tradicionais NFS, iSCSI ou Fibre Channel (agora com
suporte para armazenamentos de dados vVols ), o VLSR fornece uma oferta primaria robusta que aproveita o
melhor dos recursos do ONTAP para recuperagéo de desastres ou planejamento e orquestragdo de migracao



de datacenter.

Como o VLSR utiliza o ONTAP 9

O VLSR aproveita as tecnologias avangadas de gerenciamento de dados dos sistemas ONTAP integrando-se
as ferramentas do ONTAP para VMware vSphere, um dispositivo virtual que inclui trés componentes
principais:

* O plug-in do ONTAP Tools vCenter, anteriormente conhecido como VSC (Virtual Storage Console),
simplifica o gerenciamento de storage e os recursos de eficiéncia, aprimora a disponibilidade e reduz os
custos de storage e a sobrecarga operacional, ndo importa se vocé esta usando SAN ou nas. Ele usa as
praticas recomendadas para provisionar armazenamentos de dados e otimiza as configuragdes de host
ESXi para ambientes de storage de bloco e NFS. Para todos esses beneficios, a NetApp recomenda esse
plug-in ao usar o vSphere com sistemas que executam o ONTAP.

* O provedor VASA (ONTAP Tools) oferece suporte a estrutura VMware vStorage APIs for Storage
Awareness (VASA). O provedor VASA coneta o vCenter Server com o ONTAP para auxiliar no
provisionamento € monitoramento do armazenamento de VM. Isso permitiu o suporte ao VMware Virtual
volumes (vVols), o gerenciamento de politicas de storage de VM e o desempenho individual do VM vVols.
Ele também fornece alarmes para monitorar a capacidade e conformidade com os perfis.

* O SRA é usado em conjunto com o VLSR para gerenciar a replicagdo de dados de VM entre locais de
producéo e recuperacao de desastres para armazenamentos de dados VMFS e NFS tradicionais e
também para testes sem interrup¢des de réplicas de DR. Ele ajuda a automatizar as tarefas de
descoberta, recuperacgao e reprotecao. Ele inclui um dispositivo de servidor SRA e adaptadores SRA para
o servidor Windows SRM e o dispositivo VLSR.

Depois de instalar e configurar os adaptadores SRA no servidor VLSR para proteger armazenamentos de
dados néo vVols, vocé pode comecar a tarefa de configurar seu ambiente vSphere para recuperagéo de
desastres.

O SRA oferece uma interface de comando e controle para o servidor VLSR gerenciar os volumes ONTAP
FlexVol que contém suas maquinas virtuais (VMs) da VMware, bem como a replicagado do SnapMirror que os
protege.

A VLSR pode testar seu plano de DR sem interrupgdes usando a tecnologia FlexClone proprietaria da NetApp
para fazer clones quase instantaneos de seus armazenamentos de dados protegidos em seu site de DR. O
VLSR cria um sandbox para testes seguros, para que sua organizagao e seus clientes estejam protegidos em
caso de um desastre real, dando a vocé confianga na capacidade de sua organizagéo de executar um failover
durante um desastre.

No caso de um verdadeiro desastre ou mesmo de uma migracgéo planejada, o VLSR permite que vocé envie
quaisquer alteracdes de ultima hora para o conjunto de dados por meio de uma atualizagao final do
SnapMirror (se vocé optar por fazé-lo). Em seguida, ele quebra o espelho e monta o datastore em seus hosts
de DR. Nesse ponto, suas VMs podem ser automaticamente ativadas em qualquer ordem de acordo com sua
estratégia pré-planejada.

Embora os sistemas ONTAP permitam emparelhar SVMs no mesmo cluster para replicacéo do
SnapMirror, esse cenario nao é testado e certificado com o VLSR. Portanto, € recomendavel
usar apenas SVMs de diferentes clusters ao usar o VLSR.

VLSR com ONTAP e outros casos de uso: Nuvem hibrida e migragao

A integracdo da sua implantagdo de VLSR com os recursos avangados de gerenciamento de dados do
ONTAP permite escala e desempenho significativamente melhores quando comparado com opgdes de



armazenamento local. Mas mais do que isso, ele traz a flexibilidade da nuvem hibrida. A nuvem hibrida
permite que vocé economize dinheiro ao hierarquizar blocos de dados nao utilizados do seu array de alto
desempenho para o seu hiperescalador preferido usando o FabricPool, que pode ser um armazenamento S3
local, como o NetApp StorageGRID. Vocé também pode usar o SnapMirror para sistemas baseados em borda
com ONTAP Select definido por software ou DR baseado em nuvem usando "Armazenamento NetApp no
Equinix Metal", ou outros servicos ONTAP hospedados.

Depois, vocé pode executar failover de teste no data center de um fornecedor de servicos de nuvem com
espaco fisico de storage quase zero gragas ao FlexClone. Proteger sua organizagao agora pode custar
menos do que nunca.

O VLSR também pode ser usado para executar migracoes planejadas utilizando o SnapMirror para transferir
eficientemente suas VMs de um data center para outro ou até mesmo dentro do mesmo data center, seja seu,
ou por meio de qualguer numero de provedores de servigos parceiros da NetApp.

Praticas recomendadas de implantacao

As secobes a seguir descrevem as praticas recomendadas de implantacado com o ONTAP
e o0 VMware SRM.

Use a versao mais recente das ferramentas do ONTAP 10
O ONTAP Tools 10 fornece melhorias significativas em relagdo as versdes anteriores, incluindo o seguinte:

« failover de teste 8xx mais rapido*

* limpeza e reprotegéo 2xx mais rapidas®
« failover 32% mais rapido*®

* Maior escala

» Suporte nativo para layouts de site compartilhados

*Essas melhorias sdo baseadas em testes internos e podem variar de acordo com o seu ambiente.

Layout e segmentacao do SVM para SMT

Com o ONTAP, o conceito de maquina virtual de storage (SVM) fornece segmentagéao rigorosa em ambientes
multitenant seguros. Os usuarios do SVM em um SVM n&o podem acessar ou gerenciar recursos de outro.
Dessa forma, vocé pode utilizar a tecnologia ONTAP criando SVMs separadas para diferentes unidades de
negocios que gerenciam seus proprios fluxos de trabalho SRM no mesmo cluster para maior eficiéncia geral
de storage.

Considere o gerenciamento do ONTAP usando contas com escopo SVM e LIFs de gerenciamento de SVM
para aprimorar ndo apenas os controles de seguranga, mas também a performance. O desempenho é
inerentemente maior ao usar conexdes com escopo SVM, pois o0 SRA ndo é necessario para processar todos
0s recursos em um cluster inteiro, incluindo recursos fisicos. Em vez disso, ele so6 precisa entender os ativos
l6gicos que sao abstraidos para o SVM especifico.

Praticas recomendadas para gerenciamento de sistemas ONTAP 9

Como mencionado anteriormente, vocé pode gerenciar clusters do ONTAP usando credenciais de escopo do
cluster ou SVM e LIFs de gerenciamento. Para um desempenho ideal, vocé pode considerar o uso de
credenciais com escopo SVM sempre que nao estiver usando vVols. No entanto, ao fazer isso, vocé deve
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estar ciente de alguns requisitos, e que vocé perde alguma funcionalidade.

A conta padrao do vsadmin SVM nao tem o nivel de acesso necessario para executar tarefas de
ferramentas do ONTAP. Portanto, vocé precisa criar uma nova conta SVM. "Configurar as funcoes de
usuario do ONTAP e o Privileges" Usando o arquivo JSON incluido. Isso pode ser usado para contas com
escopo de SVM ou cluster.

Como o plug-in da IU do vCenter, o provedor VASA e o servidor SRA sdo todos microsservigos totalmente
integrados, vocé deve adicionar armazenamento ao adaptador SRA no SRM da mesma forma que vocé
adiciona armazenamento na |U do vCenter para ferramentas do ONTAP. Caso contrario, o servidor SRA
pode nao reconhecer as solicitagdes enviadas do SRM através do adaptador SRA.

A verificagdo de caminho NFS nao é realizada ao usar credenciais com escopo SVM, a menos que vocé
primeiro "clusters integrados" no Gerenciador de ferramentas do ONTAP e associe-as a vCenters. Isso
ocorre porque a localizagao fisica € logicamente abstraida do SVM. No entanto, isso n&o € motivo de
preocupacao, ja que os sistemas ONTAP modernos ndo sofrem mais nenhum declinio de desempenho
percetivel ao usar caminhos indiretos.

Economias de espaco agregado devido a eficiéncia de storage podem nao ser relatadas.
Quando suportado, os espelhos de partilha de carga ndo podem ser atualizados.

O log do EMS pode néo ser realizado em sistemas ONTAP gerenciados com credenciais de escopo da
SVM.

Praticas recomendadas operacionais

As secdes a seguir descrevem as praticas recomendadas operacionais para o storage
VMware SRM e ONTAP.

Armazenamentos de dados e protocolos

Se possivel, sempre use ferramentas do ONTAP para provisionar armazenamentos de dados e volumes.
Isso garante que volumes, caminhos de jungéo, LUNSs, grupos, politicas de exportagao e outras
configuragdes sejam configurados de maneira compativel.

O SRM da suporte a iSCSI, Fibre Channel e NFS versao 3 com ONTAP 9 ao usar replicacao baseada em
array por meio do SRA. O SRM nao da suporte a replicacdo baseada em array para NFS versao 4,1 com
datastores tradicionais ou vVols.

Para confirmar a conectividade, verifique sempre se € possivel montar e desmontar um novo datastore de
teste no local de DR do cluster do ONTAP de destino. Teste cada protocolo que vocé pretende usar para a
conetividade do datastore. Uma pratica recomendada € usar as ferramentas do ONTAP para criar seu
datastore de teste, ja que ele esta fazendo toda a automacéao do datastore, conforme indicado pelo SRM.

Os protocolos SAN devem ser homogéneos para cada local. Vocé pode misturar NFS e SAN, mas os
protocolos SAN ndo devem ser misturados em um local. Por exemplo, vocé pode usar FCP no local Ae
iISCSI no local B. vocé nao deve usar FCP e iSCSI no local A.

Guias anteriores aconselharam a criagéo de LIF para localidade de dados. Ou seja, monte sempre um
datastore usando um LIF localizado no n6 que possui fisicamente o volume. Embora essa ainda seja a
melhor pratica, ndo € mais um requisito nas versdes modernas do ONTAP 9. Sempre que possivel, e se
forem dadas credenciais com escopo de cluster, as ferramentas do ONTAP ainda escolheréo o
balanceamento de carga entre LIFs locais para os dados, mas nao sera um requisito de alta
disponibilidade ou desempenho.

O ONTAP 9 pode ser configurado para remover automaticamente snapshots para preservar o tempo de
atividade em caso de uma condigao fora do espago quando o dimensionamento automatico néo é capaz
de fornecer capacidade de emergéncia suficiente. A configuragéo padrao para esse recurso ndo exclui
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automaticamente os snapshots criados pelo SnapMirror. Se os snapshots do SnapMirror forem excluidos,
o NetApp SRA nao podera reverter e ressincronizar a replicacao para o volume afetado. Para evitar que o
ONTAP elimine instantédneos do SnapMirror, configure a capacidade de instantaneos para "tentar".

snap autodelete modify -volume -commitment try

* O dimensionamento automatico de volume deve ser definido como grow para volumes que contém
armazenamentos de dados SAN e grow_shrink para armazenamentos de dados NFS. Saiba mais sobre
este topico em "Configure volumes para aumentar e diminuir automaticamente o tamanho".

* O SRM tem melhor desempenho quando o nimero de datastores e, portanto, os grupos de protegdo sao
minimizados em seus planos de recuperagao. Portanto, vocé deve considerar a otimizagao para a
densidade da VM em ambientes protegidos pelo SRM, onde o rto € de importancia fundamental.

* Use o DRS (Distributed Resource Scheduler) para ajudar a equilibrar a carga nos clusters ESXi protegidos
e de recuperacgdo. Lembre-se de que, se vocé planeja fazer o failback, ao executar uma reprotecéo, os
clusters anteriormente protegidos se tornarao os novos clusters de recuperagdo. O DRS ajudara a
equilibrar a colocacdo em ambas as dire¢des.

» Sempre que possivel, evite usar a personalizagéo de IP com o SRM, pois isso pode aumentar seu rto.

Sobre os pares de array

Um gerenciador de array € criado para cada par de array. Com as ferramentas SRM e ONTAP, cada
emparelhamento de array é feito com o escopo de uma SVM, mesmo que vocé esteja usando credenciais de
cluster. Isso permite segmentar fluxos de trabalho de DR entre locatarios com base em quais SVMs eles
foram atribuidos a gerenciar. Vocé pode criar varios gerenciadores de array para um determinado cluster, e
eles podem ser assimétricos. Vocé pode fazer fan-out ou fan-out entre diferentes clusters do ONTAP 9. Por
exemplo, vocé pode fazer a replicacao do SVM-A e do SVM-B no Cluster-1 para SVM-C no Cluster-2, SVM-D
no Cluster-3 ou vice-versa.

Ao configurar pares de matrizes no SRM, deve sempre adiciona-los no SRM da mesma forma que os
adicionou as Ferramentas do ONTAP, ou seja, devem utilizar o mesmo nome de utilizador, palavra-passe e
LIF de gestao. Esse requisito garante que o SRA se comunique adequadamente com o array. A captura de
tela a seguir ilustra como um cluster pode aparecer nas Ferramentas do ONTAP e como ele pode ser
adicionado a um gerenciador de array.
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Sobre os grupos de replicagao

Os grupos de replicacado contém colegdes logicas de maquinas virtuais que sao recuperadas juntas. Como a
replicagdo do ONTAP SnapMirror ocorre no nivel do volume, todas as VMs em um volume estdo no mesmo
grupo de replicagao.

Ha varios fatores a serem considerados nos grupos de replicagdo e como vocé distribui VMs pelos volumes
do FlexVol. Agrupar VMs semelhantes no mesmo volume pode aumentar a eficiéncia de storage com
sistemas ONTAP mais antigos que nao possuem deduplicagdo em nivel de agregado, mas o agrupamento
aumenta o tamanho do volume e reduz a simultaneidade de e/S do volume. O melhor equilibrio entre
performance e eficiéncia de storage pode ser obtido em sistemas ONTAP modernos, distribuindo maquinas
virtuais por volumes FlexVol no mesmo agregado, aproveitando a deduplicagdo em nivel de agregado e
obtendo maior paralelizagéo de e/S em varios volumes. Vocé pode recuperar VMs nos volumes juntos porque
um grupo de protegao (discutido abaixo) pode conter varios grupos de replicagao. A desvantagem desse
layout é que os blocos podem ser transmitidos por cabo varias vezes, porque o SnapMirror ndo leva em conta
a deduplicagéo agregada.

Uma consideracéo final para grupos de replicagdo é que cada um é, por sua natureza, um grupo de
consisténcia légica (n&o deve ser confundido com grupos de consisténcia SRM). Isso ocorre porque todas as
VMs no volume sao transferidas juntas usando o mesmo snapshot. Portanto, se vocé tiver VMs que precisam
ser consistentes umas com as outras, considere armazena-las no mesmo FlexVol.

Sobre grupos de protecao

Os grupos de protecao definem VMs e datastores em grupos que sao recuperados juntos do site protegido. O
local protegido é onde as VMs configuradas em um grupo de protecao existem durante operagdes normais de
estado estacionario. E importante notar que, embora o SRM possa exibir varios gerenciadores de matriz para
um grupo de protegdo, um grupo de protecdo ndo pode abranger varios gerenciadores de matriz. Por esse
motivo, vocé ndo deve estender arquivos de VM entre armazenamentos de dados em diferentes SVMs.



Sobre planos de recuperagao

Os planos de recuperagao definem quais grupos de protegao sao recuperados no mesmo processo. Varios
grupos de protegdo podem ser configurados no mesmo plano de recuperagao. Além disso, para permitir mais
opgdes para a execugao de planos de recuperagao, um unico grupo de protegao pode ser incluido em varios
planos de recuperagao.

Os planos de recuperacao permitem que os administradores do SRM definam fluxos de trabalho de
recuperagao atribuindo VMs a um grupo de prioridades de 1 (mais alto) a 5 (mais baixo), sendo 3 (médio) o
padrao. Dentro de um grupo de prioridade, as VMs podem ser configuradas para dependéncias.

Por exemplo, sua empresa pode ter um aplicativo essencial para negdécios de nivel 1 que depende de um
servidor Microsoft SQL para seu banco de dados. Entéo, vocé decide colocar suas VMs no grupo de
prioridades 1. No grupo de prioridade 1, vocé comecga a Planejar o pedido para abrir servigos. Vocé
provavelmente quer que o controlador de dominio do Microsoft Windows seja inicializado antes do servidor
Microsoft SQL, que precisaria estar online antes do servidor de aplicativos, e assim por diante. Vocé
adicionaria todas essas VMs ao grupo de prioridade e, em seguida, definiria as dependéncias porque as
dependéncias se aplicam somente a um determinado grupo de prioridade.

A NetApp recomenda fortemente que vocé trabalhe com suas equipes de aplicacdes para entender a ordem
das operacdes necessarias em um cenario de failover e para construir seus planos de recuperacao
adequadamente.

Failover de teste

Como pratica recomendada, sempre execute um failover de teste sempre que for feita uma alteragdo na
configuragéo do storage de VM protegido. Isso garante que, no caso de um desastre, vocé possa confiar que
o Site Recovery Manager pode restaurar servigos dentro do destino de rto esperado.

O NetApp também recomenda confirmar ocasionalmente a funcionalidade do aplicativo in-Guest,
especialmente depois de reconfigurar o armazenamento de VM.

Quando uma operagao de recuperagao de teste € executada, uma rede privada de bolhas de teste é criada no
host ESXi para as VMs. No entanto, essa rede nao é conetada automaticamente a nenhum adaptador de rede
fisico e, portanto, ndo fornece conetividade entre os hosts ESXi. Para permitir a comunicacao entre VMs que
estdo sendo executadas em diferentes hosts ESXi durante o teste de DR, uma rede privada fisica é criada
entre os hosts ESXi no local de DR. Para verificar se a rede de teste é privada, a rede de bolhas de teste pode
ser separada fisicamente ou usando VLANs ou marcagao de VLAN. Essa rede deve ser segregada da rede de
produgéo porque, a medida que as VMs sao recuperadas, elas ndo podem ser colocadas na rede de
producédo com enderecos IP que podem entrar em conflito com os sistemas de producao reais. Quando um
plano de recuperacéo é criado no SRM, a rede de teste criada pode ser selecionada como a rede privada para
conetar as VMs durante o teste.

Depois que o teste tiver sido validado e ndo for mais necessario, execute uma operagao de limpeza. A
limpeza em execugéo retorna as VMs protegidas ao seu estado inicial e redefine o plano de recuperagao para
o estado Pronto.

Consideragoes sobre failover

Ha varias outras consideragdes quando se trata de falhar em um local, além da ordem de operacgtes
mencionada neste guia.

Um problema que vocé pode ter que lidar com as diferengas de rede entre sites. Alguns ambientes podem ser
capazes de usar os mesmos enderecgos |IP de rede no local principal € no local de DR. Essa capacidade é



referida como uma LAN virtual (VLAN) estendida ou configuragéo de rede estendida. Outros ambientes
podem ter um requisito para usar enderegos IP de rede diferentes (por exemplo, em VLANSs diferentes) no
local principal em relacao ao local de DR.

A VMware oferece varias maneiras de resolver esse problema. Por um lado, tecnologias de virtualizagéo de
rede como o VMware NSX-T Data Center abstraem toda a pilha de rede das camadas 2 a 7 do ambiente
operacional, permitindo solugdes mais portateis. Saiba mais "Opc¢des NSX-T com SRM"sobre o .

O SRM também |he da a capacidade de alterar a configuragao de rede de uma VM a medida que ela é
recuperada. Essa reconfiguragéo inclui configuragbes como enderecos IP, enderecos de gateway e
configuragdes de servidor DNS. Diferentes configuragdes de rede, que séo aplicadas a VMs individuais a
medida que sao recuperadas, podem ser especificadas nas configuragdes da propriedade de uma VM no
plano de recuperagéo.

Para configurar o SRM para aplicar diferentes configuragdes de rede a varias VMs sem ter que editar as
propriedades de cada uma no plano de recuperacao, a VMware fornece uma ferramenta chamada DR-ip-
Customizer. Saiba como usar este utilitario, "Documentacao da VMware"consulte .

Reproteger

Apods uma recuperagao, o local de recuperagao se torna o novo local de produgao. Como a operagao de
recuperagao quebrou a replicagdo do SnapMirror, o novo local de produgéo néo fica protegido de nenhum
desastre futuro. Uma pratica recomendada € proteger o novo local de produgéo para outro local
imediatamente apds uma recuperagao. Se o local de produgéo original estiver operacional, o administrador da
VMware podera usar o local de producgéo original como um novo local de recuperagao para proteger o novo
local de produgao, invertendo efetivamente o sentido de protecéo. A reprotegéo esta disponivel apenas em
falhas nao catastroficas. Portanto, os vCenter Servers originais, os servidores ESXi, os servidores SRM e os
bancos de dados correspondentes devem ser eventualmente recuperaveis. Se eles nao estiverem
disponiveis, um novo grupo de prote¢cdo e um novo plano de recuperagédo devem ser criados.

Failback

Uma operacao de failback é fundamentalmente um failover em uma diregao diferente do anterior. Como
pratica recomendada, vocé verifica se o site original esta de volta aos niveis aceitaveis de funcionalidade
antes de tentar failback ou, em outras palavras, failover para o site original. Se o local original ainda estiver
comprometido, vocé deve atrasar o failback até que a falha seja suficientemente remediada.

Outra pratica recomendada de failback é sempre executar um failover de teste apds concluir a reprotegao e
antes de fazer seu failback final. Isso verifica se os sistemas no local original podem concluir a operagéo.

Reproteger o site original

Apos o failback, vocé deve confirmar com todas as partes interessadas que seus servigos foram devolvidos ao
normal antes de executar o reprotect novamente,

A execucao do reprotect After failback coloca essencialmente o ambiente de volta ao estado em que estava

no inicio, com a replicagdo do SnapMirror sendo executada novamente do local de produgéo para o local de
recuperagao.

Topologias de replicacao

No ONTAP 9, os componentes fisicos de um cluster sdo visiveis para os administradores
de cluster, mas nao sao visiveis diretamente para os aplicativos e hosts que usam o


https://docs.vmware.com/en/Site-Recovery-Manager/8.4/com.vmware.srm.admin.doc/GUID-89402F1B-1AFB-42CD-B7D5-9535AF32435D.html
https://docs.vmware.com/en/Site-Recovery-Manager/8.4/com.vmware.srm.admin.doc/GUID-2B7E2B25-2B82-4BC4-876B-2FE0A3D71B84.html

cluster. Os componentes fisicos fornecem um pool de recursos compartilhados a partir
do qual os recursos légicos do cluster sdo construidos. As aplicacdes e os hosts
acessam dados somente por meio de SVMs que contém volumes e LIFs.

Cada NetApp SVM ¢é tratado como uma matriz exclusiva no Site Recovery Manager. O VLSR oferece suporte
a determinados layouts de replicagdo de matriz para matriz (ou SVM para SVM).

Uma unica VM né&o pode possuir dados — Virtual Machine Disk (VMDK) ou RDM — em mais de um array VLSR
pelos seguintes motivos:
* O VLSR vé apenas o SVM, e ndo um controlador fisico individual.

* Um SVM pode controlar LUNs e volumes que abrangem varios nés em um cluster.

Pratica recomendada

Para determinar a capacidade de suporte, tenha em mente esta regra: Para proteger uma VM usando o
VLSR e o NetApp SRA, todas as partes da VM devem existir em apenas uma SVM. Esta regra aplica-se
tanto no local protegido como no local de recuperagéo.

Layouts SnapMirror suportados

As figuras a seguir mostram os cenarios de layout de relacionamento do SnapMirror que o VLSR e 0 SRA
suportam. Cada VM nos volumes replicados possui dados em apenas um array VLSR (SVM) em cada local.
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As ferramentas ONTAP 10.3 e posteriores também oferecem suporte a protecdo de seus armazenamentos de

dados VMFS com sincronizagao ativa do SnapMirror (SMas). Isso permite failover transparente para
continuidade de negdcios entre dois datacenters (chamados de dominios de falha) que estéo relativamente

proximos. A recuperagao de desastres de longa distancia pode entdo ser orquestrada usando o SnapMirror de

forma assincrona por meio das ferramentas ONTAP SRA com VLSR.

"Saiba mais sobre a sincronizacéo ativa do ONTAP SnapMirror"
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Os armazenamentos de dados sao reunidos em um grupo de consisténcia (CG), e as VMs em todos os
armazenamentos de dados permanecerao consistentes na ordem de gravagdo como membros do mesmo
CG.

Alguns exemplos podem ser ter sites em Berlim e Hamburgo protegidos por SMas e uma terceira réplica de
site usando SnapMirror assincrono e protegido por VLSR. Outro exemplo pode ser proteger locais em Nova
York e Nova Jersey usando SMas, com um terceiro local em Chicago.
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Layouts do Array Manager compativeis

Quando vocé usa a replicagao baseada em array (ABR) no VLSR, os grupos de protegéo sao isolados a um
Unico par de array, como mostrado na captura de tela a seguir. Neste cenario, SVM1 e SVM2 sao percorridos
com SVM3 e SVM4 no local de recuperacao. No entanto, vocé pode selecionar apenas um dos dois pares de
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matrizes ao criar um grupo de protegao.

New Protection Group

1 Name and direction

2 Type

Type

Select the type of protection group you want to create:

° Datastore groups (array-based replication)

Protect all virtual machines which are on specific datasiores

) Individual WMs (vSphere Replication)

rtual machines, regardless of the datast

i Wirtual Volumes (vWol replication)

Protect virtual machines which are on replicated vvol storage

) Storage policies {array-based replication)

Protect virtual machines with specific storage policies

Select array pair

Array Pair T 7 Array Manager Pair T
o/ clusterl:svmi — cluster2:svm2 vcl array manager « vC2 array manager
&/ clusterlisvm3 ~— cluster2:svm4 vcl trad datastores — vc2 trad datastores

Esquemas nao suportados

CANCEL BACK NEXT

Configuragdes nao suportadas tém dados (VMDK ou RDM) em varios SVMs que séo de propriedade de uma
VM individual. Nos exemplos mostrados nas figuras a seguir, VM1 ndo pode ser configurado para protegéo
com VLSR vM1 porque tem dados em dois SVMs.

SnapMirror Replication

———————

Protected Site
SVM-A1

SVIM-AZ2

Recovery Site

SVM-B1
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SnapMirror Replication

——————— -»>
Protected Site Recovery Site
SVM-A1 SVM-B1

Qualquer relagao de replicagédo na qual um volume de NetApp individual é replicado de uma SVM de origem
para varios destinos no mesmo SVM ou em SVMs diferentes € chamada de fan-out do SnapMirror. Fan-out
nao é suportado com VLSR. No exemplo mostrado na figura a seguir, VM1 n&o pode ser configurado para
protegdo no VLSR porque ele é replicado com o SnapMirror para dois locais diferentes.

SnapMirror Replication

————————

Protected Site Recovery Site
SVM-A1 SVM-B1

SVM-A2 N SVM-B2

‘m

Cascata de SnapMirror

O VLSR néo oferece suporte a cascata de relacionamentos SnapMirror, nas quais um volume de origem é
replicado para um volume de destino e esse volume de destino também é replicado com o SnapMirror para
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outro volume de destino. No cenario mostrado na figura a seguir, o VLSR nao pode ser usado para failover
entre sites.

SnapMirror Cascade Replication

————————— >

Site 1 Site 2 Site 3
SVM-A1 SVM-B1 SVM-CA

SVM-A2 SVM-B2 SVM-C2

SnapMirror e SnapVault

O software NetApp SnapVault permite o backup baseado em disco de dados empresariais entre sistemas de
storage NetApp. O SnapVault e o SnapMirror podem coexistir no mesmo ambiente; no entanto, o VLSR
suporta o failover apenas das relagdes SnapMirror.

@ O NetApp SRA suporta o mirror-vault tipo de politica.

SnapVault foi reconstruido a partir do zero para ONTAP 8,2. Embora antigos usuarios do Data ONTAP 7-Mode
devam encontrar semelhancgas, grandes melhorias foram feitas nesta versdo do SnapVault. Um grande
avancgo é a capacidade de preservar eficiéncias de storage de dados primarios durante transferéncias
SnapVault.

Uma mudanga arquiteténica importante € que o in ONTAP 9 replica no nivel de volume em vez de no nivel de
gtree, como é o caso do SnapVault 7-Mode SnapVault. Essa configuragéo significa que a origem de um
relacionamento do SnapVault deve ser um volume e esse volume deve ser replicado para seu proprio volume
no sistema secundario do SnapVault.

Em um ambiente em que o SnapVault é usado, os snapshots nomeados especificamente sédo criados no
sistema de storage primario. Dependendo da configuragao implementada, os instantaneos nomeados podem
ser criados no sistema principal por um agendamento do SnapVault ou por um aplicativo como o NetApp
Active 1Q Unified Manager. Os instantdneos nomeados que s&o criados no sistema primario séo replicados
para o destino SnapMirror e, a partir dai, sdo abobadados para o destino SnapVault.

Um volume de origem pode ser criado em uma configuragdo em cascata na qual um volume é replicado para
um destino SnapMirror no local de DR e, a partir dai, € abobadado para um destino SnapVault. Um volume de
origem também pode ser criado em uma relagéo de fan-out em que um destino € um destino SnapMirror e o
outro destino € um destino SnapVault. No entanto, o SRA n&o reconfigura automaticamente a relagéo do
SnapVault para usar o volume de destino do SnapMirror como a origem do Vault quando ocorre failover ou
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reversao de replicagéo do VLSR.

Para obter as informacbes mais recentes sobre o SnapMirror e o SnapVault para ONTAP 9, consulte "TR-4015
Guia de praticas recomendadas de configuracdo do SnapMirror para ONTAP 9."

Pratica recomendada

Se o0 SnapVault e o VLSR forem usados no mesmo ambiente, a NetApp recomenda o uso de uma
configuragdo em cascata SnapMirror to SnapVault na qual os backups do SnapVault normalmente sao
executados a partir do destino do SnapMirror no local de DR. Em caso de desastre, essa configuragao torna
o site primario inacessivel. Manter o destino do SnapVault no local de recuperacao permite que os backups
do SnapVault sejam reconfigurados apds o failover para que os backups do SnapVault possam continuar
operando no local de recuperacgao.

Em um ambiente VMware, cada datastore tem um identificador exclusivo universal (UUID) e cada VM tem um
ID de objeto gerenciado exclusivo (MOID). Essas IDs nao sdo mantidas pelo VLSR durante o failover ou
failback. Como os UUIDs do datastore e os MOIDs de VM nao sao mantidos durante o failover pelo VLSR,
todos os aplicativos que dependem desses IDs devem ser reconfigurados apés o failover do VLSR. Um
aplicativo de exemplo € o NetApp Active 1Q Unified Manager, que coordena a replicagdo do SnapVault com o
ambiente vSphere.

Afigura a seguir mostra uma configuragdo em cascata SnapMirror to SnapVault. Se o destino do SnapVault
estiver no local de DR ou em um local terciario que nao seja afetado por uma interrupgéo no local primario, o
ambiente podera ser reconfigurado para permitir que os backups continuem apés o failover.

SnapMirror Replication SnapVault Backups
——————— > —————=>
Protected Site Recovery Site

(————~—~—~—~—=—= e e —— =
I SVM-A1 : f SVM-B1 SVM-C1 :
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| |
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I : I I
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A >y

Y
SRM Failover/Failback
< >

A figura a seguir mostra a configuragao depois que o VLSR foi usado para reverter a replicagdo do SnapMirror
de volta para o local principal. O ambiente também foi reconfigurado de modo que os backups do SnapVault
estdo ocorrendo a partir do que é agora a fonte SnapMirror. Esta configuragdo é uma configuragéo de fan-out
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do SnapMirror SnapVault.

SnapMirror Replication SnapVault Backups

SVM-AZ SVM-B2 SVM-C2
N o e e e e e e o - M e e e e e e e e e e e e e e e e e e e e e e e e . #”
A A
"
SRM Failover/Failback
< >

Depois que o vsrm executa o failback e uma segunda reverséo das relagdes do SnapMirror, os dados de
producédo estao de volta ao local principal. Agora, esses dados estao protegidos da mesma maneira que antes
do failover para o local de recuperagéo de desastres, por meio de backups SnapMirror e SnapVault.

Uso de Qtrees em ambientes do Site Recovery Manager

Qtrees sao diretorios especiais que permitem a aplicagdo de cotas de sistema de arquivos para nas. O
ONTAP 9 permite a criacdo de gtrees, e qtrees podem existir em volumes replicados com o SnapMirror. No
entanto, o SnapMirror ndo permite replicagcao de gtrees individuais ou replicacdo em nivel de gtree. Toda a
replicagdo do SnapMirror esta apenas no nivel do volume. Por esta razdo, o NetApp ndo recomenda o uso de
gtrees com VLSR.

Ambientes FC e iSCSI mistos

Com os protocolos SAN compativeis (FC, FCoE e iSCSI), o ONTAP 9 fornece servigos LUN, ou seja, a
capacidade de criar e mapear LUNs para hosts conectados. Como o cluster consiste em varios controladores,
ha varios caminhos légicos gerenciados pela e/S multipath em qualquer LUN individual. O acesso de unidade
l6gica assimétrica (ALUA) é usado nos hosts para que o caminho otimizado para um LUN seja selecionado e
seja ativado para transferéncia de dados. Se o caminho otimizado para qualquer LUN mudar (por exemplo,
porque o volume que contém é movido), o ONTAP 9 reconhece e ajusta-se automaticamente para essa
alteracao sem interrupcdes. Se o caminho otimizado ficar indisponivel, o ONTAP podera alternar para
qualquer outro caminho disponivel sem interrupgdes.

O VMware VLSR e o NetApp SRA suportam o uso do protocolo FC em um local e do protocolo iSCSI no outro
local. No entanto, ele ndo da suporte a uma combinagédo de armazenamentos de dados anexados a FC e
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armazenamentos de dados anexados a iISCSI no mesmo host ESXi ou em hosts diferentes no mesmo cluster.
Esta configuragdo néo é suportada com o VLSR porque, durante o failover VLSR ou failover de teste, o VLSR
inclui todos os iniciadores FC e iSCSI nos hosts ESXi na solicitacao.

Pratica recomendada

O VLSR e o SRA oferecem suporte a protocolos FC e iSCSI mistos entre os locais protegidos e de
recuperagao. No entanto, cada local deve ser configurado com apenas um protocolo, FC ou iSCSI, e nao
com ambos os protocolos no mesmo local. Se houver um requisito para que os protocolos FC e iSCSI sejam
configurados no mesmo local, o NetApp recomenda que alguns hosts usem iSCSI e outros hosts usem FC. O
NetApp também recomenda, neste caso, que os mapeamentos de recursos do VLSR sejam configurados
para que as VMs sejam configuradas para failover em um grupo de hosts ou outro.

Solucao de problemas do VLSRM/SRM ao usar a replicacao
do vVols

Ao usar as ferramentas do ONTAP 9.13P2, o fluxo de trabalho dentro do VLSR e SRM é
significativamente diferente ao usar a replicacéo vVols do que é usado com o SRA e
armazenamentos de dados tradicionais. Por exemplo, n&o ha conceito de gerenciador de
array. Como tal, discoverarrays € discoverdevices comandos nunca sao vistos.

Ao solucionar problemas, é benéfico entender os novos fluxos de trabalho, listados abaixo:

—_

QueryReplicationPeer: Descobre os acordos de replicagao entre dois dominios de falha.

2. QueryFaultDomain: Descobre a hierarquia do dominio de falha.
3. QueryReplicationGroup: Descobre os grupos de replicagdo presentes nos dominios de origem ou destino.
4. SyncReplicationGroup: Sincroniza os dados entre origem e destino.
5. QueryPointinTimeReplica: Descobre as réplicas de ponto no tempo em um destino.
6. TestFailoverReplicationGroupStart: Inicia o failover de teste.
7. TestFailoverReplicationGroupStop: Termina o failover de teste.
8. PromoteReplicationGroup: Promove um grupo atualmente em teste para produgéo.
9. PrepareFailoverReplicationGroup: Prepara-se para uma recuperagao de desastres.
10. FailoverReplicationGroup: Executa recuperagéo de desastres.
11. ReverseReplicateGroup: Inicia a replicagcao reversa.
12. QueryMatchingContainer: Localiza contentores (junto com hosts ou grupos de replicagdo) que podem

satisfazer uma solicitagdo de provisionamento com uma determinada politica.

13. QueryResourceMetadata: Descobre os metadados de todos os recursos do provedor VASA, a utilizagao
de recursos pode ser retornada como uma resposta para a fungéo queryMatchingContainer.

O erro mais comum visto ao configurar a replicagéo do vVols € uma falha ao descobrir as relagbes do
SnapMirror. Isso ocorre porque os volumes e as relagdes SnapMirror sao criadas fora do escopo das
Ferramentas do ONTAP. Portanto, € uma pratica recomendada sempre garantir que sua relagdo com o
SnapMirror esteja totalmente inicializada e que vocé tenha executado uma redescoberta nas Ferramentas do
ONTAP em ambos os sites antes de tentar criar um armazenamento de dados vVols replicado.

18



Informagoes adicionais

Para saber mais sobre as informagdes descritas neste documento, consulte os seguintes
documentos e/ou sites:

» Ferramentas do ONTAP para recursos do VMware vSphere 10.x.
"https://mysupport.netapp.com/site/products/all/details/otv10/docs-tab"

* Ferramentas do ONTAP para recursos do VMware vSphere 9.x.
"https://mysupport.netapp.com/site/products/all/details/otv/docsandkb-tab"

* TR-4597: VMware vSphere for ONTAP "https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-
vsphere-overview.html"

* TR-4400: VMware vSphere Virtual volumes com ONTAP "https://docs.netapp.com/us-en/ontap-apps-
dbs/vmware/vmware-vvols-overview.html"

* TR-4015 Guia de Melhores Praticas de Configuragao do SnapMirror para ONTAP 9
https://www.netapp.com/pdf.html?item=/media/17229-tr-4015-snapmirror-configuration-ontap.pdf

» Documentagao do VMware Live Site Recovery "https://techdocs.broadcom.com/us/en/vmware-cis/live-
recovery/live-site-recovery/9-0.html"

Consulte o "Ferramenta de Matriz de interoperabilidade (IMT)"no site de suporte da NetApp para validar se as
versoes exatas de produtos e recursos descritas neste documento sdo compativeis com o seu ambiente
especifico. O NetApp IMT define os componentes e versdes do produto que podem ser usados para construir
configuragdes compativeis com o NetApp. Os resultados especificos dependem da instalagado de cada cliente
de acordo com as especificagdes publicadas.
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fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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