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AlIX e PowerVM/VIOS

Configurar AIX 7.3/VIOS 4.x para FCP e iSCSI com
armazenamento ONTAP

O software AIX Host Utilities fornece ferramentas de gerenciamento e diagndstico para
hosts AIX conectados ao armazenamento ONTAP . Ao instalar o AIX Host Utilities em um
host AIX 7.3/VIOS 4.x, vocé pode usa-lo para ajudar a gerenciar operagdes de protocolo
FCP e iSCSI com LUNs ONTAP .

Passo 1: Opcionalmente, ative a inicializagdao de SAN

Vocé pode configurar seu host para usar a inicializagdo SAN para simplificar a implantagdo e melhorar a
escalabilidade. Se sua configuragdo ndo suportar inicializagdo SAN, vocé podera usar uma inicializagao local.

Inicializagao de SAN

Alinicializacdo SAN é o processo de configuragao de um disco conectado a SAN (um LUN) como um
dispositivo de inicializagao para um host AIX/PowerVM. Vocé pode configurar um LUN de inicializagéo
SAN para funcionar em um ambiente AIX Multipath 1/0 (MP1O) que esteja usando o protocolo FC e
executando o AIX Host Utilities com o protocolo FC ou FCoE. O método usado para criar um LUN de
inicializagdo SAN e instalar uma nova imagem de sistema operacional em um ambiente AIX MPIO
depende do protocolo que vocé esta usando.

Passos

1. Use o"Ferramenta de Matriz de interoperabilidade" para verificar se o seu sistema operacional AlX,
protocolo e versao do ONTAP oferecem suporte a inicializagdo SAN.

2. Siga as praticas recomendadas para configurar uma inicializagdo SAN na documentacao do
fornecedor.

Arranque local

Execute uma inicializagao local instalando o sistema operacional AIX no disco rigido local, por exemplo,
em um SSD, SATA ou RAID.

Etapa 2: instalar os utilitarios do host AIX

A NetApp recomenda fortemente a instalagdo do AlX Host Utilities para dar suporte ao gerenciamento de LUN
do ONTAP e auxiliar o suporte técnico na coleta de dados de configuragao. O pacote MPIO do Host Utilities
fornece suporte MPIO para AlX e VIOS.

@ Ainstalacado do AIX Host Utilities fornece configuragdes de tempo limite adicionais no seu host
AlX.

"Instalar o AIX Host Utilities 8.0" .

Etapa 3: Confirme a configuragao multipath do seu host

Vocé pode usar multipathing com AlIX e PowerVM para gerenciar LUNs ONTAP .


https://mysupport.netapp.com/matrix/#welcome
https://docs.netapp.com/pt-br/ontap-sanhost/hu-aix-80.html

O multipathing permite que vocé configure varios caminhos de rede entre o host e o sistema de
armazenamento. Se um caminho falhar, o trafego continua com os caminhos restantes. Os ambientes AlX e
PowerVM dos utilitarios de host usam a solugdo de multicaminhos nativa (MP1O) do AlX.

O Path Control Module (PCM) é responsavel por controlar varios caminhos para um host AIX. O PCM é um
cédigo fornecido pelo fornecedor de armazenamento que lida com o gerenciamento de caminhos e € instalado
e habilitado durante a instalacdo dos Utilitarios do Host.

Para garantir que o multipathing esteja configurado corretamente para seu host, verifique se vocé tem as
configuragbes recomendadas da NetApp configuradas para seus LUNs ONTAP .

Passos

1. Verifique se "MPIO NetApp" esta disponivel. "MPIO NetApp" é carregado durante a instalagdo do AIX Host
Utilities e fica disponivel apos a reinicializagcao do host.

lsdev -Cc disk

Exemplo de saida

hdiskl Available 00-00-02 MPIO NetApp FCP Default PCM Disk

2. Os utilitarios de host do AlX carregam as seguintes configuragdes de parametros para LUNs ONTAP .



Mostrar definicbes de parametros

Parametro

algoritmo

hcheck _cmd

hcheck_interval

hcheck _mode

lun_reset_spt

max_transfer

gfull_dly

queue_depth

reserve_policy

re_timeout (disco)

dyntrk

fc_err_recov

q_type

num_cmd_elems

num_cmd_elems

Ambiente

MPIO

MPIO

MPIO

MPIO

MPIO / nédo MPIO

MPIO / nédo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / nédo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

Valor para AlIX

round_robin

inquérito

30

nao ativo

sim

FC LUNSs: 0x100000

bytes

atraso de 2 segundos

64

no_reserve

30 segundos

Sim

FAIL_FAIL

simples

1024 para AlIX 3072

para VIOS
1024 para AlX

Nota

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Usa os valores padrao
do SO

Usa os valores padrao
do SO

Usa os valores padrao
do SO

Usa os valores padrao
do SO

FC EN1B, FC EN1C

FC ENOG

3. Configure as seguintes configuragdes para otimizar as operacgdes de E/S para FC.



Parametro

Versoes AIX

Valor padréao do
sistema operacional
AIX

Valor recomendado da
NetApp

rw_timeout (disco) AIX 7.3TL3 NPIV:30 segundos, NPIV: 30 segundos,
vSCSI:45 segundos vSCSI: 120 segundos
AIX 7.2TL5 NPI1V:30 segundos, NPI1V: 30 segundos,
vSCSI:45 segundos vSCSI: 120 segundos
VIOS 3.1 30 segundos 30 segundos
VIOS 4.1 30 segundos 30 segundos

4. Configure as seguintes configuragdes para otimizar as operagdes de E/S para iSCSI.

Parametro Versoes AlX Valor padrao do Valor recomendado da

sistema operacional NetApp
AIX
rw_timeout (disco) AIX7.3TL3 vSCSI:45 segundos vSCSI:120 segundos
AIX 7.2TL5 vSCSI:45 segundos vSCSI:120 segundos
VIOS 3.1 120 segundos 30 segundos
VIOS 4.1 120 segundos 30 segundos

Todos os AlX7.2 e AIX
7.3 autbnomos

120 segundos 30 segundos

Todos os AlIX7.2 e AIX
7.3 autbnomos

isw_err_recov (iscsi0) falha_atrasada falha_rapida

5. Se sua configuragao de armazenamento incluir sincronizagao ativa do MetroCluster ou do SnapMirror ,
altere as configuragdes padréo:

MetroCluster

Por padrao, o sistema operacional AIX impde um tempo limite de E/S menor quando nao ha
caminhos disponiveis para um LUN. Isso pode ocorrer em configuragdes que incluem malha SAN de
switch unico e em configuragdes do MetroCluster que apresentam failovers n&o planejados. Para
obter informagdes adicionais e alteragdes recomendadas nas configuragdes padrao, consulte o artigo
da Base de conhecimento"Quais sdo as consideracoes de suporte ao host AIX em uma configuracéo
do MetroCluster ?" .

Sincronizagao ativa do SnapMirror

A partir do ONTAP 9.11.1, a sincronizacao ativa do SnapMirror é suportada para um host AIX. O
cluster principal em uma configuragéo AlX é o cluster "ativo".

Em uma configuragao AlX, os failovers sao disruptivos. Com cada failover, vocé precisa executar
uma nova varredura no host para que as operagoes de E/S sejam retomadas.

Consulte o artigo da Base de Conhecimento"Como configurar um host AIX para sincronizagao ativa
do SnapMirror" .


https://kb.netapp.com/on-prem/ontap/mc/MC-KBs/What_are_AIX_Host_support_considerations_in_a_MetroCluster_configuration
https://kb.netapp.com/on-prem/ontap/mc/MC-KBs/What_are_AIX_Host_support_considerations_in_a_MetroCluster_configuration
https://kb.netapp.com/on-prem/ontap/DP/SnapMirror/SnapMirror-KBs/How_to_configure_AIX_Host_for_SnapMirror_active_sync_in_ONTAP
https://kb.netapp.com/on-prem/ontap/DP/SnapMirror/SnapMirror-KBs/How_to_configure_AIX_Host_for_SnapMirror_active_sync_in_ONTAP

6. Verifique as configura¢des dos parametros e se varios caminhos estéo listados para um LUN ONTAP :

lsmpio

No exemplo a seguir, para um sistema AFF ou FAS , o PCM ¢ listado para NetApp.



Mostrar exemplo

# lsmpio -1 hdiskl

name path id status path status
hdiskl O Enabled Non
203200a098ba7afe, 5000000000000
hdiskl 1 Enabled Non
203100a098ba7afe, 5000000000000
hdiskl 2 Enabled Sel,Opt
203000a098ba7afe, 5000000000000
hdiskl 3 Enabled Sel,Opt
203800a098ba7afe, 5000000000000

#

lsattr -E1 hdiskl

PCM

False

PR key value
Value
algorithm
True

clr g

on error

dist err pcnt

Time
dist tw width
Time

hcheck cmd
True

parent connection
fscsio
fscsi8

fscsio

fscsi8

PCM/friend/NetAppDefaultPCM Path Control Module

0x6d0000000002
True

round robin

no
True
0

True
50

True

inquiry

hcheck interval 30

True

hcheck mode
True
location
True

lun id

False

lun reset spt
True

max transfer
True

node name
False

pvid
identifier

q err

nonactive

0x5p000000000000

yes

0x100000

0x204800a098ba7afe

none

False
yes

Persistant Reserve Key

Algorithm

Device CLEARS i1ts Queue

Distributed Error Sample

Distributed Error Sample

Health Check Command

Health Check Interval

Health Check Mode

Location Label

Logical Unit Number ID

LUN Level Reset

Maximum TRANSFER Size

FC Node Name

Physical volume

Use QERR bit



True

g _type simple Queuing TYPE

True

gfull dly 2 Delay in seconds for
SCSI TASK SET FULL True

queue depth 64 Queue DEPTH

True

reassign_to 120 REASSIGN time out value
True

reserve policy PR shared Reserve Policy

True

rw_timeout 30 READ/WRITE time out
value True

scsi id Oxec409 SCSI ID

False

start timeout 60 START unit time out
value True

timeout policy fail path Active/Passive Disk Path
Control Module True

WW_name 0x203200a098ba77afe FC World Wide Name
False

7. Verifique o status do caminho para LUNs ONTAP :

sanlun lun show

Os exemplos de saida a seguir mostram o status correto do caminho para LUNs ONTAP em uma
configuragdo ASA, AFF ou FAS .



Configuragoes do ASA

Uma configuracao ASA otimiza todos os caminhos para um determinado LUN, mantendo-os ativos
("primarios"). Isso melhora o desempenho ao atender operagdes de E/S por todos os caminhos ao
mesmo tempo.

Mostrar exemplo

# sanlun lun show -p |grep -p hdisk78
ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37
LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver AIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up primary pathO fcsO fc aix 1 1

up primary pathl fcsO fc aix 2 1

up primary path2 fcsl fc aix 3 1

up primary path3 fcsl fc aix 4 1

Configuragao AFF ou FAS

Uma configuragdo AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
0 agregado esta localizado. Os caminhos de prioridade mais baixa estado ativos, mas nao otimizados,
porque séo servidos por um controlador diferente. Caminhos nao otimizados séo usados somente
guando caminhos otimizados nao estado disponiveis.

O exemplo a seguir exibe a saida correta para um LUN ONTAP com dois caminhos ativos/otimizados
("primarios") e dois caminhos ativos/n&o otimizados ("secundarios"):



Mostrar exemplo

# sanlun lun show -p |grep -p hdisk78
ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37
LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver ATX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up secondary path0O fcsO fc aix 1 1
up primary pathl fcsO fc aix 2 1
up primary path2 fcsl fc aix 3 1
up secondary path3 fcsl fc aix 4 1

Etapa 4: Revise os problemas conhecidos

N&o ha problemas conhecidos.

O que se segue?

"Saiba mais sobre como usar a ferramenta AlX Host Utilities" .

Configurar AIX 7.2/VIOS 3.1 para FCP e iSCSI com
armazenamento ONTAP

O software AIX Host Utilities fornece ferramentas de gerenciamento e diagnéstico para
hosts AIX conectados ao armazenamento ONTAP . Ao instalar o AIX Host Utilities em um
host AlX 7.2 e/ou PowerVM (VIOS 3.1), vocé pode usa-lo para ajudar a gerenciar
operacodes de protocolo FCP e iSCSI com LUNs ONTAP .

Passo 1: Opcionalmente, ative a inicializagao de SAN

Vocé pode configurar seu host para usar a inicializagcdo SAN para simplificar a implantagdo e melhorar a
escalabilidade. Se sua configuragdo ndo suportar inicializagdo SAN, vocé podera usar uma inicializagao local.


https://docs.netapp.com/pt-br/ontap-sanhost/hu-aix-command-reference.html

Inicializagdao de SAN

Ainicializacdo SAN é o processo de configuragdo de um disco conectado a SAN (um LUN) como um
dispositivo de inicializagdo para um host AIX/PowerVM. Vocé pode configurar um LUN de inicializagao
SAN para funcionar em um ambiente AIX Multipath 1/0 (MPIO) que esteja usando o protocolo FC e
executando o AlIX Host Utilities com o protocolo FC ou FCoE. O método usado para criar um LUN de
inicializagdo SAN e instalar uma nova imagem de sistema operacional em um ambiente AIX MPIO
depende do protocolo que vocé esta usando.

Passos

1. Use o"Ferramenta de Matriz de interoperabilidade" para verificar se o seu sistema operacional AlX,
protocolo e versao do ONTAP oferecem suporte a inicializagcdo SAN.

2. Siga as praticas recomendadas para configurar uma inicializagcdo SAN na documentacao do
fornecedor.

Arranque local

Execute uma inicializagao local instalando o sistema operacional AIX no disco rigido local, por exemplo,
em um SSD, SATA ou RAID.

Etapa 2: instalar os utilitarios do host AIX
A NetApp recomenda fortemente a instalagdo do AlX Host Utilities para dar suporte ao gerenciamento de LUN

do ONTAP e auxiliar o suporte técnico na coleta de dados de configuragao. O pacote MPIO do Host Utilities
fornece suporte MPIO para AlX e VIOS.

@ Ainstalacéo do AIX Host Utilities fornece configuracdes de tempo limite adicionais no seu host
AlX.

"Instalar o AIX Host Utilities 6.1" .

Etapa 3: Confirme a configuragdo multipath do seu host

Vocé pode usar multipathing com AIX 7.2 e PowerVM para gerenciar LUNs ONTAP .

O multipathing permite que vocé configure varios caminhos de rede entre o host e o sistema de
armazenamento. Se um caminho falhar, o trafego continua com os caminhos restantes. Os ambientes AlX e
PowerVM dos utilitarios de host usam a solugdo de multicaminhos nativa (MPIO) do AIX.

O Path Control Module (PCM) é responsavel por controlar varios caminhos para um host AIX. O PCM é um
cédigo fornecido pelo fornecedor de armazenamento que lida com o gerenciamento de caminhos e € instalado
e habilitado durante a instalacédo dos Utilitarios do Host.

Para garantir que o multipathing esteja configurado corretamente para seu host, verifique se vocé tem as
configuragbes recomendadas da NetApp configuradas para seus LUNs ONTAP .

1. Os utilitarios de host do AlX carregam as seguintes configuragdes de parametros para LUNs ONTAP .

10
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Mostrar definicbes de parametros

Parametro

algoritmo

hcheck _cmd

hcheck_interval

hcheck _mode

lun_reset_spt

max_transfer

gfull_dly

queue_depth

reserve_policy

re_timeout (disco)

dyntrk

fc_err_recov

q_type

num_cmd_elems

num_cmd_elems

Ambiente

MPIO

MPIO

MPIO

MPIO

MPIO / nédo MPIO

MPIO / nédo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / nédo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

altere as configuragbes padrao:

Valor para AlIX

round_robin

inquérito

30

nao ativo

sim

FC LUNSs: 0x100000

bytes

atraso de 2 segundos

64

no_reserve

30 segundos

Sim

FAIL_FAIL

simples

1024 para AlIX 3072

para VIOS
1024 para AlX

Nota

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Usa os valores padrao
do SO

Usa os valores padrao
do SO

Usa os valores padrao
do SO

Usa os valores padrao
do SO

FC EN1B, FC EN1C

FC ENOG

2. Se sua configuragdo de armazenamento incluir sincronizagao ativa do MetroCluster ou do SnapMiirror ,
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MetroCluster

Por padrao, o sistema operacional AIX impde um tempo limite de E/S menor quando nao ha
caminhos disponiveis para um LUN. Isso pode ocorrer em configuragdes que incluem malha SAN de
switch Unico e em configuragdes do MetroCluster que apresentam failovers nédo planejados. Para
obter informagdes adicionais e alteragdes recomendadas nas configuragbes padrao, consulte o artigo
da Base de conhecimento"Quais séo as consideragdes de suporte ao host AIX em uma configuragao
do MetroCluster ?" .

Sincronizagao ativa do SnapMirror

A partir do ONTAP 9.11.1, a sincronizagao ativa do SnapMirror € suportada para um host AIX. O
cluster principal em uma configuragéo AlX é o cluster "ativo".

Em uma configuragao AlX, os failovers sdo disruptivos. Com cada failover, vocé precisa executar
uma nova varredura no host para que as operagdes de E/S sejam retomadas.

Consulte o artigo da Base de Conhecimento"Como configurar um host AlX para sincronizacao ativa
do SnapMirror" .

3. Verifique o status do caminho para LUNs ONTAP :
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sanlun lun show

Os exemplos de saida a seguir mostram o status correto do caminho para LUNs ONTAP em uma
configuragdo ASA, AFF ou FAS .


https://kb.netapp.com/on-prem/ontap/mc/MC-KBs/What_are_AIX_Host_support_considerations_in_a_MetroCluster_configuration
https://kb.netapp.com/on-prem/ontap/mc/MC-KBs/What_are_AIX_Host_support_considerations_in_a_MetroCluster_configuration
https://kb.netapp.com/on-prem/ontap/DP/SnapMirror/SnapMirror-KBs/How_to_configure_AIX_Host_for_SnapMirror_active_sync_in_ONTAP
https://kb.netapp.com/on-prem/ontap/DP/SnapMirror/SnapMirror-KBs/How_to_configure_AIX_Host_for_SnapMirror_active_sync_in_ONTAP

Configuragoes do ASA

Uma configuracao ASA otimiza todos os caminhos para um determinado LUN, mantendo-os ativos
("primarios"). Isso melhora o desempenho ao atender operagdes de E/S por todos os caminhos ao
mesmo tempo.

Mostrar exemplo

# sanlun lun show -p |grep -p hdisk78
ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37
LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver AIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up primary pathO fcsO fc aix 1 1

up primary pathl fcsO fc aix 2 1

up primary path2 fcsl fc aix 3 1

up primary path3 fcsl fc aix 4 1

Configuragao AFF ou FAS

Uma configuragdo AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
0 agregado esta localizado. Os caminhos de prioridade mais baixa estado ativos, mas nao otimizados,
porque séo servidos por um controlador diferente. Caminhos nao otimizados séo usados somente
guando caminhos otimizados nao estado disponiveis.

O exemplo a seguir exibe a saida correta para um LUN ONTAP com dois caminhos ativos/otimizados
("primarios") e dois caminhos ativos/n&o otimizados ("secundarios"):



Mostrar exemplo

# sanlun lun show -p |grep -p hdisk78
ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37
LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver ATX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up secondary path0O fcsO fc aix 1 1
up primary pathl fcsO fc aix 2 1
up primary path2 fcsl fc aix 3 1
up secondary path3 fcsl fc aix 4 1

Etapa 4: Revise os problemas conhecidos

Problemas conhecidos

A versao IBM AIX 7.2 e/ou PowerVM (VIOS 3.1) com armazenamento ONTAP tem os seguintes problemas
conhecidos:

14



ID de erro do NetApp
"1416221"

"1414700"

Titulo

O AIX 7200-05-01
encontrou interrupgéo de
e/S em discos iSCSI
virtuais (VIOS 3,1.1.x)
durante o failover de
armazenamento

O AIX 7,2 TLO4 encontrou
interrupgéo de e/S em
discos iSCSI virtuais
(VIOS 3,1.1.x) durante o
failover de
armazenamento

Descricédo ID do parceiro

Ainterrupgéo de e/S pode NA
ocorrer durante operagdes
de failover de
armazenamento em hosts
AlIX 7,2 TL5 nos discos
iSCSI virtuais mapeados
através do VIOS 3,1.1.x.
Por padrao, o
rw_timeout valor dos
discos iSCSI virtuais
(hdisk) no VIOC sera de
45 segundos. Se ocorrer
um atraso de e/S superior
a 45 segundos durante o
failover de
armazenamento, podera
ocorrer uma falha de e/S.
Para evitar esta situacao,
consulte a solugao
alternativa mencionada no
BURT. De acordo com a
IBM, depois de aplicar o
APAR -1J34739 (versao
futura), podemos alterar
dinamicamente o valor
rw_timeout usando o
chdev comando.

Ainterrupgao de e/S pode NA
ocorrer durante operagdes
de failover de
armazenamento em hosts
AlIX 7,2 TL4 nos discos
iSCSI virtuais mapeados
através do VIOS 3,1.1.x.
Por padrao, o
rw_timeout valor do
adaptador vSCSI no VIOC
€ de 45 segundos. Se
ocorrer um atraso de e/S
superior a 45 segundos
durante um failover de
armazenamento, podera
ocorrer uma falha de e/S.
Para evitar esta situacao,
consulte a solugao
alternativa mencionada no
BURT.

15


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1416221
https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/1414700

ID de erro do NetApp
"1307653"

O que se segue?

Titulo

Problemas de e/S
ocorrem no VIOS 3.1.1.10
durante falhas SFO e e/S
retas

Descrigdo

No VIOS 3,1.1, falhas de
e/S podem ocorrer em
discos cliente NPIV com
suporte de adaptadores
FC de 16 GB ou 32 GB.
Além disso, o vfchost
driver pode parar de
processar solicitagdes de
e/S do cliente. Aplicando
o IBM APAR 1J22290 o
IBM APAR 1J23222
corrige o problema.

"Saiba mais sobre como usar a ferramenta AlX Host Utilities" .

ID do parceiro

NA

Configurar o AIX 7.1 para FCP e iSCSI com armazenamento

ONTAP

O software AIX Host Utilities fornece ferramentas de gerenciamento e diagnéstico para
hosts AIX conectados ao armazenamento ONTAP . Ao instalar o AIX Host Utilities em um
host AIX 7.1, vocé pode usa-lo para ajudar a gerenciar operacdes de protocolo FCP e
iISCSI com LUNs ONTAP .

Passo 1: Opcionalmente, ative a inicializacao de SAN

Vocé pode configurar seu host para usar a inicializagdo SAN para simplificar a implantagdo e melhorar a
escalabilidade. Se sua configuragdo nao suportar inicializagdo SAN, vocé podera usar uma inicializagao local.

Inicializagdao de SAN

A inicializagdo SAN é o processo de configuragdo de um disco conectado a SAN (um LUN) como um
dispositivo de inicializagdo para um host AIX/PowerVM. Vocé pode configurar um LUN de inicializagao
SAN para funcionar em um ambiente AIX Multipath 1/0 (MPIO) que esteja usando o protocolo FC e
executando o AlX Host Utilities com o protocolo FC ou FCoE. O método usado para criar um LUN de
inicializagdo SAN e instalar uma nova imagem de sistema operacional em um ambiente AIX MPIO
depende do protocolo que vocé esta usando.

Passos

1. Use o"Ferramenta de Matriz de interoperabilidade" para verificar se o seu sistema operacional AlX,
protocolo e versao do ONTAP oferecem suporte a inicializagdo SAN.

2. Siga as praticas recomendadas para configurar uma inicializagdo SAN na documentagao do

fornecedor.

Arranque local

Execute uma inicializagéo local instalando o sistema operacional AlX no disco rigido local, por exemplo,
em um SSD, SATA ou RAID.
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Etapa 2: instalar os utilitarios do host AIX

A NetApp recomenda fortemente a instalagéo do AlX Host Utilities para dar suporte ao gerenciamento de LUN
do ONTAP e auxiliar o suporte técnico na coleta de dados de configuragao. O pacote MPIO do Host Utilities
fornece suporte MPIO para AlX e VIOS.

@ Ainstalacéo do AIX Host Utilities fornece configuragdes de tempo limite adicionais no seu host
AlX.

"Instalar o AIX Host Utilities 6.1" .

Etapa 3: Confirme a configuragdao multipath do seu host

Vocé pode usar multipathing com um host AIX 7.1 para gerenciar LUNs ONTAP .

O multipathing permite que vocé configure varios caminhos de rede entre o host e o sistema de
armazenamento. Se um caminho falhar, o trafego continua com os caminhos restantes. Os ambientes AlX e
PowerVM dos utilitarios de host usam a solugdo de multicaminhos nativa (MPIO) do AIX.

O Path Control Module (PCM) é responsavel por controlar varios caminhos para um host AIX. O PCM é um
cédigo fornecido pelo fornecedor de armazenamento que lida com o gerenciamento de caminhos e € instalado
e habilitado durante a instalagcédo dos Utilitarios do Host.

Para garantir que o multipathing esteja configurado corretamente para seu host, verifique se vocé tem as
configuragbes recomendadas da NetApp configuradas para seus LUNs ONTAP .

Passos

1. Os utilitarios de host do AlX carregam as seguintes configuragdes de parametros para LUNs ONTAP .
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Mostrar definicbes de parametros

Parametro

algoritmo

hcheck _cmd

hcheck_interval

hcheck _mode

lun_reset_spt

max_transfer

gfull_dly

queue_depth

reserve_policy

re_timeout (disco)

dyntrk

fc_err_recov

q_type

num_cmd_elems

num_cmd_elems

Ambiente

MPIO

MPIO

MPIO

MPIO

MPIO / nédo MPIO

MPIO / nédo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO

MPIO / nédo MPIO

MPIO / ndo MPIO

MPIO / ndo MPIO
MPIO / ndo MPIO

Valor para AlIX

round_robin

inquérito

30

nao ativo

sim

FC LUNSs: 0x100000
bytes

atraso de 2 segundos

64

no_reserve

30 segundos
Sim
FAIL_FAIL
simples

1024 para AlX
500 para AlX

(autdbnomo/fisico) 200
para VIOC

Nota

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitrido)

Definido por Host
Utilities (Utilitarios do
anfitriao)

Usa os valores padrao
do SO

Usa os valores padrao
do SO

Usa os valores padrao
do SO

Usa os valores padrao
do SO

FC EN1B, FC EN1C
FC ENOG

2. Se sua configuragéo de armazenamento incluir sincronizagao ativa do MetroCluster ou do SnapMirror ,
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altere as configuragbes padrao:

MetroCluster

Por padrao, o sistema operacional AlX impde um tempo limite de E/S menor quando nao ha
caminhos disponiveis para um LUN. Isso pode ocorrer em configuragdes que incluem malha SAN de
switch Unico e em configuragbes do MetroCluster que apresentam failovers nao planejados. Para
obter informagdes adicionais e alteragdes recomendadas nas configuragdes padrao, consulte o artigo
da Base de conhecimento"Quais séo as consideragdes de suporte ao host AIX em uma configuragao
do MetroCluster ?" .

Sincronizagao ativa do SnapMirror

A partir do ONTAP 9.11.1, a sincronizagao ativa do SnapMirror é suportada para um host AIX. O
cluster principal em uma configuragéo AlX é o cluster "ativo".

Em uma configuragao AlX, os failovers sao disruptivos. Com cada failover, vocé precisa executar
uma nova varredura no host para que as operagdes de E/S sejam retomadas.

Consulte o artigo da Base de Conhecimento"Como configurar um host AIX para sincronizacao ativa
do SnapMirror" .
3. Verifique o status do caminho para LUNs ONTAP :

sanlun lun show

Os exemplos de saida a seguir mostram o status correto do caminho para LUNs ONTAP em uma
configuragdo ASA, AFF ou FAS .


https://kb.netapp.com/on-prem/ontap/mc/MC-KBs/What_are_AIX_Host_support_considerations_in_a_MetroCluster_configuration
https://kb.netapp.com/on-prem/ontap/mc/MC-KBs/What_are_AIX_Host_support_considerations_in_a_MetroCluster_configuration
https://kb.netapp.com/on-prem/ontap/DP/SnapMirror/SnapMirror-KBs/How_to_configure_AIX_Host_for_SnapMirror_active_sync_in_ONTAP
https://kb.netapp.com/on-prem/ontap/DP/SnapMirror/SnapMirror-KBs/How_to_configure_AIX_Host_for_SnapMirror_active_sync_in_ONTAP

Configuragoes do ASA

Uma configuracao ASA otimiza todos os caminhos para um determinado LUN, mantendo-os ativos
("primarios"). Isso melhora o desempenho ao atender operagdes de E/S por todos os caminhos ao
mesmo tempo.

Mostrar exemplo

# sanlun lun show -p |grep -p hdisk78
ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37
LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver AIX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up primary pathO fcsO fc aix 1 1

up primary pathl fcsO fc aix 2 1

up primary path2 fcsl fc aix 3 1

up primary path3 fcsl fc aix 4 1

Configuragao AFF ou FAS

Uma configuragdo AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
0 agregado esta localizado. Os caminhos de prioridade mais baixa estado ativos, mas nao otimizados,
porque séo servidos por um controlador diferente. Caminhos nao otimizados séo usados somente
guando caminhos otimizados nao estado disponiveis.

O exemplo a seguir exibe a saida correta para um LUN ONTAP com dois caminhos ativos/otimizados
("primarios") e dois caminhos ativos/n&o otimizados ("secundarios"):



Mostrar exemplo

# sanlun lun show -p |grep -p hdisk78
ONTAP Path:
vs_aix clus:/vol/chataix 205p2 vol en 1 7/jfs 205p2 lun en
LUN: 37
LUN Size: 1b5g
Host Device: hdisk78
Mode: C
Multipath Provider: AIX Native
Multipathing Algorithm: round robin

host vserver ATX AIX MPIO
path path MPIO host vserver path
state type path adapter LIF priority
up secondary path0O fcsO fc aix 1 1
up primary pathl fcsO fc aix 2 1
up primary path2 fcsl fc aix 3 1
up secondary path3 fcsl fc aix 4 1

Etapa 4: Revise os problemas conhecidos

A versao do AlIX 7.1 com armazenamento ONTAP nao apresenta problemas conhecidos.

O que se segue?

"Saiba mais sobre como usar a ferramenta AlX Host Utilities" .
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