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SUSE Linux Enterprise Server 12

Configure o SUSE Linux Enterprise Server 12 SP5 para FCP
e iSCSI com armazenamento ONTAP

O software Utilitarios de host Linux fornece ferramentas de gerenciamento e diagnostico
para hosts Linux que estdo conetados ao storage ONTAP. Ao instalar os Utilitarios de
host do Linux em um host do SUSE Linux Enterprise Server 12 SP5, vocé pode usar os
Utilitarios de host para ajudar a gerenciar operagdes de protocolo FCP e iSCSI com
LUNs do ONTAP.

Passo 1: Opcionalmente, ative a inicializagao de SAN

Vocé pode configurar seu host para usar a inicializagcdo SAN para simplificar a implantagdo e melhorar a
escalabilidade.

Antes de comecar

Use o "Ferramenta de Matriz de interoperabilidade" para verificar se o sistema operacional Linux, o adaptador
de barramento do host (HBA), o firmware HBA, o BIOS de inicializagdo HBA e a versdo do ONTAP suportam
inicializagéo por SAN.

Passos
1. "Crie um LUN de inicializacao SAN e mapeie-o para o host".

2. Ative a inicializacao SAN no BIOS do servidor para as portas as quais o LUN de inicializacdo SAN esta
mapeado.

Para obter informagdes sobre como ativar o BIOS HBA, consulte a documentagéo especifica do
fornecedor.

3. Verifique se a configuragéo foi bem-sucedida reinicializando o host e verificando se o sistema operacional
esta funcionando.

Passo 2: Instale os Utilitarios de host do Linux

A NetApp recomenda fortemente a instalagéo dos utilitarios de host Linux para suportar o gerenciamento de
LUN ONTAP e auxiliar o suporte técnico na coleta de dados de configuracao.

"Instale o Linux Host Utilities 7,1".

@ A instalagao dos Utilitarios de host do Linux nao altera nenhuma configuragéo de tempo limite
do host no seu host Linux.
Etapa 3: Confirme a configuragdao multipath do seu host

Vocé pode usar multipathing com o SUSE Linux Enterprise Server 12 SP5 para gerenciar LUNs ONTAP.

Para garantir que o multipathing esteja configurado corretamente para o host, verifique se o
/etc/multipath.conf arquivo esta definido e se vocé tem as configuragdes recomendadas do NetApp
configuradas para os LUNs do ONTAP.
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Passos

1. Verifique se 0 /etc/multipath.conf arquivo existe:
ls /etc/multipath.conf
Se 0 arquivo nao existir, crie um arquivo vazio de zero bytes:

touch /etc/multipath.conf

2. Na primeira vez que o multipath.conf arquivo é criado, talvez seja necessario ativar e iniciar os
servigos multipath para carregar as configuragdes recomendadas:

systemctl enable multipathd

systemctl start multipathd

3. Cada vez que vocé inicializar o host, o arquivo vazio de /etc/multipath.conf zero byte carrega
automaticamente os parametros de multipath de host recomendados pelo NetApp como as configuragbes
padrdo. Vocé n&o deve precisar fazer alteragdes no /etc/multipath.conf arquivo para o seu host
porque o sistema operacional do host € compilado com os paradmetros multipath que reconhecem e
gerenciam LUNs ONTAP corretamente.

A tabela a seguir mostra as configuragdes de parametros multipath compilados pelo sistema operacional
Linux nativo para LUNs ONTAP.



Mostrar definicbes de parametros

Parametro
detectar_prio
dev_loss _tmo
failback
fast_io_fail_tmo
carateristicas
flush_on_last_del
hardware _handler
no_path_retry
path_checker
path_grouing_policy
path_selector
polling_interval

prio

produto
reter_anexado_hw_handler
rr_peso
user_friendly_names

fornecedor

Definicao

sim

"infinito"

imediato

5

"2 pg_init_retries 50"
"sim"

o

fila de espera

"tur"

"group_by prio"
"tempo de servigo 0"
5

"ONTAP"

LUN

sim

"uniforme"

n&o

NetApp

4. Verifique as configuracdes de parametros e o status do caminho para os LUNs do ONTAP:

multipath -11

Os parametros multipath padrao suportam configuragdes ASA, AFF e FAS . Nessas configuragdes, um
unico LUN ONTAP néao deve exigir mais de quatro caminhos. Ter mais de quatro caminhos pode causar

problemas durante uma falha de armazenamento.

As saidas de exemplo a seguir mostram as configuragdes de parametro e o status do caminho corretos
para LUNs ONTAP em uma configuragado ASA, AFF ou FAS.



Configuragao ASA

Uma configuracdo do ASA otimiza todos os caminhos para um determinado LUN, mantendo-os
ativos. Isso melhora a performance atendendo operagdes de e/S em todos os caminhos ao mesmo
tempo.

# multipath -11
3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

]= 330878Y sdco 69:192 active ready running

|- 3:0:8:9 sddi 71:0 active ready running

|- 14:0:8:9 sdjg 65:320 active ready running

- 14:0:7:9 sdiw 8:256 active ready running

Configuragao AFF ou FAS

Uma configuragao AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
0 agregado esta localizado. Os caminhos de prioridade mais baixa estédo ativos, mas ndo otimizados,
porque sdo servidos por um controlador diferente. Caminhos ndo otimizados sdo usados somente
guando caminhos otimizados nao estao disponiveis.

O exemplo a seguir exibe a saida de um LUN ONTAP com dois caminhos ativos/otimizados e dois
caminhos ativos/nao otimizados:

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 3:0:3:0 sdd 8:48 active ready running
| |- 3:0:4:0 sdx 65:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:2:0 sdfk 130:96 active ready running
"= 14:0:5:0 sdgz 132:240 active ready running

Passo 4: Opcionalmente, exclua um dispositivo de multipathing

Se necessario, vocé pode excluir um dispositivo de multipathing adicionando o WWID para o dispositivo
indesejado a estrofe "lista negra" para o multipath.conf arquivo.

Passos
1. Determine o WWID:



/lib/udev/scsi id -gud /dev/sda

"sda" é o disco SCSI local que vocé deseja adicionar a lista negra.
Um exemplo WWID é 360030057024d0730239134810c0cb833.

2. Adicione o WWID a estrofe "blacklist":

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0=-9]*"
devnode "“hd[a-z]"

devnode ""“cciss.*"

Etapa 5: Personalizar parametros multipath para LUNs ONTAP

Se o seu host estiver conetado a LUNs de outros fornecedores e qualquer configuragdo de parametro
multipath for substituida, vocé precisara corrigi-los adicionando estrofes posteriormente multipath.conf no
arquivo que se aplicam especificamente aos LUNs ONTAP. Se vocé nao fizer isso, os LUNs do ONTAP podem
nao funcionar como esperado.

Verifique 0 /etc/multipath.conf arquivo, especialmente na segdo padrées, para configuragcdes que
possam estar substituindo o configuragdes padrao para parametros multipath.

Nao deve substituir as definigbes de pardmetros recomendadas para LUNs ONTAP. Essas

@ configuragbes sao necessarias para o desempenho ideal da configuracdo do seu host. Entre
em Contato com o suporte da NetApp, seu fornecedor de sistemas operacionais ou ambos para
obter mais informacoes.

O exemplo a seguir mostra como corrigir um padrao substituido. Neste exemplo, 0o multipath.conf arquivo
define valores para path checker e no_path retry que ndo sdo compativeis com LUNs ONTAP, e vocé
nao pode remover esses parametros porque os storages ONTAP ainda estdo conetados ao host. Em vez
disso, vocé corrige os valores path checker de e no path retry adicionando uma estrofe de dispositivo
aomultipath.conf arquivo que se aplica especificamente aos LUNs ONTAP.



Mostrar exemplo

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

Passo 6: Revise os problemas conhecidos

O SUSE Linux Enterprise Server 12 SP5 com versao de armazenamento ONTAP tem os seguintes problemas
conhecidos:



ID de erro do NetApp Titulo Descricédo

"1284293" A interrupgao do kernel ocorre no A interrupgao do kernel ocorre
SLES12 SP5 com o QLogic durante operacoes de failover de
QLE2562 8GB FC HBA durante armazenamento no kernel SLES12
operacdes de failover de SP5 com um adaptador de
armazenamento barramento de host (HBA) QLogic

QLE2562 Fibre Channel (FC). A
interrupcao do kernel faz com que
0 SLES12 SP5 seja reiniciado,
levando a interrupgao do aplicativo.
Se 0 mecanismo kdump estiver
ativado, a interrupcao do kernel
gera um arquivo vmcore localizado
no diretdrio /var/crash/. Verifique o
arquivo vmcore para determinar a
causa da interrupcdo. Um failover
de armazenamento com um evento
HBA QLogic QLE2562 afeta o
modulo "thread_INFO:
Ffff8aedf723c2c0". Localize este
evento no arquivo vmcore
encontrando a seguinte cadeia de
carateres: " [Thread_INFO:
Fff8aedf723c2c0]". Apods a
interrupgéo do kernel, reinicie o
sistema operacional do host para
permitir que ele se recupere. Em
seguida, reinicie as aplicacdes.

O que se segue?

+ "Saiba mais sobre como usar a ferramenta Linux Host Utilities" .

« Saiba mais sobre espelhamento ASM
O espelhamento do Gerenciamento Automatico de armazenamento (ASM) pode exigir alteragdes nas
configuragdes de multipath do Linux para permitir que o ASM reconheg¢a um problema e alterne para um
grupo de falhas alternativo. A maioria das configuragcbes ASM no ONTAP usa redundancia externa, o que
significa que a protecao de dados é fornecida pelo array externo e o ASM ndo espelha dados. Alguns sites

usam ASM com redundancia normal para fornecer espelhamento bidirecional, normalmente em diferentes
sites. "Bancos de dados Oracle no ONTAP"Consulte para obter mais informacgdes.

» Saiba mais sobre a virtualizagdo do SUSE Linux (KVM)
O SUSE Linux pode servir como um host KVM. Isso permite executar varias maquinas virtuais em um

unico servidor fisico usando a tecnologia de Maquina Virtual baseada no Kernel do Linux (KVM). O host
KVM nao requer configuragdes explicitas de host para LUNs ONTAP .

Configure o SUSE Linux Enterprise Server 12 SP4 para FCP
e iISCSI com armazenamento ONTAP

O software Utilitarios de host Linux fornece ferramentas de gerenciamento e diagndstico
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para hosts Linux que estdo conetados ao storage ONTAP. Ao instalar os Utilitarios de
host do Linux em um host do SUSE Linux Enterprise Server 12 SP4, vocé pode usar os
Utilitarios de host para ajudar a gerenciar operagdes de protocolo FCP e iSCSI com
LUNs do ONTAP.

Passo 1: Opcionalmente, ative a inicializagcao de SAN

Vocé pode configurar seu host para usar a inicializagdo SAN para simplificar a implantagéo e melhorar a
escalabilidade.

Antes de comecar

Use o "Ferramenta de Matriz de interoperabilidade" para verificar se o sistema operacional Linux, o adaptador
de barramento do host (HBA), o firmware HBA, o BIOS de inicializagdo HBA e a versdo do ONTAP suportam
inicializagdo por SAN.

Passos
1. "Crie um LUN de inicializacdo SAN e mapeie-o para o host".

2. Ative a inicializagcdo SAN no BIOS do servidor para as portas as quais o LUN de inicializagdo SAN esta
mapeado.

Para obter informagdes sobre como ativar o BIOS HBA, consulte a documentagéo especifica do
fornecedor.

3. Verifique se a configuragéo foi bem-sucedida reinicializando o host e verificando se o sistema operacional
esta funcionando.

Passo 2: Instale os Utilitarios de host do Linux

A NetApp recomenda fortemente a instalagdo dos utilitarios de host Linux para suportar o gerenciamento de
LUN ONTAP e auxiliar o suporte técnico na coleta de dados de configuragao.

"Instale o Linux Host Utilities 7,1".

@ A instalagéo dos Utilitarios de host do Linux ndo altera nenhuma configuragao de tempo limite
do host no seu host Linux.

Etapa 3: Confirme a configuragao multipath do seu host

Vocé pode usar multipathing com o SUSE Linux Enterprise Server 12 SP4 para gerenciar LUNs ONTAP.
Para garantir que o multipathing esteja configurado corretamente para o host, verifique se o
/etc/multipath.conf arquivo esta definido e se vocé tem as configuragées recomendadas do NetApp

configuradas para os LUNs do ONTAP.

Passos

1. Verifique se 0 /etc/multipath.conf arquivo existe:
ls /etc/multipath.conf

Se o0 arquivo nao existir, crie um arquivo vazio de zero bytes:
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touch /etc/multipath.conf

2. Na primeira vez que o multipath.conf arquivo é criado, talvez seja necessario ativar e iniciar os
servigos multipath para carregar as configuragdes recomendadas:

systemctl enable multipathd

systemctl start multipathd

3. Cada vez que vocé inicializar o host, o arquivo vazio de /etc/multipath.conf zero byte carrega
automaticamente os parametros de multipath de host recomendados pelo NetApp como as configuragbes
padréo. Vocé nao deve precisar fazer alteragdes no /etc/multipath.conf arquivo para o seu host
porque o sistema operacional do host € compilado com os paradmetros multipath que reconhecem e
gerenciam LUNs ONTAP corretamente.

A tabela a seguir mostra as configuragdes de parametros multipath compilados pelo sistema operacional
Linux nativo para LUNs ONTAP.



Mostrar definicbes de parametros

Parametro
detectar_prio
dev_loss _tmo
failback
fast_io_fail_tmo
carateristicas
flush_on_last_del
hardware _handler
no_path_retry
path_checker
path_grouing_policy
path_selector
polling_interval

prio

produto
reter_anexado_hw_handler
rr_peso
user_friendly_names

fornecedor

Definicao

sim

"infinito"

imediato

5

"2 pg_init_retries 50"
"sim"

o

fila de espera

"tur"

"group_by prio"
"tempo de servigo 0"
5

"ONTAP"

LUN

sim

"uniforme"

n&o

NetApp

4. Verifique as configuracdes de parametros e o status do caminho para os LUNs do ONTAP:

multipath -11

Os parametros multipath padrao suportam configuragdes ASA, AFF e FAS . Nessas configuragdes, um
unico LUN ONTAP néao deve exigir mais de quatro caminhos. Ter mais de quatro caminhos pode causar
problemas durante uma falha de armazenamento.

As saidas de exemplo a seguir mostram as configuragdes de parametro e o status do caminho corretos
para LUNs ONTAP em uma configuragado ASA, AFF ou FAS.

10



Configuragao ASA

Uma configuracdo do ASA otimiza todos os caminhos para um determinado LUN, mantendo-os

ativos. Isso melhora a performance atendendo operagdes de e/S em todos os caminhos ao mesmo
tempo.

# multipath -11
3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

]= 330878Y sdco 69:192 active ready running

|- 3:0:8:9 sddi 71:0 active ready running

|- 14:0:8:9 sdjg 65:320 active ready running

- 14:0:7:9 sdiw 8:256 active ready running

Configuragao AFF ou FAS

Uma configuragao AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
0 agregado esta localizado. Os caminhos de prioridade mais baixa estédo ativos, mas ndo otimizados,
porque sdo servidos por um controlador diferente. Caminhos ndo otimizados sdo usados somente
guando caminhos otimizados nao estao disponiveis.

O exemplo a seguir exibe a saida de um LUN ONTAP com dois caminhos ativos/otimizados e dois
caminhos ativos/nao otimizados:

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 3:0:3:0 sdd 8:48 active ready running
| |- 3:0:4:0 sdx 65:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:2:0 sdfk 130:96 active ready running
"= 14:0:5:0 sdgz 132:240 active ready running

Passo 4: Opcionalmente, exclua um dispositivo de multipathing

Se necessario, vocé pode excluir um dispositivo de multipathing adicionando o WWID para o dispositivo
indesejado a estrofe "lista negra" para o multipath.conf arquivo.

Passos
1. Determine o WWID:

11



/lib/udev/scsi id -gud /dev/sda

"sda" é o disco SCSI local que vocé deseja adicionar a lista negra.
Um exemplo WWID é 360030057024d0730239134810c0cb833.

2. Adicione o WWID a estrofe "blacklist":

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0=-9]*"
devnode "“hd[a-z]"

devnode ""“cciss.*"

Etapa 5: Personalizar parametros multipath para LUNs ONTAP

Se o seu host estiver conetado a LUNs de outros fornecedores e qualquer configuragdo de parametro
multipath for substituida, vocé precisara corrigi-los adicionando estrofes posteriormente multipath.conf no
arquivo que se aplicam especificamente aos LUNs ONTAP. Se vocé nao fizer isso, os LUNs do ONTAP podem
nao funcionar como esperado.

Verifique 0 /etc/multipath.conf arquivo, especialmente na segdo padrées, para configuragcdes que
possam estar substituindo o configuragdes padrao para parametros multipath.

Nao deve substituir as definigbes de pardmetros recomendadas para LUNs ONTAP. Essas

@ configuragbes sao necessarias para o desempenho ideal da configuracdo do seu host. Entre
em Contato com o suporte da NetApp, seu fornecedor de sistemas operacionais ou ambos para
obter mais informacoes.

O exemplo a seguir mostra como corrigir um padrao substituido. Neste exemplo, 0o multipath.conf arquivo
define valores para path checker e no_path retry que ndo sdo compativeis com LUNs ONTAP, e vocé
nao pode remover esses parametros porque os storages ONTAP ainda estdo conetados ao host. Em vez
disso, vocé corrige os valores path checker de e no path retry adicionando uma estrofe de dispositivo
aomultipath.conf arquivo que se aplica especificamente aos LUNs ONTAP.

12



Mostrar exemplo

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

Passo 6: Revise os problemas conhecidos

Nao ha problemas conhecidos.

O que se segue?

« "Saiba mais sobre como usar a ferramenta Linux Host Utilities" .

+ Saiba mais sobre espelhamento ASM

O espelhamento do Gerenciamento Automatico de armazenamento (ASM) pode exigir alteragdes nas
configuragdes de multipath do Linux para permitir que o ASM reconhega um problema e alterne para um
grupo de falhas alternativo. A maioria das configuragcbées ASM no ONTAP usa redundéncia externa, o que
significa que a protegao de dados é fornecida pelo array externo e o ASM nao espelha dados. Alguns sites
usam ASM com redundancia normal para fornecer espelhamento bidirecional, normalmente em diferentes
sites. "Bancos de dados Oracle no ONTAP"Consulte para obter mais informagoes.

« Saiba mais sobre a virtualizagdo do SUSE Linux (KVM)

O SUSE Linux pode servir como um host KVM. Isso permite executar varias maquinas virtuais em um
unico servidor fisico usando a tecnologia de Maquina Virtual baseada no Kernel do Linux (KVM). O host
KVM nao requer configuracdes explicitas de host para LUNs ONTAP .

Configure o SUSE Linux Enterprise Server 12 SP3 para FCP
e iSCSI com armazenamento ONTAP

O software Utilitarios de host Linux fornece ferramentas de gerenciamento e diagndstico
para hosts Linux que estdo conetados ao storage ONTAP. Ao instalar os Utilitarios de
host do Linux em um host do SUSE Linux Enterprise Server 12 SP3, vocé pode usar os
Utilitarios de host para ajudar a gerenciar operagdes de protocolo FCP e iISCSI com
LUNs do ONTAP.
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Passo 1: Opcionalmente, ative a inicializagao de SAN

Vocé pode configurar seu host para usar a inicializagao SAN para simplificar a implantagéo e melhorar a
escalabilidade.

Antes de comecgar

Use o "Ferramenta de Matriz de interoperabilidade" para verificar se o sistema operacional Linux, o adaptador
de barramento do host (HBA), o firmware HBA, o BIOS de inicializagdo HBA e a versdo do ONTAP suportam
inicializagéo por SAN.

Passos
1. "Crie um LUN de inicializacao SAN e mapeie-o para o host".

2. Ative a inicializagao SAN no BIOS do servidor para as portas as quais o LUN de inicializagdo SAN esta
mapeado.

Para obter informagdes sobre como ativar o BIOS HBA, consulte a documentagéo especifica do
fornecedor.

3. Verifique se a configuracao foi bem-sucedida reinicializando o host e verificando se o sistema operacional
esta funcionando.

Passo 2: Instale os Utilitarios de host do Linux

A NetApp recomenda fortemente a instalagdo dos utilitarios de host Linux para suportar o gerenciamento de
LUN ONTAP e auxiliar o suporte técnico na coleta de dados de configuragao.

"Instale o Linux Host Utilities 7,1".

@ Ainstalacéo dos Utilitarios de host do Linux ndo altera nenhuma configuragéo de tempo limite
do host no seu host Linux.

Etapa 3: Confirme a configuragdao multipath do seu host
Vocé pode usar multipathing com o SUSE Linux Enterprise Server 12 SP3 para gerenciar LUNs ONTAP.

Para garantir que o multipathing esteja configurado corretamente para o host, verifique se o
/etc/multipath.conf arquivo esta definido e se vocé tem as configuragées recomendadas do NetApp
configuradas para os LUNs do ONTAP.

Passos

1. Verifique se 0 /etc/multipath.conf arquivo existe:
ls /etc/multipath.conf
Se o0 arquivo nao existir, crie um arquivo vazio de zero bytes:
touch /etc/multipath.conf
2. Na primeira vez que o multipath.conf arquivo é criado, talvez seja necessario ativar e iniciar os
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servigos multipath para carregar as configuragdes recomendadas:

systemctl enable multipathd

systemctl start multipathd

3. Cada vez que vocé inicializar o host, o arquivo vazio de /etc/multipath.conf zero byte carrega

automaticamente os parametros de multipath de host recomendados pelo NetApp como as configuragbes

padréo. Vocé nao deve precisar fazer alteragdes no /etc/multipath.conf arquivo para o seu host
porque o sistema operacional do host € compilado com os paradmetros multipath que reconhecem e
gerenciam LUNs ONTAP corretamente.

A tabela a seguir mostra as configuragdes de parametros multipath compilados pelo sistema operacional

Linux nativo para LUNs ONTAP.

Mostrar definicbes de parametros

Parametro
detectar_prio
dev_loss_tmo
failback
fast_io_fail_tmo
carateristicas
flush_on_last del
hardware_handler
no_path_retry
path_checker
path_grouing_policy
path_selector
polling_interval

prio

produto
reter_anexado_hw_handler
rr_peso
user_friendly_names

fornecedor

4. Verifique as configuragdes de parametros e o status do caminho para os LUNs do ONTAP:

Definicao

sim

"infinito"

imediato

5

"2 pg_init_retries 50"
"sim"

o

fila de espera

"tur"
"group_by_prio"
"tempo de servico 0"
5

"ONTAP"

LUN

sim

"uniforme"

n&ao

NetApp
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multipath -11

Os parametros multipath padrao suportam configuragdes ASA, AFF e FAS . Nessas configuragdes, um
unico LUN ONTAP néao deve exigir mais de quatro caminhos. Ter mais de quatro caminhos pode causar
problemas durante uma falha de armazenamento.

As saidas de exemplo a seguir mostram as configuragdes de parametro e o status do caminho corretos
para LUNs ONTAP em uma configuragdo ASA, AFF ou FAS.

Configuragao ASA

Uma configuracdo do ASA otimiza todos os caminhos para um determinado LUN, mantendo-os
ativos. Isso melhora a performance atendendo operagdes de e/S em todos os caminhos ao mesmo
tempo.

# multipath -11
3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

J]= 3308789 sdco 69:192 active ready running

|- 3:0:8:9 sddi 71:0 active ready running

= 14:0:8:9 sdjg 65:320 active ready running

- 14:0:7:9 sdiw 8:256 active ready running

Configuragao AFF ou FAS

Uma configuragao AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
o agregado esta localizado. Os caminhos de prioridade mais baixa estédo ativos, mas ndo otimizados,
porque sao servidos por um controlador diferente. Caminhos nao otimizados séo usados somente
quando caminhos otimizados néo estao disponiveis.

O exemplo a seguir exibe a saida de um LUN ONTAP com dois caminhos ativos/otimizados e dois
caminhos ativos/nao otimizados:

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 3:0:3:0 sdd 8:48 active ready running
| |- 3:0:4:0 sdx 65:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:2:0 sdfk 130:96 active ready running
= 14:0:5:0 sdgz 132:240 active ready running



Passo 4: Opcionalmente, exclua um dispositivo de multipathing

Se necessario, vocé pode excluir um dispositivo de multipathing adicionando o WWID para o dispositivo
indesejado a estrofe "lista negra" para o multipath.conf arquivo.

Passos
1. Determine o WWID:

/lib/udev/scsi id -gud /dev/sda

"sda" é o disco SCSI local que vocé deseja adicionar a lista negra.
Um exemplo WWID é 360030057024d0730239134810c0cb833.

2. Adicione o WWID a estrofe "blacklist":

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hdl[a-z]"

devnode ""“cciss.*"

Etapa 5: Personalizar parametros multipath para LUNs ONTAP

Se o seu host estiver conetado a LUNs de outros fornecedores e qualquer configuragdo de parametro
multipath for substituida, vocé precisara corrigi-los adicionando estrofes posteriormente multipath.conf no
arquivo que se aplicam especificamente aos LUNs ONTAP. Se vocé nao fizer isso, os LUNs do ONTAP podem
nao funcionar como esperado.

Verifique 0 /etc/multipath.conf arquivo, especialmente na seg¢do padrées, para configuragcdes que
possam estar substituindo o configuragbes padrao para parametros multipath.

Nao deve substituir as definigbes de pardmetros recomendadas para LUNs ONTAP. Essas

@ configuragbes sao necessarias para o desempenho ideal da configuracdo do seu host. Entre
em Contato com o suporte da NetApp, seu fornecedor de sistemas operacionais ou ambos para
obter mais informacoes.

O exemplo a seguir mostra como corrigir um padrao substituido. Neste exemplo, o multipath.conf arquivo
define valores para path checker e no_path retry que ndo sdo compativeis com LUNs ONTAP, e vocé
nao pode remover esses parametros porque os storages ONTAP ainda estdo conetados ao host. Em vez
disso, vocé corrige os valores path checker de e no path retry adicionando uma estrofe de dispositivo
aomultipath.conf arquivo que se aplica especificamente aos LUNs ONTAP.
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Mostrar exemplo

defaults {
path checker readsector0
no path retry fail
}
devices {
device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

Passo 6: Revise os problemas conhecidos

O SUSE Linux Enterprise Server 12 SP3 com versao de armazenamento ONTAP tem os seguintes problemas
conhecidos:

ID de erro do NetApp Titulo Descrigao

"1089555" Interrupgéo do kernel observada no Uma interrupgéo do kernel pode
kernel versdo SLES12 SP3 com ocorrer durante operagoes de
Emulex LPe16002 16GB FC failover de armazenamento no
durante a operacao de failover de  kernel versao SLES12 SP3 com
armazenamento Emulex LPe16002 HBA. A

interrupgdo do kernel solicita uma
reinicializagao do sistema
operacional, o que, por sua vez,
causa uma interrupcéao do
aplicativo. Se o kdump estiver
configurado, a interrupgao do
kernel gera um arquivo vmcore em
/var/crash/Directory. Vocé pode
investigar a causa da falha no
arquivo vmcore. Exemplo: No caso
observado, a interrup¢éao do kernel
foi observada no médulo
"Ipfc_sli_ringtxcmpl_put 51" e é
registrada no arquivo vmcore —
excecgao RIP:
Lpfc_sli_ringtxcmpl_put 51.
Recupere o sistema operacional
apos a interrupgao do kernel
reiniciando o sistema operacional
host e reiniciando o aplicativo.
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ID de erro do NetApp
"1089561"

"1117248"

Titulo

Interrupgéo do kernel observada no
kernel versdao SLES12 SP3 com
Emulex LPe32002 32GB FC
durante operacgdes de failover de
armazenamento

Interrupgéo do kernel observada no
SLES12SP3 com QLogic QLE2562
8GB FC durante operagdes de
failover de armazenamento

Descrigdo

Uma interrupcéo do kernel pode
ocorrer durante operacgdes de
failover de armazenamento no
kernel versdo SLES12 SP3 com
Emulex LPe32002 HBA. A
interrupgdo do kernel solicita uma
reinicializacdo do sistema
operacional, o que, por sua vez,
causa uma interrupgao do
aplicativo. Se o kdump estiver
configurado, a interrupgao do
kernel gera um arquivo vmcore em
/var/crash/Directory. Vocé pode
investigar a causa da falha no
arquivo vmcore. Exemplo: No caso
observado, a interrupc¢ao do kernel
foi observada no médulo
"Ipfc_sli_free_hbg-76"e é
registrada no arquivo vmcore —
excecao RIP: Lpfc_sli_free hbg-76.
Recupere o sistema operacional
ap6s a interrupgao do kernel
reiniciando o sistema operacional
host e reiniciando o aplicativo.

Durante as operagdes de failover
de armazenamento no kernel
Sles12sp3 (kernel-default-4,4.82-
6,3.1) com QLogic QLE2562 HBA,
a interrupgao do kernel foi
observada devido a um panico no
kernel. O panico do kernel leva a
uma reinicializagao do sistema
operacional, causando uma
interrupcao do aplicativo. O panico
do kernel gera o arquivo vmcore
sob o diretorio /var/crash/ se o
kdump estiver configurado. Apos o
panico do kernel, o arquivo vmcore
pode ser usado para entender a
causa da falha. Exemplo: Neste
caso, o panico foi observado no
modulo "blk_finish_request 289",
Ele é registrado no arquivo vmcore
com a seguinte string: "Excecgéo
RIP: blk_finish_request.289" apdés a
interrupgdo do kernel, vocé pode
recuperar o sistema operacional
reiniciando o sistema operacional.
Vocé pode reiniciar o aplicativo
conforme necessario.
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ID de erro do NetApp
"1117261"

"1117274"

20

Titulo

Interrupgéo do kernel observada no
SLES12SP3 com Qlogic QLE2662
16GB FC durante operagdes de
failover de armazenamento

Interrupgéo do kernel observada no
SLES12SP3 com Emulex
LPe16002 16GB FC durante
operacgoes de failover de
armazenamento

Descrigdo

Durante as operagdes de failover
de armazenamento no kernel
Sles12sp3 (kernel-default-4,4.82-
6,3.1) com Qlogic QLE2662 HBA,
vocé pode observar a interrupcao
do kernel. Isso solicita a
reinicializacdo do sistema
operacional, causando interrupg¢ao
do aplicativo. A interrupgéo do
kernel gera um arquivo vmcore no
diretdrio /var/crash/ se o kdump
estiver configurado. O arquivo
vmcore pode ser usado para
entender a causa da falha.
Exemplo: Neste caso, a interrupgao
do Kernel foi observada no modulo
"endere¢o desconhecido ou
invalido" e é registrada no arquivo
vmcore com a seguinte string -
excecao RIP: Endereco
desconhecido ou invalido. Apds a
interrupgdo do kernel, o sistema
operacional pode ser recuperado
reiniciando o sistema operacional
host e reiniciando o aplicativo
conforme necessario.

Durante as operagdes de failover
de armazenamento no kernel
Sles12sp3 (kernel-default-4,4.87-
3,1) com Emulex LPe16002 HBA,
vocé pode observar a interrupgao
do kernel. Isso solicita a
reinicializacdo do sistema
operacional, causando interrupg¢ao
do aplicativo. A interrupgao do
kernel gera um arquivo vmcore sob
o diretdrio /var/crash/ se o kdump
estiver configurado. O arquivo
vmcore pode ser usado para
entender a causa da falha.
Exemplo: Neste caso, a interrupgao
do kernel foi observada no médulo
"Raw_spin_lock_irgsave-30" e é
registrada no arquivo vmcore com
a seguinte cadeia de carateres: —
Excecéo RIP:
_RAW_spin_lock_irgsave-30. Apos
a interrupgao do kernel, o sistema
operacional pode ser recuperado
reiniciando o sistema operacional
host e reiniciando o aplicativo
conforme necessario.


https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1117261
https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1117274

O que se segue?

» "Saiba mais sobre como usar a ferramenta Linux Host Utilities" .

+ Saiba mais sobre espelhamento ASM

O espelhamento do Gerenciamento Automatico de armazenamento (ASM) pode exigir alteragdes nas
configuragdes de multipath do Linux para permitir que o ASM reconhega um problema e alterne para um
grupo de falhas alternativo. A maioria das configuragcdées ASM no ONTAP usa redundéncia externa, o que
significa que a protecéo de dados é fornecida pelo array externo e o ASM nao espelha dados. Alguns sites
usam ASM com redundancia normal para fornecer espelhamento bidirecional, normalmente em diferentes
sites. "Bancos de dados Oracle no ONTAP"Consulte para obter mais informagoes.

« Saiba mais sobre a virtualizagdo do SUSE Linux (KVM)

O SUSE Linux pode servir como um host KVM. Isso permite executar varias maquinas virtuais em um
unico servidor fisico usando a tecnologia de Maquina Virtual baseada no Kernel do Linux (KVM). O host
KVM nao requer configuracdes explicitas de host para LUNs ONTAP .

Configure o SUSE Linux Enterprise Server 12 SP2 para FCP
e iSCSI com armazenamento ONTAP

O software Utilitarios de host Linux fornece ferramentas de gerenciamento e diagndstico
para hosts Linux que estdo conetados ao storage ONTAP. Ao instalar os Utilitarios de
host do Linux em um host do SUSE Linux Enterprise Server 12 SP2, vocé pode usar os
Utilitarios de host para ajudar a gerenciar operagdes de protocolo FCP e iSCSI com
LUNs do ONTAP.

Passo 1: Opcionalmente, ative a inicializacao de SAN

Vocé pode configurar seu host para usar a inicializagdo SAN para simplificar a implantagdo e melhorar a
escalabilidade.

Antes de comecar
Use o "Ferramenta de Matriz de interoperabilidade" para verificar se o sistema operacional Linux, o adaptador
de barramento do host (HBA), o firmware HBA, o BIOS de inicializagdo HBA e a versdo do ONTAP suportam
inicializagdo por SAN.
Passos

1. "Crie um LUN de inicializacao SAN e mapeie-o para o host".

2. Ative a inicializacao SAN no BIOS do servidor para as portas as quais o LUN de inicializacdo SAN esta
mapeado.

Para obter informagdes sobre como ativar o BIOS HBA, consulte a documentagéo especifica do
fornecedor.

3. Verifique se a configuragéo foi bem-sucedida reinicializando o host e verificando se o sistema operacional
esta funcionando.
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Passo 2: Instale os Utilitarios de host do Linux

A NetApp recomenda fortemente a instalagéo dos utilitarios de host Linux para suportar o gerenciamento de
LUN ONTAP e auxiliar o suporte técnico na coleta de dados de configuracao.

"Instale o Linux Host Utilities 7,1".

@ Ainstalacéo dos Utilitarios de host do Linux ndo altera nenhuma configuragédo de tempo limite
do host no seu host Linux.

Etapa 3: Confirme a configuragdao multipath do seu host

Vocé pode usar multipathing com o SUSE Linux Enterprise Server 12 SP2 para gerenciar LUNs ONTAP.
Para garantir que o multipathing esteja configurado corretamente para o host, verifique se o
/etc/multipath.conf arquivo esta definido e se vocé tem as configuragdes recomendadas do NetApp

configuradas para os LUNs do ONTAP.

Passos

1. Verifique se 0 /etc/multipath.conf arquivo existe:
ls /etc/multipath.conf
Se o0 arquivo nao existir, crie um arquivo vazio de zero bytes:

touch /etc/multipath.conf

2. Na primeira vez que o multipath.conf arquivo é criado, talvez seja necessario ativar e iniciar os
servigos multipath para carregar as configuragdes recomendadas:

systemctl enable multipathd

systemctl start multipathd

3. Cada vez que voce inicializar o host, o arquivo vazio de /etc/multipath.conf zero byte carrega
automaticamente os parametros de multipath de host recomendados pelo NetApp como as configuragbes
padrdo. Vocé nao deve precisar fazer alteragdes no /etc/multipath.conf arquivo para o seu host
porque o sistema operacional do host € compilado com os parametros multipath que reconhecem e
gerenciam LUNs ONTAP corretamente.

A tabela a seguir mostra as configuragdes de parametros multipath compilados pelo sistema operacional
Linux nativo para LUNs ONTAP.
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Mostrar definicbes de parametros

Parametro
detectar_prio
dev_loss _tmo
failback
fast_io_fail_tmo
carateristicas
flush_on_last_del
hardware _handler
no_path_retry
path_checker
path_grouing_policy
path_selector
polling_interval

prio

produto
reter_anexado_hw_handler
rr_peso
user_friendly_names

fornecedor

Definicao

sim

"infinito"

imediato

5

"2 pg_init_retries 50"
"sim"

o

fila de espera

"tur"

"group_by prio"
"tempo de servigo 0"
5

"ONTAP"

LUN

sim

"uniforme"

n&o

NetApp

4. Verifique as configuracdes de parametros e o status do caminho para os LUNs do ONTAP:

multipath -11

Os parametros multipath padrao suportam configuragdes ASA, AFF e FAS . Nessas configuragdes, um
unico LUN ONTAP néao deve exigir mais de quatro caminhos. Ter mais de quatro caminhos pode causar
problemas durante uma falha de armazenamento.

As saidas de exemplo a seguir mostram as configuragdes de parametro e o status do caminho corretos
para LUNs ONTAP em uma configuragado ASA, AFF ou FAS.
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Configuragao ASA

Uma configuracdo do ASA otimiza todos os caminhos para um determinado LUN, mantendo-os
ativos. Isso melhora a performance atendendo operagdes de e/S em todos os caminhos ao mesmo
tempo.

# multipath -11
3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

]= 330878Y sdco 69:192 active ready running

|- 3:0:8:9 sddi 71:0 active ready running

|- 14:0:8:9 sdjg 65:320 active ready running

- 14:0:7:9 sdiw 8:256 active ready running

Configuragao AFF ou FAS

Uma configuragao AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
0 agregado esta localizado. Os caminhos de prioridade mais baixa estédo ativos, mas ndo otimizados,
porque sdo servidos por um controlador diferente. Caminhos ndo otimizados sdo usados somente
guando caminhos otimizados nao estao disponiveis.

O exemplo a seguir exibe a saida de um LUN ONTAP com dois caminhos ativos/otimizados e dois
caminhos ativos/nao otimizados:

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 3:0:3:0 sdd 8:48 active ready running
| |- 3:0:4:0 sdx 65:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:2:0 sdfk 130:96 active ready running
"= 14:0:5:0 sdgz 132:240 active ready running

Passo 4: Opcionalmente, exclua um dispositivo de multipathing

Se necessario, vocé pode excluir um dispositivo de multipathing adicionando o WWID para o dispositivo
indesejado a estrofe "lista negra" para o multipath.conf arquivo.

Passos
1. Determine o WWID:



/lib/udev/scsi id -gud /dev/sda

"sda" é o disco SCSI local que vocé deseja adicionar a lista negra.
Um exemplo WWID é 360030057024d0730239134810c0cb833.

2. Adicione o WWID a estrofe "blacklist":

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0=-9]*"
devnode "“hd[a-z]"

devnode ""“cciss.*"

Etapa 5: Personalizar parametros multipath para LUNs ONTAP

Se o seu host estiver conetado a LUNs de outros fornecedores e qualquer configuragdo de parametro
multipath for substituida, vocé precisara corrigi-los adicionando estrofes posteriormente multipath.conf no
arquivo que se aplicam especificamente aos LUNs ONTAP. Se vocé nao fizer isso, os LUNs do ONTAP podem
nao funcionar como esperado.

Verifique 0 /etc/multipath.conf arquivo, especialmente na segdo padrées, para configuragcdes que
possam estar substituindo o configuragdes padrao para parametros multipath.

Nao deve substituir as definigbes de pardmetros recomendadas para LUNs ONTAP. Essas

@ configuragbes sao necessarias para o desempenho ideal da configuracdo do seu host. Entre
em Contato com o suporte da NetApp, seu fornecedor de sistemas operacionais ou ambos para
obter mais informacoes.

O exemplo a seguir mostra como corrigir um padrao substituido. Neste exemplo, 0o multipath.conf arquivo
define valores para path checker e no_path retry que ndo sdo compativeis com LUNs ONTAP, e vocé
nao pode remover esses parametros porque os storages ONTAP ainda estdo conetados ao host. Em vez
disso, vocé corrige os valores path checker de e no path retry adicionando uma estrofe de dispositivo
aomultipath.conf arquivo que se aplica especificamente aos LUNs ONTAP.
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Mostrar exemplo

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

Passo 6: Revise os problemas conhecidos

Nao ha problemas conhecidos.

O que se segue?

« "Saiba mais sobre como usar a ferramenta Linux Host Utilities" .

+ Saiba mais sobre espelhamento ASM

O espelhamento do Gerenciamento Automatico de armazenamento (ASM) pode exigir alteragdes nas
configuragdes de multipath do Linux para permitir que o ASM reconhega um problema e alterne para um
grupo de falhas alternativo. A maioria das configuragcbées ASM no ONTAP usa redundéncia externa, o que
significa que a protegao de dados é fornecida pelo array externo e o ASM nao espelha dados. Alguns sites
usam ASM com redundancia normal para fornecer espelhamento bidirecional, normalmente em diferentes
sites. "Bancos de dados Oracle no ONTAP"Consulte para obter mais informagoes.

« Saiba mais sobre a virtualizagdo do SUSE Linux (KVM)

O SUSE Linux pode servir como um host KVM. Isso permite executar varias maquinas virtuais em um
unico servidor fisico usando a tecnologia de Maquina Virtual baseada no Kernel do Linux (KVM). O host
KVM nao requer configuracdes explicitas de host para LUNs ONTAP .

Configure o SUSE Linux Enterprise Server 12 SP1 para FCP
e iSCSI com armazenamento ONTAP

O software Utilitarios de host Linux fornece ferramentas de gerenciamento e diagndstico
para hosts Linux que estdo conetados ao storage ONTAP. Ao instalar os Utilitarios de
host do Linux em um host do SUSE Linux Enterprise Server 12 SP1, vocé pode usar os
Utilitarios de host para ajudar a gerenciar operagdes de protocolo FCP e iISCSI com
LUNs do ONTAP.
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Passo 1: Opcionalmente, ative a inicializagao de SAN

Vocé pode configurar seu host para usar a inicializagao SAN para simplificar a implantagéo e melhorar a
escalabilidade.

Antes de comecgar

Use o "Ferramenta de Matriz de interoperabilidade" para verificar se o sistema operacional Linux, o adaptador
de barramento do host (HBA), o firmware HBA, o BIOS de inicializagdo HBA e a versdo do ONTAP suportam
inicializagéo por SAN.

Passos
1. "Crie um LUN de inicializacao SAN e mapeie-o para o host".

2. Ative a inicializagao SAN no BIOS do servidor para as portas as quais o LUN de inicializagdo SAN esta
mapeado.

Para obter informagdes sobre como ativar o BIOS HBA, consulte a documentagéo especifica do
fornecedor.

3. Verifique se a configuracao foi bem-sucedida reinicializando o host e verificando se o sistema operacional
esta funcionando.

Passo 2: Instale os Utilitarios de host do Linux

A NetApp recomenda fortemente a instalagdo dos utilitarios de host Linux para suportar o gerenciamento de
LUN ONTAP e auxiliar o suporte técnico na coleta de dados de configuragao.

"Instale o Linux Host Utilities 7,1".

@ Ainstalacéo dos Utilitarios de host do Linux ndo altera nenhuma configuragéo de tempo limite
do host no seu host Linux.

Etapa 3: Confirme a configuragdao multipath do seu host
Vocé pode usar multipathing com o SUSE Linux Enterprise Server 12 SP1 para gerenciar LUNs ONTAP.

Para garantir que o multipathing esteja configurado corretamente para o host, verifique se o
/etc/multipath.conf arquivo esta definido e se vocé tem as configuragées recomendadas do NetApp
configuradas para os LUNs do ONTAP.

Passos

1. Verifique se 0 /etc/multipath.conf arquivo existe:
ls /etc/multipath.conf
Se o0 arquivo nao existir, crie um arquivo vazio de zero bytes:
touch /etc/multipath.conf
2. Na primeira vez que o multipath.conf arquivo é criado, talvez seja necessario ativar e iniciar os
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servigos multipath para carregar as configuragdes recomendadas:

systemctl enable multipathd

systemctl start multipathd

3. Cada vez que vocé inicializar o host, o arquivo vazio de /etc/multipath.conf zero byte carrega
automaticamente os parametros de multipath de host recomendados pelo NetApp como as configuragbes
padréo. Vocé nao deve precisar fazer alteragdes no /etc/multipath.conf arquivo para o seu host
porque o sistema operacional do host € compilado com os paradmetros multipath que reconhecem e
gerenciam LUNs ONTAP corretamente.

A tabela a seguir mostra as configuragdes de parametros multipath compilados pelo sistema operacional
Linux nativo para LUNs ONTAP.

Mostrar definicbes de parametros

Parametro Definicao
detectar_prio sim

dev_loss_tmo "infinito"

failback imediato
fast_io_fail_tmo 5

carateristicas "2 pg_init_retries 50"
flush_on_last_del "sim"
hardware_handler "0"

no_path_retry fila de espera
path_checker "tur"
path_grouing_policy "group_by_prio"
path_selector "tempo de servico 0"
polling_interval 5

prio "ONTAP"

produto LUN
reter_anexado_hw_handler sim

rr_peso "uniforme"
user_friendly_names nao

fornecedor NetApp

4. Verifique as configuragdes de parametros e o status do caminho para os LUNs do ONTAP:
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multipath -11

Os parametros multipath padrao suportam configuragdes ASA, AFF e FAS . Nessas configuragdes, um
unico LUN ONTAP néao deve exigir mais de quatro caminhos. Ter mais de quatro caminhos pode causar
problemas durante uma falha de armazenamento.

As saidas de exemplo a seguir mostram as configuragdes de parametro e o status do caminho corretos
para LUNs ONTAP em uma configuragdo ASA, AFF ou FAS.

Configuragao ASA

Uma configuracdo do ASA otimiza todos os caminhos para um determinado LUN, mantendo-os
ativos. Isso melhora a performance atendendo operagdes de e/S em todos os caminhos ao mesmo
tempo.

# multipath -11
3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

J]= 3308789 sdco 69:192 active ready running

|- 3:0:8:9 sddi 71:0 active ready running

= 14:0:8:9 sdjg 65:320 active ready running

- 14:0:7:9 sdiw 8:256 active ready running

Configuragao AFF ou FAS

Uma configuragao AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
o agregado esta localizado. Os caminhos de prioridade mais baixa estédo ativos, mas ndo otimizados,
porque sao servidos por um controlador diferente. Caminhos nao otimizados séo usados somente
quando caminhos otimizados néo estao disponiveis.

O exemplo a seguir exibe a saida de um LUN ONTAP com dois caminhos ativos/otimizados e dois
caminhos ativos/nao otimizados:

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 3:0:3:0 sdd 8:48 active ready running
| |- 3:0:4:0 sdx 65:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:2:0 sdfk 130:96 active ready running
= 14:0:5:0 sdgz 132:240 active ready running
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Passo 4: Opcionalmente, exclua um dispositivo de multipathing

Se necessario, vocé pode excluir um dispositivo de multipathing adicionando o WWID para o dispositivo
indesejado a estrofe "lista negra" para o multipath.conf arquivo.

Passos
1. Determine o WWID:

/lib/udev/scsi id -gud /dev/sda

"sda" é o disco SCSI local que vocé deseja adicionar a lista negra.
Um exemplo WWID é 360030057024d0730239134810c0cb833.

2. Adicione o WWID a estrofe "blacklist":

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hdl[a-z]"

devnode ""“cciss.*"

Etapa 5: Personalizar parametros multipath para LUNs ONTAP

Se o seu host estiver conetado a LUNs de outros fornecedores e qualquer configuragdo de parametro
multipath for substituida, vocé precisara corrigi-los adicionando estrofes posteriormente multipath.conf no
arquivo que se aplicam especificamente aos LUNs ONTAP. Se vocé nao fizer isso, os LUNs do ONTAP podem
nao funcionar como esperado.

Verifique 0 /etc/multipath.conf arquivo, especialmente na seg¢do padrées, para configuragcdes que
possam estar substituindo o configuragbes padrao para parametros multipath.

Nao deve substituir as definigbes de pardmetros recomendadas para LUNs ONTAP. Essas

@ configuragbes sao necessarias para o desempenho ideal da configuracdo do seu host. Entre
em Contato com o suporte da NetApp, seu fornecedor de sistemas operacionais ou ambos para
obter mais informacoes.

O exemplo a seguir mostra como corrigir um padrao substituido. Neste exemplo, o multipath.conf arquivo
define valores para path checker e no_path retry que ndo sdo compativeis com LUNs ONTAP, e vocé
nao pode remover esses parametros porque os storages ONTAP ainda estdo conetados ao host. Em vez
disso, vocé corrige os valores path checker de e no path retry adicionando uma estrofe de dispositivo
aomultipath.conf arquivo que se aplica especificamente aos LUNs ONTAP.
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Mostrar exemplo

defaults {
path checker readsector0
no path retry fail

devices {

device {
vendor "NETAPP"
product "LUN"

no path retry queue
path checker tur

Passo 6: Revise os problemas conhecidos

Nao ha problemas conhecidos.

O que se segue?

« "Saiba mais sobre como usar a ferramenta Linux Host Utilities" .

+ Saiba mais sobre espelhamento ASM

O espelhamento do Gerenciamento Automatico de armazenamento (ASM) pode exigir alteragdes nas
configuragdes de multipath do Linux para permitir que o ASM reconhega um problema e alterne para um
grupo de falhas alternativo. A maioria das configuragcbées ASM no ONTAP usa redundéncia externa, o que
significa que a protegao de dados é fornecida pelo array externo e o ASM nao espelha dados. Alguns sites
usam ASM com redundancia normal para fornecer espelhamento bidirecional, normalmente em diferentes
sites. "Bancos de dados Oracle no ONTAP"Consulte para obter mais informagoes.

« Saiba mais sobre a virtualizagdo do SUSE Linux (KVM)

O SUSE Linux pode servir como um host KVM. Isso permite executar varias maquinas virtuais em um
unico servidor fisico usando a tecnologia de Maquina Virtual baseada no Kernel do Linux (KVM). O host
KVM nao requer configuracdes explicitas de host para LUNs ONTAP .

Configure o SUSE Linux Enterprise Server 12 para FCP e
iISCSI com armazenamento ONTAP

O software Utilitarios de host Linux fornece ferramentas de gerenciamento e diagndstico
para hosts Linux que estdo conetados ao storage ONTAP. Ao instalar os Utilitarios de
host do Linux em um host do SUSE Linux Enterprise Server 12, vocé pode usar os
Utilitarios de host para ajudar a gerenciar operagdes de protocolo FCP e iISCSI com
LUNs do ONTAP.
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Passo 1: Opcionalmente, ative a inicializagao de SAN

Vocé pode configurar seu host para usar a inicializagao SAN para simplificar a implantagéo e melhorar a
escalabilidade.

Antes de comecgar

Use o "Ferramenta de Matriz de interoperabilidade" para verificar se o sistema operacional Linux, o adaptador
de barramento do host (HBA), o firmware HBA, o BIOS de inicializagdo HBA e a versdo do ONTAP suportam
inicializagéo por SAN.

Passos
1. "Crie um LUN de inicializacao SAN e mapeie-o para o host".

2. Ative a inicializagao SAN no BIOS do servidor para as portas as quais o LUN de inicializagdo SAN esta
mapeado.

Para obter informagdes sobre como ativar o BIOS HBA, consulte a documentagéo especifica do
fornecedor.

3. Verifique se a configuracao foi bem-sucedida reinicializando o host e verificando se o sistema operacional
esta funcionando.

Passo 2: Instale os Utilitarios de host do Linux

A NetApp recomenda fortemente a instalagdo dos utilitarios de host Linux para suportar o gerenciamento de
LUN ONTAP e auxiliar o suporte técnico na coleta de dados de configuragao.

"Instale o Linux Host Utilities 7,1".

@ Ainstalacéo dos Utilitarios de host do Linux ndo altera nenhuma configuragéo de tempo limite
do host no seu host Linux.

Etapa 3: Confirme a configuragdao multipath do seu host
Vocé pode usar multipathing com o SUSE Linux Enterprise Server 12 para gerenciar LUNs ONTAP.

Para garantir que o multipathing esteja configurado corretamente para o host, verifique se o
/etc/multipath.conf arquivo esta definido e se vocé tem as configuragées recomendadas do NetApp
configuradas para os LUNs do ONTAP.

Passos

1. Verifique se 0 /etc/multipath.conf arquivo existe:
ls /etc/multipath.conf
Se o0 arquivo nao existir, crie um arquivo vazio de zero bytes:
touch /etc/multipath.conf
2. Na primeira vez que o multipath.conf arquivo é criado, talvez seja necessario ativar e iniciar os
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servigos multipath para carregar as configuragdes recomendadas:

systemctl enable multipathd

systemctl start multipathd

3. Cada vez que vocé inicializar o host, o arquivo vazio de /etc/multipath.conf zero byte carrega

automaticamente os parametros de multipath de host recomendados pelo NetApp como as configuragbes

padréo. Vocé nao deve precisar fazer alteragdes no /etc/multipath.conf arquivo para o seu host
porque o sistema operacional do host € compilado com os paradmetros multipath que reconhecem e
gerenciam LUNs ONTAP corretamente.

A tabela a seguir mostra as configuragdes de parametros multipath compilados pelo sistema operacional

Linux nativo para LUNs ONTAP.

Mostrar definicbes de parametros

Parametro
detectar_prio
dev_loss_tmo
failback
fast_io_fail_tmo
carateristicas
flush_on_last del
hardware_handler
no_path_retry
path_checker
path_grouing_policy
path_selector
polling_interval

prio

produto
reter_anexado_hw_handler
rr_peso
user_friendly_names

fornecedor

4. Verifique as configuragdes de parametros e o status do caminho para os LUNs do ONTAP:

Definicao

sim

"infinito"

imediato

5

"2 pg_init_retries 50"
"sim"

o

fila de espera

"tur"
"group_by_prio"
"tempo de servico 0"
5

"ONTAP"

LUN

sim

"uniforme"

n&ao

NetApp
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Os parametros multipath padrao suportam configuragdes ASA, AFF e FAS . Nessas configuragdes, um
unico LUN ONTAP néao deve exigir mais de quatro caminhos. Ter mais de quatro caminhos pode causar
problemas durante uma falha de armazenamento.

As saidas de exemplo a seguir mostram as configuragdes de parametro e o status do caminho corretos
para LUNs ONTAP em uma configuragdo ASA, AFF ou FAS.

Configuragao ASA

Uma configuracdo do ASA otimiza todos os caminhos para um determinado LUN, mantendo-os
ativos. Isso melhora a performance atendendo operagdes de e/S em todos os caminhos ao mesmo
tempo.

# multipath -11
3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1 alua' wp=rw
"—+- policy='service-time 0' prio=50 status=active

J]= 3308789 sdco 69:192 active ready running

|- 3:0:8:9 sddi 71:0 active ready running

= 14:0:8:9 sdjg 65:320 active ready running

- 14:0:7:9 sdiw 8:256 active ready running

Configuragao AFF ou FAS

Uma configuragao AFF ou FAS deve ter dois grupos de caminhos com prioridades maiores e
menores. Os caminhos ativos/otimizados de prioridade mais alta sdo servidos pelo controlador onde
o agregado esta localizado. Os caminhos de prioridade mais baixa estédo ativos, mas ndo otimizados,
porque sao servidos por um controlador diferente. Caminhos nao otimizados séo usados somente
quando caminhos otimizados néo estao disponiveis.

O exemplo a seguir exibe a saida de um LUN ONTAP com dois caminhos ativos/otimizados e dois
caminhos ativos/nao otimizados:

# multipath -11
3600a09803831347657244e52776639%94e dm-5 NETAPP,LUN C-Mode
size=80G features='3 queue if no path pg init retries 50'
hwhandler='1l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 3:0:3:0 sdd 8:48 active ready running
| |- 3:0:4:0 sdx 65:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- 14:0:2:0 sdfk 130:96 active ready running
= 14:0:5:0 sdgz 132:240 active ready running



Passo 4: Opcionalmente, exclua um dispositivo de multipathing

Se necessario, vocé pode excluir um dispositivo de multipathing adicionando o WWID para o dispositivo
indesejado a estrofe "lista negra" para o multipath.conf arquivo.

Passos
1. Determine o WWID:

/lib/udev/scsi id -gud /dev/sda

"sda" é o disco SCSI local que vocé deseja adicionar a lista negra.
Um exemplo WWID é 360030057024d0730239134810c0cb833.

2. Adicione o WWID a estrofe "blacklist":

blacklist {
wwid 360030057024d0730239134810c0cb833
devnode "” (ram|raw]|loop|fd|md|dm-|sr|scd|st) [0-9]*"
devnode "“hdl[a-z]"

devnode ""“cciss.*"

Etapa 5: Personalizar parametros multipath para LUNs ONTAP

Se o seu host estiver conetado a LUNs de outros fornecedores e qualquer configuragdo de parametro
multipath for substituida, vocé precisara corrigi-los adicionando estrofes posteriormente multipath.conf no
arquivo que se aplicam especificamente aos LUNs ONTAP. Se vocé nao fizer isso, os LUNs do ONTAP podem
nao funcionar como esperado.

Verifique 0 /etc/multipath.conf arquivo, especialmente na seg¢do padrées, para configuragcdes que
possam estar substituindo o configuragbes padrao para parametros multipath.

Nao deve substituir as definigbes de pardmetros recomendadas para LUNs ONTAP. Essas

@ configuragbes sao necessarias para o desempenho ideal da configuracdo do seu host. Entre
em Contato com o suporte da NetApp, seu fornecedor de sistemas operacionais ou ambos para
obter mais informacoes.

O exemplo a seguir mostra como corrigir um padrao substituido. Neste exemplo, o multipath.conf arquivo
define valores para path checker e no_path retry que ndo sdo compativeis com LUNs ONTAP, e vocé
nao pode remover esses parametros porque os storages ONTAP ainda estdo conetados ao host. Em vez
disso, vocé corrige os valores path checker de e no path retry adicionando uma estrofe de dispositivo
aomultipath.conf arquivo que se aplica especificamente aos LUNs ONTAP.

35



Mostrar exemplo

defaults {
path checker
no path retry

devices {
device {
vendor
product
no_path retry
path checker

readsector0
fail

"NETAPP"
A LUN A

queue
tur

Passo 6: Revise os problemas conhecidos

O SUSE Linux Enterprise Server 12 com versao de armazenamento ONTAP tem os seguintes problemas

conhecidos:

ID de erro do NetApp
"873555"

"863584"

"847490"

O que se segue?

Titulo

o0 médulo scsi_dh_alua n&o é
carregado durante a inicializagéo
multipathd na inicializacao local

A mensagem "conflito de n6 de
dispositivo '/dev/imapper/360xx'
encontrado" aparece na tela
quando vocé cria um dispositivo
DM no SLES12

O daemon multipath mostra falhas
de caminho no SLES 12

» "Saiba mais sobre como usar a ferramenta Linux Host Utilities" .

» Saiba mais sobre espelhamento ASM

36

Descrigao

SCSI_DH_alua € um moédulo de
manipulador de dispositivos Linux
ALUA. Isso nao é carregado
durante a inicializacdo multipathd
na inicializagao local. Devido a este
manipulador de dispositivo ndo
sera carregado embora o ALUA
esteja habilitado no lado alvo.

Vocé pode observar uma falha na
criagdo de um link para dispositivos
DM em /dev/mapper dir no SLES
12 e ver as mensagens "né de
dispositivo conflitante
'/dev/imapper/360xx' encontrado".

Vocé pode observar falhas de
caminho no daemon multipath
SLES12 durante e/S com falhas de
armazenamento ou malha.
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O espelhamento do Gerenciamento Automatico de armazenamento (ASM) pode exigir alteragdes nas
configuragdes de multipath do Linux para permitir que o ASM reconhega um problema e alterne para um
grupo de falhas alternativo. A maioria das configuragcées ASM no ONTAP usa redundéancia externa, o que
significa que a protegao de dados é fornecida pelo array externo e o ASM nao espelha dados. Alguns sites
usam ASM com redundancia normal para fornecer espelhamento bidirecional, normalmente em diferentes
sites. "Bancos de dados Oracle no ONTAP"Consulte para obter mais informagdes.

Saiba mais sobre a virtualizagdo do SUSE Linux (KVM)
O SUSE Linux pode servir como um host KVM. Isso permite executar varias maquinas virtuais em um

unico servidor fisico usando a tecnologia de Maquina Virtual baseada no Kernel do Linux (KVM). O host
KVM nao requer configuracdes explicitas de host para LUNs ONTAP .
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e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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