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SUSE Linux Enterprise Server 15

Configuragcao de host NVMe-of para SUSE Linux Enterprise
Server 15 SP7 com ONTAP

Os hosts do SUSE Linux Enterprise Server oferecem suporte aos protocolos NVMe
sobre Fibre Channel (NVMe/FC) e NVMe sobre TCP (NVMe/TCP) com Asymmetric
Namespace Access (ANA). O ANA fornece funcionalidade de multiplos caminhos
equivalente ao acesso de unidade l6gica assimétrica (ALUA) em ambientes iSCSI e FCP.

Sobre esta tarefa

Vocé pode usar o suporte e 0s recursos a seguir com a configuracdo do host NVMe-oF para o SUSE Linux
Enterprise Server 15 SP7. Vocé também deve revisar as limitagdes conhecidas antes de iniciar o processo de
configuragéo.

* Suporte disponivel:

o

o

o

Suporte a NVMe em TCP (NVMe/TCP), além de NVMe em Fibre Channel (NVMe/FC). O plug-in do
NetApp no pacote nativo nvme-c1i exibe detalhes do ONTAP para namespaces NVMe/FC e
NVMe/TCP.

Executando o trafego NVMe e SCSI no mesmo host. Por exemplo, vocé pode configurar o dm-
multipath para dispositivos SCSI mpath para LUNs SCSI e usar o multipath NVMe para configurar
dispositivos de namespace NVMe-of no host.

Suporte para inicializacdo SAN usando o protocolo NVMe/FC.

A partir do ONTAP 9.12.1, o suporte para autenticagdo segura em banda é introduzido para
NVMe/TCP e NVMe/FC. Vocé pode usar autenticagdo segura em banda para NVMe/TCP e NVMe/FC
com o SUSE Linux Enterprise Server 15 SP7.

Suporte para controladores de descoberta persistentes (PDCs) usando um NQN de descoberta
exclusivo.

Suporte a criptografia TLS 1.3 para NVMe/TCP.

NetApp sanlun O suporte ao utilitario host ndo esta disponivel para NVMe-oF em um host SUSE
Linux Enterprise Server15 SP7. Em vez disso, vocé pode contar com o plug-in NetApp incluido no
nativo nvme-c1i pacote para todos os transportes NVMe-oF.

Para obter detalhes adicionais sobre as configuragbes suportadas, consulte o "Ferramenta de Matriz
de interoperabilidade".

 Carateristicas disponiveis:

o

N&o ha novos recursos disponiveis.

* Limitagbes conhecidas

o

Evite emitir o nvme disconnect-all comando em sistemas inicializados a partir de SAN sobre
namespaces NVMe-TCP ou NVMe-FC porque ele desconecta os sistemas de arquivos raiz e de dados
e pode levar a instabilidade do sistema.

Passo 1: Opcionalmente, ative a inicializacao de SAN

Vocé pode configurar seu host para usar a inicializagdo SAN para simplificar a implantagéo e melhorar a


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

escalabilidade.

Antes de comecar

Use o "Ferramenta de Matriz de interoperabilidade" para verificar se o sistema operacional Linux, o adaptador
de barramento do host (HBA), o firmware HBA, o BIOS de inicializagdo HBA e a versdo do ONTAP suportam
inicializagéo por SAN.

Passos
1. Crie um namespace de inicializagdo SAN e mapeie-o para o host.

https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-
subsystem-task.html ["Provisionamento de storage NVMe"”]Consulte

2. Habilite a inicializagdo SAN no BIOS do servidor para as portas para as quais o namespace de
inicializagcdo SAN esta mapeado.

Para obter informacdes sobre como ativar o BIOS HBA, consulte a documentacgao especifica do
fornecedor.

3. Verifique se a configuracao foi bem-sucedida reinicializando o host e verificando se o sistema operacional
esta funcionando.

Etapa 2: Validar versdes de software

Use o procedimento a seguir para validar as versées minimas suportadas do software SUSE Linux Enterprise
Server 15 SP7.

Passos

1. Instale o SUSE Linux Enterprise Server15 SP7 no servidor. Apos a conclusao da instalagao, verifique se
vocé esta executando o kernel especificado do SUSE Linux Enterprise Server 15 SP7:

uname -—-r
O exemplo a seguir mostra uma versao do kernel do SUSE Linux Enterprise Server:
6.4.0-150700.53.3-default
2. Instale 0 nvme-c1i pacote:
rpm -galgrep nvme-cli
O exemplo a seguir mostra um nvme-cli versdo do pacote:

nvme-cli-2.11+422.gd31b1a01-150700.3.3.2.x86 64


https://mysupport.netapp.com/matrix/#welcome

3. Instale 0 1ibnvme pacote:

rpm -galgrep libnvme

O exemplo a seguir mostra um libnvme versao do pacote:

libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86 64

4. No host, verifique a string hostngn em /etc/nvme/hostngn :

cat /etc/nvme/hostngn

O exemplo a seguir mostra um hostngn versao:

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

9. Verifique se a hostnqgn cadeia corresponde a hostngn cadeia para o subsistema correspondente na
matriz ONTAP:

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002



Mostrar exemplo

Vserver Subsystem Priority Host NQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
4 entries were displayed.

Se as hostngn strings ndo corresponderem, use 0 vserver modify comando para
@ atualizar a hostngn cadeia de carateres no subsistema de matriz ONTAP correspondente
para corresponder a hostngn cadeia de carateres /etc/nvme/hostngn do host.

Etapa 3: Configurar NVMe/FC

Vocé pode configurar o NVMe/FC com adaptadores Broadcom/Emulex FC ou Marvell/Qlogic FC. Vocé
também precisa descobrir manualmente os subsistemas e namespaces NVMe/TCP.



Broadcom/Emulex

Configurar o NVMe/FC para um adaptador Broadcom/Emulex FC.

Passos
1. Verifique se vocé esta usando o modelo de adaptador suportado:

a. Exibir os nomes dos modelos:

cat /sys/class/scsi host/host*/modelname

Vocé deve ver a seguinte saida:

LPe36002-M64
LPe36002-M64

b. Exibir as descri¢des do modelo:

cat /sys/class/scsi_host/host*/modeldesc

Vocé devera ver uma saida semelhante ao exemplo a seguir:

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. Verifique se vocé esta usando o firmware Broadcom recomendado e o driver da 1pfc caixa de
entrada:
a. Exibir a versao do firmware:
cat /sys/class/scsi_host/host*/fwrev

O exemplo a seguir mostra as versoes de firmware:

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. Exibir a versao do driver da caixa de entrada:

cat /sys/module/lpfc/version



O exemplo a seguir mostra uma versao do driver:

0:14.4.0.8

Para obter a lista atual de versdes de firmware e drivers de adaptador suportados, consulte
"Ferramenta de Matriz de interoperabilidade".

3. Verifique se a saida esperada de 1pfc_enable fc4 type esta definida como 3:

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

4. Verifique se vocé pode exibir suas portas do iniciador:

cat /sys/class/fc_host/host*/port name

O exemplo a seguir mostra identidades de porta:

0x10000090faelec88
0x10000090fae0ec89

5. Verifique se as portas do iniciador estao online:

cat /sys/class/fc host/host*/port state

Vocé deve ver a seguinte saida:

Online

Online

6. Verifique se as portas do iniciador NVMe/FC estéo ativadas e se as portas de destino estao visiveis:

cat /sys/class/scsi _host/host*/nvme info
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Mostrar exemplo de saida

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1l
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d03%ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed03%ea359%e4a

Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
i i i i i s i s i i

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89

DID x0al1200
NVME RPORT
DID x0ald0l
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d039%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2361d03%ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a

x23aed039%ea359e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
fEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

Marvell/QLogic
Configure o NVMe/FC para um adaptador Marvell/QLogic.

Passos
1. Verifique se vocé esta executando o driver de adaptador e as versdes de firmware compativeis:

cat /sys/class/fc _host/host*/symbolic name
O exemplo a seguir mostra as versdes do driver e do firmware:

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. Verifique se gl2xnvmeenable esta definido. Isso permite que o adaptador Marvell funcione como
um iniciador NVMe/FC:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

A saida esperada é 1.

Etapa 4: opcionalmente, habilite 1 MB de E/S

O ONTAP relata um Tamanho Maximo de Transferéncia de Dados (MDTS) de 8 nos dados do Controlador de
Identificacdo. Isso significa que o tamanho maximo da solicitagdo de E/S pode ser de até 1 MB. Para emitir
solicitacoes de E/S de tamanho 1 MB para um host Broadcom NVMe/FC, vocé deve aumentar o 1pfc valor
do lpfc sg seg cnt parametro para 256 do valor padréo de 64.

(D Essas etapas nao se aplicam a hosts Qlogic NVMe/FC.

Passos

1. Defina 1pfc_sg seg_cnt o pardmetro como 256:

cat /etc/modprobe.d/lpfc.conf



Vocé devera ver uma saida semelhante ao exemplo a seguir:
options lpfc lpfc sg seg cnt=256

2. Execute o dracut -f comando e reinicie o host.

3. Verifique se o valor para 1pfc_sg _seg cnt € 256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

Etapa 5: verificar os servigos de inicializagao NVMe

Com o SUSE Linux Enterprise Server 15 SP7, 0 nvmefc-boot-connections.service € nvmf-
autoconnect.service servigos de inicializagao incluidos no NVMe/FC nvme-c1i os pacotes séo
habilitados automaticamente para iniciar durante a inicializagédo do sistema. Apds a conclusdo da inicializagao
do sistema, verifique se os servicos de inicializagao estdo habilitados.

Passos

1. Verifique se nvmf-autoconnect.service esta ativado:

systemctl status nvmf-autoconnect.service

Mostrar exemplo de saida

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. Verifiqgue se nvmefc-boot-connections.service esta ativado:



systemctl status nvmefc-boot-connections.service

Mostrar exemplo de saida

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

Etapa 6: Configurar NVMe/TCP

O protocolo NVMe/TCP nao suporta a auto-connect operagao. Em vez disso, vocé pode descobrir os
subsistemas e namespaces NVMe/TCP executando as operagdes NVMe/TCP connect ou connect-all
manualmente.

Passos

1. Verifique se a porta do iniciador pode buscar os dados da pagina de log de descoberta nas LIFs
NVMe/TCP suportadas:

nvme discover -t tcp -w <host-traddr> -a <traddr>

10



Mostrar exemplo de saida

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70
Discovery Log Number of Records 8, Generation counter 42

trtype: tep

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

11



12

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t
cp sub



traddr: 192.168.211.70
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. Verifique se todas as outras combinacgdes de LIF de destino de iniciador NVMe/TCP podem obter com
éxito os dados da pagina de log de descoberta:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Mostrar exemplo

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. Execute 0 nvme connect-all comando em todos os LIFs de destino iniciador NVMe/TCP suportados
nos nos:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

13



Mostrar exemplo

nvme connect-all -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 =-a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.67

A partir do SUSE Linux Enterprise Server 15 SP6, a configuragéo padrao para o NVMe/TCP
ctrl-loss-tmo o tempo limite esta desativado. Isso significa que nao ha limite para o nimero

@ de tentativas (repetigdes indefinidas) e vocé n&o precisa configurar manualmente uma ctrl-
loss-tmo duracdo do tempo limite ao usar 0 nvme connect Ou nvme connect-all
comandos (opgao -1 ). Além disso, os controladores NVMe/TCP n&o sofrem timeouts em caso
de falha de caminho e permanecem conectados indefinidamente.

Etapa 7: Validar NVMe-oF

Verifique se o status multipath do NVMe no kernel, o status ANA e os namespaces do ONTAP estado corretos
para a configuragcdo do NVMe-of.

Passos
1. Verifique se o multipath NVMe no kernel esta habilitado:

cat /sys/module/nvme core/parameters/multipath

Vocé deve ver a seguinte saida:

2. Verifique se as configuracées de NVMe-of apropriadas (como o modelo definido como controlador NetApp
ONTAP e o balanceamento de carga iopolicy definido como round-robin) para os respetivos namespaces
ONTARP refletem corretamente no host:

a. Exibir os subsistemas:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Vocé deve ver a seguinte saida:

NetApp ONTAP Controller
NetApp ONTAP Controller

b. Exibir a politica:

14



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Vocé deve ver a seguinte saida:

round-robin

round-robin

3. Verifique se os namespaces séo criados e descobertos corretamente no host:

nvme list

Mostrar exemplo

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFEFFFEE

4. Verifique se o estado do controlador de cada caminho esta ativo e tem o status ANA correto:
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NVMe/FC

nvme list-subsys /dev/nvmedn5

Mostrar exemplo de saida

nvme-subsysll4 - NQN=ngn.1992-
08.com.netapp:sn.9%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
_lel 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid:£6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2360d03%ea359%e4a, host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2362d03%ea359%e4a, host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2361d039ea359%9e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live non-optimized

NVMe/TCP

nvme list-subsys /dev/nvme9nl



Mostrar exemplo de saida

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmelO tcp
traddr=192.168.111.71,trsvcid=4420,src_addr=192.168.111.80 live
non-optimized

+- nvmell tecp

traddr=192.168.211.70, trsvcid=4420,src_addr=192.168.211.80 live
optimized

+- nvmel2 tcp
traddr=192.168.111.70,trsvcid=4420,src_addr=192.168.111.80 live
optimized

+- nvme9 tcp
traddr=192.168.211.71,trsvcid=4420,src_addr=192.168.211.80 live
non-optimized

5. Verifique se o plug-in NetApp exibe os valores corretos para cada dispositivo de namespace ONTAP:



Coluna

nvme netapp ontapdevices -o column

Mostrar exemplo

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs 161

/vol/fc nvme voll/fc nvme nsl 1 32£fd92c7-

0797-428e-a577-£db3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -o json

Mostrar exemplo

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc_nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

Etapa 8: Criar um controlador de descoberta persistente

A partir do ONTAP 9.11.1, vocé pode criar um controlador de descoberta persistente (PDC) para um host
SUSE Linux Enterprise Server 15 SP7. Um PDC é necessario para detectar automaticamente uma operacgéo
de adigdo ou remocgao de subsistema NVMe e altera¢des nos dados da pagina de log de descoberta.

Passos
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1. Verifique se os dados da pagina de log de descoberta estdo disponiveis e podem ser recuperados por
meio da combinacgdo de porta do iniciador e LIF de destino:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Mostrar exemplo de saida

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%abl0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eab0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tep
adrfam: ipv4
subtype: current discovery subsystem



treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%abl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039eabl0dadd: subsystem.pdc
traddr: 192.168.211.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039eab0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

2. Crie um PDC para o subsistema de descoberta:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Vocé deve ver a seguinte saida:

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

3. No controlador ONTAP, verifique se o PDC foi criado:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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Mostrar exemplo de saida

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%ab0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQN: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d341lebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

Etapa 9: Configurar autenticagdo segura em banda

A partir do ONTAP 9.12.1, a autenticagdo segura em banda é suportada por NVMe/TCP e NVMe/FC entre o
host e o controlador ONTAP.

Para configurar a autenticagdo segura, cada host ou controlador deve estar associado a uma DH-HMAC-CHAP
chave, que é uma combinagédo do NQN do host ou controlador NVMe e um segredo de autenticagéo
configurado pelo administrador. Para autenticar seu peer, um host ou controlador NVMe deve reconhecer a
chave associada ao peer.

Vocé pode configurar a autenticagdo segura na banda usando a CLI ou um arquivo JSON de configuragéo. Se

vocé precisar especificar diferentes chaves dhchap para diferentes subsistemas, vocé deve usar um arquivo
JSON de configuracéo.
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CLI

Configure a autenticacdo segura na banda usando a CLI.

Passos
1. Obtenha o NQN do host:

cat /etc/nvme/hostngn

2. Gere a chave dhchap para o host.

A saida a seguir descreve 0s gen-dhchap-key parametros de comando:

nvme gen-dhchap-key -s optional secret -1 key length {32[48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

No exemplo a seguir, uma chave dhchap aleatéria com HMAC definido como 3 (SHA-512) é gerada.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdadecd-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUAgliGgx
TYgnxukqgvYedA55Bw3wtz6sINpR4=:

3. No controlador ONTAP, adicione o host e especifique ambas as chaves dhchap:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. Um host suporta dois tipos de métodos de autenticagao, unidirecional e bidirecional. No host, conete-

se ao controlador ONTAP e especifique as chaves dhchap com base no método de autenticacao
escolhido:



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Valide o nvme connect authentication comando verificando as chaves dhchap do host e do
controlador:

a. Verifique as chaves dhchap do host:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Mostrar exemplo de saida para uma configuragao unidirecional

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:

b. Verifique as chaves dhchap do controlador:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Mostrar exemplo de saida para uma configuragao bidirecional

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:
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Ficheiro JSON

Quando varios subsistemas NVMe estiverem disponiveis na configuragéo do controlador ONTAP, vocé
podera usar 0 /etc/nvme/config.json arquivo com o nvme connect-all comando.

Para gerar o arquivo JSON, vocé pode usar a -o opgao. Consulte as paginas do manual do NVMe
connect-all para obter mais opgdes de sintaxe.

Passos
1. Configure o arquivo JSON:
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Mostrar exemplo de saida

# cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£4444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJggY¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJggY¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}y
{

"transport":"tcp",
"traddr":"192.168.211.71",
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"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ No exemplo anterior, dhchap key corresponde dhchap secret e
dhchap ctrl key corresponde dhchap ctrl secreta.

2. Conete-se ao controlador ONTAP usando o arquivo JSON de configuragao:
nvme connect-all -J /etc/nvme/config.json

Mostrar exemplo de saida

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. Verifique se os segredos dhchap foram ativados para os respetivos controladores para cada
subsistema:
a. Verifique as chaves dhchap do host:

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Vocé deve ver a seguinte saida:



DHHC-1:01:141789R11sMuHLCY27RVI8X1oC/GzjRwyhxip5hmIELsHrBg:
b. Verifique as chaves dhchap do controlador:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Vocé deve ver a seguinte saida:

DHHC-
1:03:jJ9g¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP
NK7T+04YD5CRPJh+m3qjJU++yR8s=:

Etapa 10: Configurar a Seguranga da Camada de Transporte

O Transport Layer Security (TLS) fornece criptografia completa segura para conexées NVMe entre hosts
NVMe-of e um array ONTAP. A partir do ONTAP 9.16,1, vocé pode configurar o TLS 1,3 usando a CLI e uma
chave pré-compartilhada (PSK) configurada.

Sobre esta tarefa

Execute as etapas deste procedimento no host do SUSE Linux Enterprise Server, exceto quando for
especificado que vocé execute uma etapa no controlador ONTAP.

Passos

1. Verifique se vocé tem o seguinte kt1s-utils, openssl, e libopenssl pacotes instalados no host:

a. Verifique 0 ktls-utils:
rom -ga | grep ktls
Vocé devera ver a seguinte saida exibida:
ktls-utils-0.10+33.9311d943-150700.1.5.x86 64
a. Verifique os pacotes SSL:

repm —-ga | grep ssl
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Mostrar exemplo de saida

libopenss13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_ 64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. Verifique se vocé tem a configurag&o correta para /etc/t1shd.conf:

cat /etc/tlshd.conf

Mostrar exemplo de saida

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. Ativar t1shd para iniciar na inicializagéo do sistema:

systemctl enable tlshd

4. Verifique se o0 t1shd daemon esta em execug3o:

systemctl status tlshd
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Mostrar exemplo de saida

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. Gere o TLS PSK utilizando o nvme gen-tls-key:

a. Verifique o host:

cat /etc/nvme/hostngn

Vocé deve ver a seguinte saida:

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

b. Verifique a chave:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

Vocé deve ver a seguinte saida:

NVMeTLSkey-1:01:C50EsaGtuOp8n5fGEIEUWjbBCtshmfoHx4XTgTJUmydf0gIj:

6. No controlador ONTAP, adicione o TLS PSK ao subsistema ONTAP:



Mostrar exemplo de saida

nvme subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£f444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. Insira o TLS PSK no chaveiro do kernel do host:

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

Vocé devera ver a seguinte chave TLS:

Inserted TLS key 22152a7e

@ O PSK mostra como NVMe1RO1 porque ele usa identity wv1 do algoritmo de handshake
TLS. O Identity v1 é a Unica versdo que o ONTAP suporta.

8. Verifiqgue se o TLS PSK esta inserido corretamente:

cat /proc/keys | grep NVMe

Mostrar exemplo de saida

069f56bb I--Q——- 5 perm 3010000 0 0 psk NVMelR0O1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04f444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvD]jXKBmrnIgGVpFIBDJtc4hmQXE/36Sw=: 32

9. Conete-se ao subsistema ONTAP usando o TLS PSK inserido:
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a. Verifique o TLS PSK:



nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

Vocé deve ver a seguinte saida:
connecting to device: nvmel
a. Verifique a lista-subsys:
nvme list-subsys

Mostrar exemplo de saida

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=nqn.2014-08.org.nvmexpress:uuid:4cd4cd544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80, src
~addr=192.168.111.80 1live

10. Adicione o destino e verifique a conexao TLS ao subsistema ONTAP especificado:

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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Mostrar exemplo de saida

(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NON:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:

4c4c454400355910804bb2c04£4444d33

Number of I/0 Queues:
I/0 Queue Depths:
Admin Queue Depth:

Max I/0 Size in Bytes:

Keep-Alive Timeout

Subsystem UUID:

d039%eab67a95

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

(msec) :

nvme-tcp
192.168.111.80

2
128,
32
1048576

5000
8bbfb403-1602-11£f0-ac2b-

128

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelR01l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd039%eab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher: TLS-AES-128-GCM-SHA256

Passo 11: Revise os problemas conhecidos

Nao ha problemas conhecidos.

Configuracao de host NVMe-of para SUSE Linux Enterprise
Server 15 SP6 com ONTAP

O NVMe sobre Fabrics (NVMe-of), incluindo NVMe sobre Fibre Channel (NVMe/FC) e
outros transportes, é compativel com SUSE Linux Enterprise Server 15 SP6 com acesso
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a namespace assimeétrico (ANA). Em ambientes NVMe-of, o ANA & equivalente ao
multipathing ALUA em ambientes iSCSI e FCP e é implementado com multipath NVMe
no kernel.

O suporte a seguir esta disponivel para a configuracdo de host NVMe-of para SUSE Linux Enterprise Server
15 SP6 com ONTAP:

» Executando o trafego NVMe e SCSI no mesmo host. Por exemplo, vocé pode configurar o dm-multipath
para dispositivos SCSI mpath para LUNs SCSI e usar o multipath NVMe para configurar dispositivos de
namespace NVMe-of no host.

» Compativel com NVMe em TCP (NVMe/TCP) e NVMe/FC. Isso da ao plug-in NetApp no pacote nativo
nvme-cli a capacidade de exibir os detalhes do ONTAP para namespaces NVMe/FC e NVMe/TCP.

Para obter detalhes adicionais sobre as configuragbes suportadas, consulte o "Ferramenta de Matriz de
interoperabilidade".

Carateristicas

« Suporte para autenticagdo segura e na banda do NVMe
» Suporte para controladores de descoberta persistente (PDCs) usando um NQN de descoberta exclusivo
» Suporte a criptografia TLS 1,3 para NVMe/TCP

Limitagdes conhecidas

* Alinicializacdo DE SAN usando o protocolo NVMe-of ndo é atualmente suportada.

* O suporte ao utilitario de host do NetApp sanlun néo esta disponivel para NVMe-of em um host do SUSE
Linux Enterprise Server 15 SP6. Em vez disso, vocé pode confiar no plug-in NetApp incluido no pacote
nativo nvme-c1i para todos os transportes NVMe-of.

Configurar o NVMe/FC

Vocé pode configurar o NVMe/FC com adaptadores Broadcom/Emulex FC ou Marvell/Qlogic FC para um
SUSE Linux Enterprise Server 15 SP6 com configuragdo ONTAP.

35


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

36

Broadcom/Emulex
Configurar o NVMe/FC para um adaptador Broadcom/Emulex FC.

Passos
1. Verifique se vocé esta usando o modelo de adaptador recomendado:

cat /sys/class/scsi host/host*/modelname

Exemplo de saida

LPe32002 M2
LPe32002-M2

2. Verifique a descrigao do modelo do adaptador:

cat /sys/class/scsi _host/host*/modeldesc

Exemplo de saida

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. Verifique se vocé esta usando as versdes de firmware recomendadas do adaptador de barramento
de host Emulex (HBA):

cat /sys/class/scsi _host/host*/fwrev

Exemplo de saida

14.2.673.40, sli-4:2:c
14.2.673.40, sli-4:2:c

4. Verifique se vocé esta usando a versao recomendada do driver LPFC:

cat /sys/module/lpfc/version

Exemplo de saida

0:14.4.0.1

5. Verifique se vocé pode exibir suas portas do iniciador:



cat /sys/class/fc host/host*/port name

Exemplo de saida

0x10000090faelec88
0x10000090faelec89

6. Verifique se as portas do iniciador estdo online:

cat /sys/class/fc _host/host*/port state

Exemplo de saida

Online
Online

7. Verifique se as portas do iniciador NVMe/FC estéo ativadas e se as portas de destino estéo visiveis:

cat /sys/class/scsi _host/host*/nvme info

No exemplo a seguir, uma porta do iniciador € ativada e conetada com dois LIFs de destino.
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Mostrar exemplo de saida

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfc0O WWPN x10000090faelec88 WWNN x20000090faelec88
DID x0al300 ONLINE
NVME RPORT WWPN x2070d039ea359%e4a WWNN x206bd039ea359%9e4a DID
x0a0a05 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e3dfb8 Issue 0000000014e308db OutIO
fEEEfEfEFFE£2923
abort 00000845 noxri 00000000 nondlp 00000063 gdepth 00000000
wgerr 00000003 err 00000000
FCP CMPL: xb 00000847 Err 00027£33
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN x20000090faelec89
DID x0al200 ONLINE
NVME RPORT WWPN x2071d039%ea359%e4a WWNN x206bd039%ea359%e4a DID
x0a0305 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e39f78 Issue 0000000014e2b832 OutIO
ffffffffffff18ba
abort 0000082d noxri 00000000 nondlp 00000028 gdepth 00000000
wgerr 00000007 err 00000000
FCP CMPL: xb 0000082d Err 000283bb

Marvell/QLogic

O driver nativo da caixa de entrada gla2xxx incluido no kernel do SUSE Linux Enterprise Server 15 SP6
tem as corregcdes mais recentes. Essas corregdes sdo essenciais para o suporte ao ONTAP.

Configure o NVMe/FC para um adaptador Marvell/QLogic.

Passos

1. Verifique se vocé esta executando o driver de adaptador e as versdes de firmware compativeis:

cat /sys/class/fc _host/host*/symbolic name



Exemplo de saida

QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k
QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k

2. Verifique se 0 gl2xnvmeenable pardmetro esta definido como 1:
cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

O valor esperado é 1.

Ativar tamanho de e/S 1MB (opcional)
O ONTAP relata um Tamanho Maximo de Transferéncia de Dados (MDTS) de 8 nos dados do Controlador de
Identificacdo. Isso significa que o tamanho maximo da solicitagcdo de E/S pode ser de até 1 MB. Para emitir

solicitacoes de E/S de tamanho 1 MB para um host Broadcom NVMe/FC, vocé deve aumentar o 1pfc valor
do lpfc_sg_seg cnt parametro para 256 do valor padréo de 64.

(D Essas etapas nao se aplicam a hosts Qlogic NVMe/FC.

Passos

1. Defina 1pfc_sg seg cnt o parametro como 256:
cat /etc/modprobe.d/lpfc.conf
Vocé devera ver uma saida semelhante ao exemplo a seguir:
options lpfc lpfc sg seg cnt=256

2. Execute o dracut -f comando e reinicie o host.

3. Verifique se o valor para 1pfc_sg_seg cnt é 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Verificar os servicos NVMe

A partir do SUSE Linux Enterprise Server 15 SP6, 0s nvmefc-boot-connections.service servigos de
inicializagdo € nvmf-autoconnect.service incluidos no pacote NVMe/FC nvme-c1i sao ativados
automaticamente para serem iniciados durante a inicializagao do sistema. Apds a conclusao da inicializagao
do sistema, vocé deve verificar se os servigos de inicializagao foram ativados.

Passos
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1. Verifique se nvmf-autoconnect.service esta ativado:

systemctl status nvmf-autoconnect.service

Mostrar exemplo de saida

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: i1nactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. Verifique se nvmefc-boot-connections.service esta ativado:
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Mostrar exemplo de saida

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices
found during boot.

Configurar o NVMe/TCP

O NVMe/TCP nao tem uma funcionalidade de conexdo automatica. Em vez disso, vocé pode descobrir os

subsistemas e namespaces NVMe/TCP executando as operagbes NVMe/TCP connect ou connect-all
manualmente.

Passos

1. Verifique se a porta do iniciador pode buscar os dados da pagina de log de descoberta nas LIFs
NVMe/TCP suportadas:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Mostrar exemplo de saida

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé
subtype: current discovery subsystem



treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%ea36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treg: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.66
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eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
—1

traddr: 192.168.111.66
eflags: none

sectype: none

2. Verifique se todas as outras combinagdes de LIF de destino de iniciador NVMe/TCP podem obter com
éxito os dados da pagina de log de descoberta:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Exemplo de saida

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.67

3. Execute 0 nvme connect-all comando em todos os LIFs de destino iniciador NVMe/TCP suportados
nos nos:

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

Exemplo de saida

nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.67
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A partir do SUSE Linux Enterprise Server 15 SP6, a configuragédo padrao para o tempo
limite NVMe/TCP ctrl-loss-tmo € desativada. Isso significa que n&o ha limite no numero
de tentativas (tentativa indefinida) e ndo € necessario configurar manualmente uma duragao

(D especifica ctrl-loss-tmo de tempo limite ao usar 0s nvme connect comandos ou
nvme connect-all (opgao -1). Além disso, as controladoras NVMe/TCP nao
apresentam timeouts em caso de falha de caminho e permanecem conetadas
indefinidamente.

Validar o NVMe-of

Use o procedimento a seguir para validar o NVMe-of para um SUSE Linux Enterprise Server 15 SP6 com
configuragdo ONTAP.

Passos

1. Verifique se o multipath NVMe no kernel esta habilitado:
cat /sys/module/nvme core/parameters/multipath

O valor esperado & "Y".

2. Verifique se o host tem o modelo de controladora correto para os namespaces NVMe do ONTAP:
cat /sys/class/nvme-subsystem/nvme-subsys*/model

Exemplo de saida

NetApp ONTAP Controller
NetApp ONTAP Controller

3. Verifique a politica de e/S NVMe da respetiva controladora de e/S NVMe ONTAP:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

Exemplo de saida

round-robin

round-robin

4. Verifique se os namespaces do ONTAP estéo visiveis para o host:

nvme list -v
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Mostrar exemplo de saida

Subsystem Subsystem-NQN
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hcha p nvme0O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FRETETEET tCR

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FRETETEET tCpe
traddr=192.168.111.67,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvme2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FRTEETEET Ctee
traddr=192.168.211.66,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller HIFTTTTET tee
traddr=192.168.211.67,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

Device Generic NSID Usage Format
Controllers

/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB +
0B nvme(O, nvmel, nvme2, nvme3

5. Verifique se o estado do controlador de cada caminho esta ativo e tem o status ANA correto:
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NVMe/FC

nvme list-subsys /dev/nvme2nl

Mostrar exemplo de saida

nvme-subsys?2 - NQN=ngn.1992-
08.com.netapp:sn.06303c519d8411ecad468d039%a36al06:subs
ystem.nvme
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd544-
0056-5410-8048-c6c04£425633

iopolicy=round-robin

\
+- nvmed fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210dd039ea359e4a,host traddr=nn-0x2000f4c7aalcd7ab:pn-
0x2100f4c7aalcd7ab live optimized
+- nvme6 fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210ad03%ea359%e4a, host traddr=nn-0x2000f4c7aalcd7aa:pn-
0x2100f4c7aalcd7aa live optimized

NVMe/TCP

nvme list-subsys



Mostrar exemplo de saida

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eead468d03%a36al06:subsystem.nvme
_tep 1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b2c04£444d33
iopolicy=round-robin
\
+- nvmed tcp
traddr=192.168.111.66, trsvcid=4420,host traddr=192.168.111.79, sr
c addr=192.168.111.79 live
+- nvme3 tcp
traddr=192.168.211.66, trsvcid=4420,host traddr=192.168.211.79, sr
c addr=192.168.111.79 live
+- nvme2 tcp
traddr=192.168.111.67, trsvcid=4420,host traddr=192.168.111.79, sr
c addr=192.168.111.79 live
+- nvmel tcp
traddr=192.168.211.67, trsvcid=4420,host traddr=192.168.211.79, sr
c addr=192.168.111.79 live

6. Verifiqgue se o plug-in NetApp exibe os valores corretos para cada dispositivo de namespace ONTAP:
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Coluna

nvme netapp ontapdevices -o column

Exemplo de saida

Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 192 /vol/fcnvme vol 1 1 0/fcnvme ns 1

c6586535-daB8a-40fa-8c20-759ea0d69d33 20GB

JSON

nvme netapp ontapdevices -o json

Mostrar exemplo de saida

{
"ONTAPdevices": [

{

"Device":"/dev/nvmeOnl",

"Vserver":"vs 192",

"Namespace Path":"/vol/fcnvme vol 1 1 0/fcnvme ns",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"20GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

Crie um controlador de descoberta persistente

A partir do ONTAP 9.11,1, vocé pode criar um controlador de descoberta persistente (PDC) para um host do
SUSE Linux Enterprise Server 15 SP6. Um PDC é necessario para detetar automaticamente um subsistema
NVMe adicionar ou remover operagdes e alteragdes nos dados da pagina de log de descoberta.

Passos
1. Verifique se os dados da pagina de log de descoberta estdo disponiveis e podem ser recuperados por

49



50

meio da combinagao de porta do iniciador e LIF de destino:

nvme discover -t <trtype> -w <host-traddr> -a <traddr>



Mostrar exemplo de saida

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé
subtype: current discovery subsystem
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treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%ea36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treg: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.211.66



eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
—1

traddr: 192.168.111.66
eflags: none

sectype: none

2. Crie um PDC para o subsistema de descoberta:
nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Exemplo de saida

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.666 -p
3. No controlador ONTAP, verifique se o PDC foi criado:

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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Mostrar exemplo de saida

vserver nvme show-discovery-controller -instance -vserver vs nvme79
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0ab6llecaaa5d039%eal65514:discovery Logical
Interface UUID: d23cbbla-c0a6-11ec-9731-d039%eal6babc Logical
Interface:

CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth:
32

Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6b-llec-aaa5-d039eal65514

Configure a autenticagao segura na banda

A partir do ONTAP 9.12,1, a autenticagdo segura na banda é suportada por NVMe/TCP e NVMe/FC entre um
host do SUSE Linux Enterprise Server 15 SP6 e uma controladora ONTAP.

Para configurar a autenticagdo segura, cada host ou controlador deve estar associado a uma DH-HMAC-CHAP
chave, que é uma combinagdo do NQN do host ou controlador NVMe e um segredo de autenticacao
configurado pelo administrador. Para autenticar seu peer, um host ou controlador NVMe deve reconhecer a
chave associada ao peer.

Vocé pode configurar a autenticagdo segura na banda usando a CLI ou um arquivo JSON de configuragéo. Se

vocé precisar especificar diferentes chaves dhchap para diferentes subsistemas, vocé deve usar um arquivo
JSON de configuragao.
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CLI

Configure a autenticacdo segura na banda usando a CLI.

Passos
1. Obtenha o NQN do host:

cat /etc/nvme/hostngn

2. Gere a chave dhchap para o host SUSE Linux Enterprise Server 15 SP6.

A saida a seguir descreve 0s gen-dhchap-key parametros de comando:

nvme gen-dhchap-key -s optional secret -1 key length {32[48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

No exemplo a seguir, uma chave dhchap aleatéria com HMAC definido como 3 (SHA-512) é gerada.

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-bd46a-174ac235139%
DHHC-

1:03:J20JQ0fj9f0pLnpF/ASDIRTYyILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. No controlador ONTAP, adicione o host e especifique ambas as chaves dhchap:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. Um host suporta dois tipos de métodos de autenticagao, unidirecional e bidirecional. No host, conete-

se ao controlador ONTAP e especifique as chaves dhchap com base no método de autenticacao
escolhido:



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. Valide o nvme connect authentication comando verificando as chaves dhchap do host e do
controlador:

a. Verifique as chaves dhchap do host:

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Mostrar exemplo de saida para uma configuragao unidirecional

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuwl0Iws86NB96uNO/t3jbvhp7£fjyR9bDIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7£fjyR9DIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIR]O
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

b. Verifique as chaves dhchap do controlador:

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



Mostrar exemplo de saida para uma configuragao bidirecional

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3CcrX
eTUB8fCwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3CcrX
eTUB8fCwGbPsEyz6CXxdQJibkbnd4IzmkFU=:

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3crX
eTUB8fCwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO53kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITL3crX
eTUB8fCwGbPsEyz6CXxdQJibkbn4IzmkFU=:

Ficheiro JSON

Quando varios subsistemas NVMe estiverem disponiveis na configuragéo do controlador ONTAP, vocé
podera usar 0 /etc/nvme/config.json arquivo com o nvme connect-all comando.

Para gerar o arquivo JSON, vocé pode usar a -o opgao. Consulte as paginas do manual do NVMe
connect-all para obter mais op¢des de sintaxe.

Passos
1. Configure o arquivo JSON:
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Mostrar exemplo de saida

cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3ZZfIz1WM1gZFnCMgpAgn/T6EVOCIFHez215U+Pow8jTgBF2UbNk3DK4w
fk2EptWpnal rpwG5CndpOgxpRxh9m4 1w=:"

br
{

"hostngn":"ngn.2014-08.0org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"subsystems": [

{
"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039%eal6b5514:subsystem. subs
ys_CLIENT116",

"ports": [
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{

"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
y
{

"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaz : "
by
{



"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
}

@ No exemplo anterior, dhchap key corresponde dhchap secret e
dhchap ctrl key corresponde dhchap ctrl secreta.

2. Conete-se ao controlador ONTAP usando o arquivo JSON de configuragao:
nvme connect-all -J /etc/nvme/config.json

Mostrar exemplo de saida

traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.111.67 is already connected

3. Verifique se os segredos dhchap foram ativados para os respetivos controladores para cada
subsistema:

a. Verifique as chaves dhchap do host:



cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Exemplo de saida

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4ebZg9HOjIr6nOHEkxJg::

b. Verifique as chaves dhchap do controlador:

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Exemplo de saida

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aGO8viVZBAVLNLH4z8CvKTpV
YxN6S5fOAtaU3DNil12rieRMfdbg3704=:

Configurar a Seguranga da camada de Transporte

O Transport Layer Security (TLS) fornece criptografia completa segura para conexées NVMe entre hosts
NVMe-of e um array ONTAP. A partir do ONTAP 9.16,1, vocé pode configurar o TLS 1,3 usando a CLI e uma
chave pré-compartilhada (PSK) configurada.

Sobre esta tarefa

Execute as etapas deste procedimento no host do SUSE Linux Enterprise Server, exceto quando for
especificado que vocé execute uma etapa no controlador ONTAP.

Passos
1. Verifique se vocé tem os seguintes pacotes ktls-utils, openssl e libopenssl instalados no host:

a. rpm -ga | grep ktls

Exemplo de saida

ktls-utils-0.10+12.9c3923£7-150600.1.2.x86 64

b. rpm -ga | grep ssl

Exemplo de saida

openssl-3-3.1.4-150600.5.7.1.x86 64
libopenssll 1-1.1.1w-150600.5.3.1.x86 64
libopenssl13-3.1.4-150600.5.7.1.x86 64
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2. Verifique se vocé tem a configuragdo correta para /etc/t1shd.conf:

cat /etc/tlshd.conf

Mostrar exemplo de saida

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. Ativar t1shd para iniciar na inicializagdo do sistema:

systemctl enable tlshd

4. Verifique se 0 t1shd daemon esta em execugso:

systemctl status tlshd
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Mostrar exemplo de saida

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. Gere o TLS PSK utilizando o nvme gen-tls-key:

a. cat /etc/nvme/hostngn

Exemplo de saida

ngn.2014-08.org.nvmexpress:uuid:eb8ecaz24-faff-1lea-8fee-3a68dd3b5c5f

b. nvme gen-tls-key --hmac=1 --identity=1 --subsysngn=ngn.1992
-08.com.netapp:sn.1d59%9a6b2416bllef9%ed5d039%ea50acb3:subsystem.sleslb

Exemplo de saida

NVMeTLSkey-1:01:dNcby017axByCko8Givz009zGl1gHDXJCN6KLzvYoA+NpT1luD:

6. No array ONTAP, adicione o TLS PSK ao subsistema ONTAP:

vserver nvme subsystem host add -vserver slesl5 tls -subsystem slesl5
-host-ngn ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-1lea-8fee-
3a68dd3b5c5f -tls-configured-psk NVMeTLSkey-
1:01:dNcby017axByCko8Givz009zGlgHDXJCN6KLzvYoA+NpT1luD:

7. No host do SUSE Linux Enterprise Server, insira o TLS PSK no conjunto de chaves do kernel do host:
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nvme check-tls-key --identity=1 --subsysngn =ngqn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
-—keydata=NVMeTLSkey
-1:01:dNcby017axByCko8Givz009zG1lgHDXJCN6KLzvYoA+NpTluD: --insert

Exemplo de saida

Inserted TLS key 22152a’e

@ O PSK é exibido como "NVMe1R01" porque usa "ldentity v1" do algoritmo de handshake
TLS. O Identity v1 é a uUnica versdo que o ONTAP suporta.

8. Verifiqgue se o TLS PSK esta inserido corretamente:
cat /proc/keys | grep NVMe

Exemplo de saida

22152a7e I--Q--- 1 perm 3b010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid: £fa0c815-e28b-4bbl1-8d4c-7c6d5e610bfc
ngn.1992-

08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJJ8JAgmAo=: 32

9. No host do SUSE Linux Enterprise Server, conecte-se ao subsistema ONTAP usando o TLS PSK inserido:

a. nvme connect -t tcp -w 20.20.10.80 -a 20.20.10.14 -n ngn.1992-
08.com.netapp:sn.1d59%9a6b2416bllef9ed5d03%eab0acb3:subsystem.slesl5
-—tls key=0x22152a7e --tls

Exemplo de saida

connecting to device: nvmel

b. nvme list-subsys
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Exemplo de saida

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.1ld59%9a6b2416bllef%ed5d03%eab0acb3:subsystem.sleslb
hostngn=ngn.2014-08.org.nvmexpress:uuid: £falc815-e28b-
4bb1-8d4c-7c6d5e61l0bfc
iopolicy=round-robin
\
+- nvmeO tcp
traddr=20.20.10.14,trsvcid=4420,host traddr=20.20.10.80,src addr=20.2
0.10.80 live

10. Adicione o destino e verifique a conexao TLS ao subsistema ONTAP especificado:

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5 -instance
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Mostrar exemplo de saida

(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NON:

slesl5 tls
sleslb

0040h
slesl5t ela 1
AS900-17-174
ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

Transport Protocol:

Initiator Transport Address:

Host Identifier:
ffa0c815e28b4bbl8d4c7c6d5e610bfc

Number of I/0 Queues:

I/0 Queue Depths:

Admin Queue Depth:

Max I/0 Size in Bytes:

Keep-Alive Timeout (msec):

Vserver UUID:

d039%eab0acb3
Subsystem UUID:

d039%eab0ac83
Logical Interface UUID:

d039%eab0acb3

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

nvme-tcp
20.20.10.80

4
128,
32
1048576

5000
1d59a6b2-416b-11ef-9ed5-

128, 128, 128

9b81e3c5-5037-11ef-8a90-

8185dcac-5035-11ef-8abb-

false

false

none

4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

ngn.1992-

08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5

UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJIJ8JAgmMAO=

TLS Cipher:

TLS-AES-128-GCM-SHA256

Problemas conhecidos

N&o ha problemas conhecidos.
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Configuracao de host NVMe-of para SUSE Linux Enterprise
Server 15 SP5 com ONTAP

O NVMe sobre Fabrics (NVMe-of), incluindo NVMe sobre Fibre Channel (NVMe/FC) e
outros transportes, € compativel com SUSE Linux Enterprise Server 15 SP5 com acesso
a namespace assimétrico (ANA). Em ambientes NVMe-of, o ANA é equivalente ao
multipathing ALUA em ambientes iSCSI e FCP e é implementado com multipath NVMe
no kernel.

O suporte a seguir esta disponivel para a configuragéo de host NVMe-of para SUSE Linux Enterprise Server
15 SP5 com ONTAP:

» O trafego NVMe e SCSI pode ser executado no mesmo host. Portanto, para LUNs SCSI, é possivel
configurar o dm-multipath para dispositivos SCSI mpath, enquanto que vocé pode usar o NVMe multipath
para configurar dispositivos de namespace NVMe-of no host.

* Suporte para NVMe em TCP (NVMe/TCP), além de NVMe/FC. O plug-in do NetApp no pacote nativo
nvme-cli exibe detalhes do ONTAP para namespaces NVMe/FC e NVMe/TCP.

Para obter detalhes adicionais sobre as configuragbes suportadas, consulte o "Ferramenta de Matriz de
interoperabilidade".

Carateristicas

* Suporte para autenticagdo segura e na banda do NVMe

» Suporte para controladores de descoberta persistente (PDCs) usando um NQN de descoberta exclusivo

Limitagdes conhecidas

* Ainicializagao DE SAN usando o protocolo NVMe-of ndo é atualmente suportada.

* Nao sanlun ha suporte para NVMe-of. Portanto, o suporte ao utilitario host ndo esta disponivel para
NVMe-of em um host SUSE Linux Enterprise Server 15 SP5. Vocé pode usar o plug-in NetApp incluido no
pacote nvme-cli nativo para todos os transportes NVMe-of.

Configurar o NVMe/FC

Vocé pode configurar o NVMe/FC para adaptadores Broadcom/Emulex FC ou Marvell/Qlogic FC.

66


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

Broadcom/Emulex
Passos
1. Verifique se vocé esta usando o modelo de adaptador recomendado:

cat /sys/class/scsi _host/host*/modelname

Exemplo de saida:

LPe32002 M2
LPe32002-M2

2. Verifique a descricao do modelo do adaptador:

cat /sys/class/scsi _host/host*/modeldesc

Exemplo de saida:

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. Verifique se vocé esta usando as versdes de firmware recomendadas do adaptador de barramento
de host Emulex (HBA):

cat /sys/class/scsi_host/host*/fwrev

Exemplo de saida:

14.0.639.20, sli-4:2:c
14.0.639.20, sli-4:2:c

4. Verifique se vocé esta usando a versao recomendada do driver LPFC:

cat /sys/module/lpfc/version

Exemplo de saida:

0:14.2.0.13
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5. Verifique se vocé pode exibir suas portas do iniciador:

cat /sys/class/fc_host/host*/port name

Exemplo de saida:

0x100000109b579d5e
0x100000109b579d5f

6. Verifique se as portas do iniciador estdo online:

cat /sys/class/fc_host/host*/port state

Exemplo de saida:

Online

Online

7. Verifique se as portas do iniciador NVMe/FC estéo ativadas e se as portas de destino estéo visiveis:

cat /sys/class/scsi _host/host*/nvme info

Exemplo de saida:

No exemplo a seguir, uma porta do iniciador € ativada e conetada com dois LIFs de destino.



NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC *ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. Reinicie o host.

Marvell/QLogic

O driver nativo da caixa de entrada gla2xxx incluido no kernel do SUSE Linux Enterprise Server 15 SP5
tem as corregcdes mais recentes. Essas corregdes sdo essenciais para o suporte ao ONTAP.

Passos

1. Verifique se vocé esta executando o driver de adaptador e as versdes de firmware compativeis:
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cat /sys/class/fc host/host*/symbolic name
Exemplo de saida:

QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k
QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k

2. Verifique se 0 gl2xnvmeenable pardmetro esta definido como 1:

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable
1

Ativar tamanho de e/S 1MB (opcional)

O ONTAP relata um Tamanho Maximo de Transferéncia de Dados (MDTS) de 8 nos dados do Controlador de
Identificagdo. Isso significa que o tamanho maximo da solicitagdo de E/S pode ser de até 1 MB. Para emitir
solicitagcdes de E/S de tamanho 1 MB para um host Broadcom NVMe/FC, vocé deve aumentar o 1pfc valor
do lpfc_ sg_seg cnt parametro para 256 do valor padrdo de 64.

(D Essas etapas nao se aplicam a hosts Qlogic NVMe/FC.

Passos

1. Defina 1pfc_sg seg_cnt o parametro como 256:
cat /etc/modprobe.d/lpfc.conf
Vocé devera ver uma saida semelhante ao exemplo a seguir:
options lpfc lpfc sg seg cnt=256

2. Execute o dracut -f comando e reinicie o host.

3. Verifique se o valor para 1pfc_sg_seg cnt € 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Habilite servicos NVMe

Ha dois servigcos de inicializagdo NVMe/FC incluidos no nvme-c11i pacote, no entanto, only nvmefc-boot-
connections.service esta habilitado para iniciar durante a inicializagéo do sistema; nvmf-
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autoconnect.service ndo estd habilitado. Portanto, vocé precisa habilitar
manualmente ‘nvmf-autoconnect.service para iniciar durante a inicializacao do sistema.

Passos

1. Ativar nvmf-autoconnect.service:

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. Reinicie o host.

3. Verifique se nvmf-autoconnect.service € nvmefc-boot-connections.service estdo em
execugao apos a inicializagdo do sistema:

Exemplo de saida:
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

Configurar o NVMe/TCP
Vocé pode usar o procedimento a seguir para configurar o NVMe/TCP.

Passos

1. Verifique se a porta do iniciador pode buscar os dados da pagina de log de descoberta nas LIFs
NVMe/TCP suportadas:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Exemplo de saida:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry 0O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66c0abllecaaabd039eal65514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%ealbb5514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: O

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
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T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. Verifique se todas as outras combinagdes de LIF de destino de iniciador NVMe/TCP podem obter com
éxito os dados da pagina de log de descoberta:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Exemplo de saida:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. Execute 0 nvme connect-all comando em todos os LIFs de destino iniciador NVMe/TCP suportados
nos nos:

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Exemplo de saida:

74



# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

@ A NetApp recomenda definir ctrl1-loss—-tmo a opgao para -1 que o iniciador NVMe/TCP
tente se reconetar indefinidamente em caso de perda de caminho.

Validar o NVMe-of
Use o procedimento a seguir para validar o NVMe-of.

Passos
1. Verifique se o multipath NVMe no kernel esta habilitado:

cat /sys/module/nvme core/parameters/multipath
Y

2. Verifique se o host tem o modelo de controladora correto para os namespaces NVMe do ONTAP:
cat /sys/class/nvme-subsystem/nvme-subsys*/model
Exemplo de saida:

NetApp ONTAP Controller
NetApp ONTAP Controller

3. Verifique a politica de e/S NVMe da respetiva controladora de e/S NVMe ONTAP:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Exemplo de saida:

round-robin

round-robin
4. Verifique se os namespaces do ONTAP estdo visiveis para o host:

nvme list -v
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Exemplo de saida:

Subsystem Subsystem-NQN
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa77a232:subsystem.unidir dhcha

o) nvme(O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp

traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0

nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

5. Verifique se o estado do controlador de cada caminho esta ativo e tem o status ANA correto:
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NVMe/FC
Exemplo de saida

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-

08.com.netapp:sn.04ba0732530911ca8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91,host traddr=nn-0x200000109b579d5f :pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098dfdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109b579d5f live non-optimized

NVMe/TCP
Exemplo de saida

# nvme list-subsys

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb58ecaz24-faff-1lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214,trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214,trsvcid=4420,host traddr=192.168.1.14 liwve
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. Verifique se o plug-in NetApp exibe os valores corretos para cada dispositivo de namespace ONTAP:



Coluna

nvme netapp ontapdevices -o column

Exemplo de saida:

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl10 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

Exemplo de saida:

{

"ONTAPdevices": [

{

"Device":"/dev/nvmeOnl",

"Vserver":"vs CLIENTI114",

"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl10",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

Crie um controlador de descoberta persistente

A partir do ONTAP 9.11,1, vocé pode criar um controlador de descoberta persistente (PDC) para o seu host do
SUSE Linux Enterprise Server 15 SP5. Um PDC é necessario para detetar automaticamente um subsistema
NVMe adicionar ou remover cenario e alteragdes nos dados da pagina de log de descoberta.

Passos

1. Verifique se os dados da pagina de log de descoberta estdo disponiveis e podem ser recuperados por
meio da combinacgdo de porta do iniciador e LIF de destino:
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Mostrar exemplo de saida:

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501daflbddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treq: not specified

portid: O



trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d03%aa’a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-



08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

83



adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. Crie um PDC para o subsistema de descoberta:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Exemplo de saida:

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. No controlador ONTAP, verifique se o PDC foi criado:

vserver nvme show-discovery-controller -instance -vserver vserver name

Exemplo de saida:
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

Configure a autenticagédo segura na banda

A partir do ONTAP 9.12,1, a autenticagdo segura na banda é suportada por NVMe/TCP e NVMe/FC entre o
seu host do SUSE Linux Enterprise Server 15 SP5 e o controlador ONTAP.

Para configurar a autenticagdo segura, cada host ou controlador deve estar associado a uma DH-HMAC-CHAP
chave, que é uma combinagédo do NQN do host ou controlador NVMe e um segredo de autenticagéo
configurado pelo administrador. Para autenticar seu peer, um host ou controlador NVMe deve reconhecer a
chave associada ao peer.

Vocé pode configurar a autenticagdo segura na banda usando a CLI ou um arquivo JSON de configuragdo. Se

vocé precisar especificar diferentes chaves dhchap para diferentes subsistemas, vocé deve usar um arquivo
JSON de configuragéo.
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CLI
Passos
1. Obtenha o NQN do host:

cat /etc/nvme/hostngn

2. Gere a chave dhchap para o host SUSE Linux Enterprise Server 15 SP5:

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

o -n host NQON to use for key transformation

No exemplo a seguir, uma chave dhchap aleatéria com HMAC definido como 3 (SHA-512) é gerada.

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-b46a-174ac235139%b

DHHC-
1:03:J2UJQfj9f0pLnpF/ASDIRTYILKJIRr5CougGpGdQSysPrLubRW1£G15VSibeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. No controlador ONTAP, adicione o host e especifique ambas as chaves dhchap:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. Um host suporta dois tipos de métodos de autenticagao, unidirecional e bidirecional. No host, conete-
se ao controlador ONTAP e especifique as chaves dhchap com base no método de autenticagéo
escolhido:

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>



5. Valide o nvme connect authentication comando verificando as chaves dhchap do host e do
controlador:

a. Verifique as chaves dhchap do host:

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Exemplo de saida para configuragcao unidirecional:

# cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1OVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQOH3pTKGAYR1IOVOgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1IOVSgx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NB96uNO/t3jbvhp7fjyRI9bIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR1IOVOgx00=:

b. Verifique as chaves dhchap do controlador:

Scat /sys/class/nvme-subsystem/<nvme-

subsysX>/nvme*/dhchap ctrl secret

Exemplo de saida para configuracao bidirecional:
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# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

Ficheiro JSON

Vocé pode usar o /etc/nvme/config.json arquivo com 0 nvme connect-all comando quando
varios subsistemas NVMe estiverem disponiveis na configuragéo do controlador ONTAP.

Vocé pode gerar o arquivo JSON usando -o a opgao. Consulte as paginas de manual do NVMe connect-
all para obter mais opgdes de sintaxe.

Passos
1. Configure o arquivo JSON:

# cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",
"dhchap key":"DHHC-
1:03:Cu3zzfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8) TgBF2UbNk3DK4wfk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

by

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{
"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039%eal65514:subsystem.subsys C
LIENT116",

"ports": [



"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
}

[NOTE]

In the preceding example, “dhchap key  corresponds to
‘dhchap secret’™ and “dhchap ctrl key  corresponds to
"dhchap ctrl secret'.

2. Conete-se ao controlador ONTAP usando o arquivo JSON de configuragao:
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nvme connect-all -J /etc/nvme/config.json

Exemplo de saida:

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N RPN ERENNEDNND RN RN

.117 is already connected

3. Verifique se os segredos dhchap foram ativados para os respetivos controladores para cada

subsistema:

a. Verifique as chaves dhchap do host:

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Exemplo de saida:

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzZdQvU4ebZg9HOjIr6nOHEkxJg:

b. Verifique as chaves dhchap do controlador:

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Exemplo de saida:

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£f0aG08viVZBAVLNLH4 z8CvKTpV
YxN6S5fOAtaU3DNil2rieRMfdbg3704=:



Problemas conhecidos

N&o ha problemas conhecidos para o SUSE Linux Enterprise Server 15 SP5 com a versdo ONTAP.

Configuracao de host NVMe-of para SUSE Linux Enterprise
Server 15 SP4 com ONTAP

O NVMe sobre Fabrics (NVMe-of), incluindo NVMe sobre Fibre Channel (NVMe/FC) e
outros transportes, € compativel com o SUSE Linux Enterprise Server (SLES) 15 SP4
com acesso a namespace assimétrico (ANA). Em ambientes NVMe-of, o ANA é
equivalente ao multipathing ALUA em ambientes iSCSI e FCP e é implementado com
multipath NVMe no kernel.

O suporte a seguir esta disponivel para a configuragéo de host NVMe-of para SUSE Linux Enterprise Server
15 SP4 com ONTAP:

» O trafego NVMe e SCSI pode ser executado no mesmo host. Portanto, para LUNs SCSI, é possivel
configurar o dm-multipath para dispositivos SCSI mpath, enquanto que vocé pode usar o NVMe multipath
para configurar dispositivos de namespace NVMe-of no host.

» Suporte para NVMe em TCP (NVMe/TCP), além de NVMe/FC. O plug-in do NetApp no pacote nvme-cli
nativo exibe detalhes do ONTAP para namespaces NVMe/FC e NVMe/TCP.

Para obter detalhes adicionais sobre as configuragbes suportadas, consulte o "Ferramenta de Matriz de
interoperabilidade".

Carateristicas

« Suporte para autenticagdo segura e na banda do NVMe

» Suporte para controladores de descoberta persistente (PDCs) usando um NQN de descoberta exclusivo

Limitagdes conhecidas

 Ainicializagdo DE SAN usando o protocolo NVMe-of ndo é atualmente suportada.

* Nao ha suporte para NVMe-of. Portanto, o suporte ao utilitario host ndo esta disponivel para NVMe-of em
um host SUSE Linux Enterprise Server 15 SP5. Vocé pode confiar no plug-in do NetApp incluido no
pacote nvme-cli nativo para todos os transportes NVMe-of.

Configurar o NVMe/FC

Vocé pode configurar o NVMe/FC para adaptadores Broadcom/Emulex FC ou adaptadores FC Marvell/Qlogic.
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Broadcom/Emulex
Passos
1. Verifique se vocé esta usando o modelo de adaptador recomendado:

cat /sys/class/scsi _host/host*/modelname

Exemplo de saida:

LPe32002 M2
LPe32002-M2

2. Verifique a descricao do modelo do adaptador:

cat /sys/class/scsi _host/host*/modeldesc

Exemplo de saida:

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. Verifique se vocé esta usando as versdes de firmware recomendadas do adaptador de barramento
de host Emulex (HBA):

cat /sys/class/scsi_host/host*/fwrev

Exemplo de saida:

12.8.351.47, sli-4:2:c
12.8.351.47, sli-4:2:c

4. Verifique se vocé esta usando a versao recomendada do driver LPFC:

cat /sys/module/lpfc/version

Exemplo de saida:

0:14.2.0.6



5. Verifique se vocé pode exibir suas portas do iniciador:

cat /sys/class/fc_host/host*/port name

Exemplo de saida:

0x100000109b579d5e
0x100000109b579d5f

6. Verifique se as portas do iniciador estdo online:

cat /sys/class/fc_host/host*/port state

Exemplo de saida:

Online

Online

7. Verifique se as portas do iniciador NVMe/FC estéo ativadas e se as portas de destino estéo visiveis:

cat /sys/class/scsi _host/host*/nvme info

Exemplo de saida:

No exemplo a seguir, uma porta do iniciador € ativada e conetada com dois LIFs de destino.
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NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. Reinicie o host.

Marvell/QLogic

O driver nativo da caixa de entrada gla2xxx incluido no kernel do SUSE Linux Enterprise Server 15 SP4
tem as corregcdes mais recentes. Essas corregdes sdo essenciais para o suporte ao ONTAP.

Passos

1. Verifique se vocé esta executando o driver de adaptador e as versdes de firmware compativeis:



cat /sys/class/fc host/host*/symbolic name
Exemplo de saida:

QLE2742 FW:v9.08.02 DVR:v10.02.07.800-k QLE2742 FW:v9.08.02
DVR:v10.02.07.800-k

2. Verifique se 0 gl2xnvmeenable pardmetro esta definido como 1:

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable
1

Ativar tamanho de e/S 1MB (opcional)

O ONTAP relata um Tamanho Maximo de Transferéncia de Dados (MDTS) de 8 nos dados do Controlador de
Identificacdo. Isso significa que o tamanho maximo da solicitagcao de E/S pode ser de até 1 MB. Para emitir
solicitacdes de E/S de tamanho 1 MB para um host Broadcom NVMe/FC, vocé deve aumentar o 1pfc valor
do lpfc sg seg_cnt pardmetro para 256 do valor padrdo de 64.

@ Essas etapas nao se aplicam a hosts Qlogic NVMe/FC.

Passos

1. Defina 1pfc_sg seg_cnt o parametro como 256:
cat /etc/modprobe.d/lpfc.conf
Vocé devera ver uma saida semelhante ao exemplo a seguir:
options lpfc lpfc sg seg cnt=256

2. Execute o dracut -f comando e reinicie o host.

3. Verifique se o valor para 1pfc_sg _seg cnt € 256:

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

Habilite servicos NVMe

Ha dois servigos de inicializagdo NVMe/FC incluidos no nvme-c1i pacote, no entanto, only nvmefc-boot-
connections.service esta habilitado para iniciar durante a inicializagao do sistema; nvmf-
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autoconnect.service ndo estd habilitado. Portanto, vocé precisa habilitar
manualmente ‘nvmf-autoconnect.service para iniciar durante a inicializacao do sistema.

Passos

1. Ativar nvmf-autoconnect.service:

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. Reinicie o host.

3. Verifique se nvmf-autoconnect.service € nvmefc-boot-connections.service estdo em
execugao apos a inicializagdo do sistema:

Exemplo de saida:
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)
Active: i1nactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4ca6 is

already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

Configurar o NVMe/TCP
Vocé pode usar o procedimento a seguir para configurar o NVMe/TCP.

Passos

1. Verifique se a porta do iniciador pode buscar os dados da pagina de log de descoberta nas LIFs
NVMe/TCP suportadas:

nvme discover -t tcp -w <host-traddr> -a <traddr>
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Exemplo de saida:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry 0O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66c0abllecaaabd039eal65514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66cl0abllecaaabd039eal65514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvecid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaabd03%ealbb5514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: O

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN



T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 1

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391de66clabllecaaa5d039%eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipv4

subtype: nvme subsystem treq: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. Verifique se todas as outras combinagdes de LIF de destino de iniciador NVMe/TCP podem obter com
éxito os dados da pagina de log de descoberta:

nvme discover -t tcp -w <host-traddr> -a <traddr>

Exemplo de saida:

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. Execute 0 nvme connect-all comando em todos os LIFs de destino iniciador NVMe/TCP suportados
nos nos:

nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

Exemplo de saida:
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# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

@ A NetApp recomenda definir ctrl1-loss—-tmo a opgao para -1 que o iniciador NVMe/TCP
tente se reconetar indefinidamente em caso de perda de caminho.

Validar o NVMe-of
Use o procedimento a seguir para validar o NVMe-of.

Passos
1. Verifique se o multipath NVMe no kernel esta habilitado:

cat /sys/module/nvme core/parameters/multipath
Y

2. Verifique se o host tem o modelo de controladora correto para os namespaces NVMe do ONTAP:
cat /sys/class/nvme-subsystem/nvme-subsys*/model
Exemplo de saida:

NetApp ONTAP Controller
NetApp ONTAP Controller

3. Verifique a politica de e/S NVMe da respetiva controladora de e/S NVMe ONTAP:
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
Exemplo de saida:

round-robin

round-robin
4. Verifique se os namespaces do ONTAP estdo visiveis para o host:

nvme list -v
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Exemplo de saida:

Subsystem Subsystem-NQN

Controllers

nvme-subsys0 ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa77a232:subsystem.unidir dhcha
o) nvmeO, nvmel, nvme2, nvme3

Device SN MN

FR TxPort Asdress Subsystem Namespaces

nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl

nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl

Device Generic NSID Usage Format
Controllers

/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3

5. Verifique se o estado do controlador de cada caminho esta ativo e tem o status ANA correto:

nvme list-subsys /dev/<subsystem name>
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NVMe/FC

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x1000001090b579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098dfdd91, host traddr=nn-0x200000109b579d5f :pn-
0x1000001090579d5f live non-optimized

NVMe/TCP

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb8ecal24-faff-11lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214,trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

6. Verifique se o plug-in NetApp exibe os valores corretos para cada dispositivo de namespace ONTAP:
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Coluna

nvme netapp ontapdevices -o column

Exemplo de saida:

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmeOnl vs CLIENT114

/vol/CLIENT114 vol 0 10/CLIENT114 nsl10 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

Exemplo de saida:

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs CLIENTI114",
"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl0",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",
"LBA Data Size":4096,
"Namespace Size":262144

Crie um controlador de descoberta persistente

A partir do ONTAP 9.11,1, vocé pode criar um controlador de descoberta persistente (PDC) para o seu host do
SUSE Linux Enterprise Server 15 SP4. Um PDC é necessario para detetar automaticamente um subsistema
NVMe adicionar ou remover cenario e alteragdes nos dados da pagina de log de descoberta.

Passos

1. Verifique se os dados da pagina de log de descoberta estdo disponiveis e podem ser recuperados por
meio da combinacgdo de porta do iniciador e LIF de destino:
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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Mostrar exemplo de saida:

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501daflbddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treq: not specified

portid: O
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trsvecid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d03%eaa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n

one
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’7a232:subsystem.unidir n

one
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n

one
traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d03%aa’a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleeab68d039%aa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. Crie um PDC para o subsistema de descoberta:

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

Exemplo de saida:

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. No controlador ONTAP, verifique se o PDC foi criado:

vserver nvme show-discovery-controller -instance -vserver vserver name

Exemplo de saida:
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

Configure a autenticagédo segura na banda

A partir do ONTAP 9.12,1, a autenticagdo segura e na banda é suportada por NVMe/TCP e NVMe/FC entre o
seu host do SUSE Linux Enterprise Server 15 SP4 e sua controladora ONTAP.

Para configurar a autenticagdo segura, cada host ou controlador deve estar associado a uma DH-HMAC-CHAP
chave, que é uma combinagédo do NQN do host ou controlador NVMe e um segredo de autenticagéo
configurado pelo administrador. Para autenticar seu peer, um host ou controlador NVMe deve reconhecer a
chave associada ao peer.

Vocé pode configurar a autenticagdo segura na banda usando a CLI ou um arquivo JSON de configuragdo. Se
vocé precisar especificar diferentes chaves dhchap para diferentes subsistemas, vocé deve usar um arquivo
JSON de configuragéo.
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CLI
Passos
1. Obtenha o NQN do host:

cat /etc/nvme/hostngn

2. Gere a chave dhchap para o host SUSE Linux Enterprise Server 15 SP4:

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

o -n host NQON to use for key transformation

No exemplo a seguir, uma chave dhchap aleatéria com HMAC definido como 3 (SHA-512) é gerada.

# nvme gen-dhchap-key -m 3 -n ngn.2014-08.org.nvmexpress:uuid:d3ca725a-
ac8d-4d88-b46a-174ac235139%

DHHC-
1:03:J2UJQfj9f0pLnpF/ASDIRTYILKJRr5CougGpGdQSysPrLu6RW1fG15VSibeDF1nlDE
h3nVBel9nQ/LxreSBeH/bx/pU=:

1. No controlador ONTAP, adicione o host e especifique ambas as chaves dhchap:

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

2. Um host suporta dois tipos de métodos de autenticacao, unidirecional e bidirecional. No host, conete-
se ao controlador ONTAP e especifique as chaves dhchap com base no método de autenticagéo
escolhido:
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

3. Valide 0o nvme connect authentication comando verificando as chaves dhchap do host e do
controlador:

a. Verifique as chaves dhchap do host:

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

Exemplo de saida para configuragao unidirecional:

SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

b. Verifique as chaves dhchap do controlador:

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

Exemplo de saida para configuracao bidirecional:



SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

Ficheiro JSON

Vocé pode usar o /etc/nvme/config.json arquivo com 0 nvme connect-all comando quando
varios subsistemas NVMe estiverem disponiveis na configuragéo do controlador ONTAP.

Vocé pode gerar o arquivo JSON usando -o a opgao. Consulte as paginas de manual do NVMe connect-
all para obter mais opgdes de sintaxe.

Passos
1. Configure o arquivo JSON:

# cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",
"dhchap key":"DHHC-
1:03:Cu3zzfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8) TgBF2UbNk3DK4wfk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

by

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{
"ngn":"ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039%eal65514:subsystem.subsys C
LIENT116",

"ports": [
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"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsSYKUBRSONuOVPx5HEwAZ :
by
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWAZ :
}

[NOTE]

In the preceding example, “dhchap key  corresponds to
‘dhchap secret’™ and “dhchap ctrl key  corresponds to
"dhchap ctrl secret'.

2. Conete-se ao controlador ONTAP usando o arquivo JSON de configuragao:
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nvme connect-all -J /etc/nvme/config.json

Exemplo de saida:

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N RPN ERENNEDNND RN RN

.117 is already connected

3. Verifique se os segredos dhchap foram ativados para os respetivos controladores para cada

subsistema:

a. Verifique as chaves dhchap do host:

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

Exemplo de saida:

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzZdQvU4ebZg9HOjIr6nOHEkxJg:

b. Verifique as chaves dhchap do controlador:

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

Exemplo de saida:

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZBA4VLNLH4z8CvK7pVYxN
6S5fOAtaU3DNil2rieRMfdbg3704=:
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Problemas conhecidos

N&o ha problemas conhecidos para o SUSE Linux Enterprise Server 15 SP4 com a versdo ONTAP.

Configuracao de host NVMe-of para SUSE Linux Enterprise
Server 15 SP3 com ONTAP

NVMe over Fabrics ou NVMe-of (incluindo NVMe/FC e outros transportes) € compativel
com SUSE Linux Enterprise Server 15 SP3 com ANA (acesso assimétrico a
namespace). ANA é equivalente a ALUA em ambientes NVMe-of e atualmente é
implementada com o NVMe Multipath no kernel. Usando esse procedimento, vocé pode
habilitar o NVMe-of com o Multipath NVMe no kernel usando o ANA no SUSE Linux
Enterprise Server 15 SP3 e ONTAP como destino.

Consulte a "Ferramenta de Matriz de interoperabilidade"para obter detalhes precisos sobre as configuragdes
suportadas.

Carateristicas

* O SUSE Linux Enterprise Server 15 SP3 é compativel com NVMe/FC e outros transportes.

* Nao ha suporte para NVMe-of. Portanto, ndo ha suporte a utilitarios de host Linux para NVMe-of no SUSE
Linux Enterprise Server 15 SP3. Vocé pode confiar no plug-in NetApp incluido no pacote nativo nvme-cli
para NVMe-of. Isso deve ser compativel com todos os transportes NVMe-of.

+ O trafego NVMe e SCSI pode ser executado no mesmo host. Na verdade, espera-se que essa seja a
configuracédo de host comumente implantada para os clientes. Portanto, para SCSI, vocé pode configurar
dm-multipath como de costume para LUNs SCSI, resultando em dispositivos mpath, enquanto o
multipath NVMe pode ser usado para configurar dispositivos multipath NVMe-of no host.

Limitag6es conhecidas

Ainicializacdo DE SAN usando o protocolo NVMe-of nédo é atualmente suportada.

Habilite o NVMe Multipath no kernel

O multipath NVMe no kernel ja esta habilitado por padrdo em hosts do SUSE Linux Enterprise Server, como o
SUSE Linux Enterprise Server 15 SP3. Portanto, nenhuma configuragéo adicional é necessaria aqui. Consulte
a "Ferramenta de Matriz de interoperabilidade"para obter detalhes precisos sobre as configuragbes
suportadas.

Pacotes de iniciadores NVMe-of

Consulte a "Ferramenta de Matriz de interoperabilidade"para obter detalhes precisos sobre as configuragdes
suportadas.

1. Verifique se vocé tem os pacotes MU do kernel e do nvme-cli necessarios instalados no host MU do SUSE
Linux Enterprise Server 15 SP3.

Exemplo:
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https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

# uname -r
5.3.18-59.5-default

# rpm -galgrep nvme-cli
nvme-cli-1.13-3.3.1.x86 64

O pacote MU nvme-cli acima agora inclui o seguinte:

o Scripts de conexdo automatica NVMe/FC - necessarios para a conexao automatica NVMe/FC
quando os caminhos subjacentes aos namespaces sio restaurados, bem como durante a
reinicializacéo do host:

# rpm -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmefc-connect. target
/usr/lib/systemd/system/nvmefc-connect(@.service

> Regra do ONTAP udev - Nova regra do udev para garantir que o padrao do balanceador de carga de
round-robin NVMe seja aplicado a todos os namespaces do ONTAP:

# rom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmf-autoconnect.service
/usr/lib/systemd/system/nvmf-connect.target
/usr/lib/systemd/system/nvmf-connect@.service
/usr/lib/udev/rules.d/70-nvmf-autoconnect.rules
/usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# cat /usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# Enable round-robin for NetApp ONTAP and NetApp E-Series
ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp
ONTAP Controller", ATTR{iopolicy}="round-robin"

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp E-

Series", ATTR{iopolicy}="round-robin"

o * Plug-in NetApp para dispositivos ONTAP* - o plug-in NetApp existente agora foi modificado para lidar
com namespaces ONTAP também.
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2. Verifique a string hostngn /etc/nvme/hostngn no host e certifique-se de que ela corresponda
corretamente a string hostngn para o subsistema correspondente no array ONTAP. Por exemplo,

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid:3ca559e1-5588-4fc4-b7d6-5ccfb0b9f054
::> vserver nvme subsystem host show -vserver vs fcnvme 145
Vserver Subsystem Host NON
vs _nvme 145 nvme 145 1 ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 2 ngn.2014-08.org.nvmexpress:uuid:c7b07blé6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 3 ngn.2014-08.org.nvmexpress:uuid:c/b07bl6-a22e-
41la6-alfd-cf8262c8713f

nvme 145 4 ngn.2014-08.org.nvmexpress:uuid:c7/b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 5 ngn.2014-08.org.nvmexpress:uuid:c7b07blé6-a22e-
4la6-alfd-cf8262c8713f
5 entries were displayed.

Prossiga com as etapas abaixo, dependendo do adaptador FC que esta sendo usado no host.

Configurar o NVMe/FC

Broadcom/Emulex

1. Verifique se vocé tem as versdes recomendadas de adaptador e firmware. Por exemplo,

# cat /sys/class/scsi host/host*/modelname

LPe32002-M2

LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
# cat /sys/class/scsi _host/host*/fwrev

12.8.340.8, sli-4:2:c

12.8.840.8, sli-4:2:c

> Os drivers Ipfc mais recentes (caixa de entrada e caixa de saida) ja tém o padréao
Ipfc_enable_FC4_type definido como 3, portanto, vocé nao precisa mais definir isso explicitamente no
/etc/modprobe.d/lpfc.conf, erecriaro initrd. O 1pfc nvme suporte ja esta habilitado por
padrao:
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# cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
3

o O driver Ipfc da caixa de entrada nativa existente ja € o mais recente e compativel com NVMe/FC.
Portanto, vocé nao precisa instalar o driver Ipfc oob.

# cat /sys/module/lpfc/version
0:12.8.0.10

2. Verifique se as portas do iniciador estdo ativas e em execugao:

# cat /sys/class/fc host/host*/port name
0x1000001090579d5e

0x1000001090579d5f

# cat /sys/class/fc_host/host*/port state
Online

Online

3. Verifique se as portas do iniciador NVMe/FC estéo ativadas, vocé pode ver as portas de destino e todas as
portas estdo ativas e em execugdo. No exemplo a seguir, apenas uma porta de iniciador é ativada e
conetada com dois LIFs de destino:
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098d£fdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098d£fdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

4. Reinicie o host.

Ativar tamanho de e/S 1MB (opcional)

O ONTAP relata um MDT (MAX Data Transfer Size) de 8 nos dados do controlador de identificagdo, o que
significa que o tamanho maximo da solicitagdo de e/S deve ser de até 1 MB. No entanto, para emitir
solicitacdes de e/S de tamanho 1 MB para o host Broadcom NVMe/FC, o parédmetro Ipfc 1pfc sg _seg cnt
também deve ser aumentado para 256 do valor padréo 64. Use as seguintes instrugdes para fazer isso:

1. Anexe o valor 256 no respetivo modprobe lpfc.conf arquivo:
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# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc sg seg cnt=256

2. Execute o dracut -f comando e reinicie o host.

3. Apds a reinicializacao, verifique se a configuragao acima foi aplicada verificando o valor sysfs
correspondente:

# cat /sys/module/lpfc/parameters/lpfc sg seg cnt
256

Agora, o host NVMe/FC Broadcom deve ser capaz de enviar até 1MB solicitagdes de e/S nos dispositivos de
namespace ONTAP.

Marvell/QLogic

O driver nativo da caixa de entrada gla2xxx incluido no kernel SUSE Linux Enterprise Server 15 SP3 MU mais
recente tem as correcdes upstream mais recentes. Essas correcdes sdo essenciais para o suporte ao ONTAP.

1. Verifique se vocé esta executando o driver de adaptador e as versdes de firmware compativeis, por
exemplo:

# cat /sys/class/fc_host/host*/symbolic name
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k

2. Verify is set (verificar gl2xnvmeenable € definido) que permite que o adaptador Marvell funcione como
um iniciador NVMe/FC:

# cat /sys/module/gla2xxx/parameters/gl2xnvmeenable
1

Configurar o NVMe/TCP

Diferentemente do NVMe/FC, o NVMe/TCP nao tem funcionalidade de conexdo automatica. Isso manifesta
duas grandes limitagdes no host Linux NVMe/TCP:

* Nenhuma reconexao automatica apés os caminhos serem reintegrados o NVMe/TCP nao pode se
reconetar automaticamente a um caminho que é reintegrado além do timer padrédo ctrl-loss-tmo de
10 minutos apds um caminho para baixo.

* Nenhuma conexdo automatica durante a inicializagcao do host o NVMe/TCP também n&o pode se
conetar automaticamente durante a inicializacao do host.

Vocé deve definir o periodo de repeticao para eventos de failover para pelo menos 30 minutos para evitar
tempos limite. Vocé pode aumentar o periodo de repetigdo aumentando o valor do temporizador ctrl_loss_tmo.
A seguir estdo os detalhes:
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Passos

1. Verifique se a porta do iniciador pode buscar os dados da pagina de log de descoberta nas LIFs
NVMe/TCP suportadas:

# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.51
Discovery Log Number of Records 10, Generation counter 119

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treg: not specified

portid: 0

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%ealbSabec:subsystem.nvme 118 tcp
1

traddr: 192.168.2.56

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%albSabec:subsystem.nvme 118 tcp
1

traddr: 192.168.1.51
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%ealbSabe:subsystem.nvme 118 tcp
2

traddr: 192.168.2.56
sectype: none

2. Verifique se outros combos de LIF entre iniciador e destino NVMe/TCP sao capazes de obter com éxito os
dados da pagina de log de descoberta. Por exemplo,
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.52
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.56
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.57

3. Execute nvme connect-all o comando em todos os LIFs de destino do iniciador NVMe/TCP
compativeis nos noés. Certifique-se de definir um periodo de repetigdo do temporizador mais longo
ctrl loss_tmo (por exemplo, 30 minutos, que pode ser definido através "-I 1800°de ) durante a ligagdo
de tudo para que tente novamente durante um periodo de tempo mais longo em caso de perda de
caminho. Por exemplo,

# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.51 -1 1800
# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.52 -1 1800
# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.56 -1 1800
# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.57 -1 1800

Validar o NVMe-of

1. Verifique se o multipath NVMe no kernel esta realmente habilitado, verificando:

# cat /sys/module/nvme core/parameters/multipath
Y

2. Verifique se as configuragdes de NVMe-of apropriadas (como, model definidas como NetApp ONTAP
Controller e load balancing iopolicy definidas como round-robin) para os respetivos
namespaces do ONTAP refletem adequadamente no host:

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

3. Verifique se os namespaces do ONTAP refletem corretamente no host. Por exemplo,

123



# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B I T I IS 1o e

Outro exemplo:

# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B FFFFFFFF

4. Verifique se o estado do controlador de cada caminho esta ativo e tem o status ANA adequado. Por
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exemplo,

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live non-
optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfddol

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live non-
optimized

+- nvmed4 fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfddol

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd91:pn-0x208300a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

Outro exemplo:



#nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.37ba7d9%cbfballeba35dd039%eal65514:subsystem.nvme 114 tcp

1

\

+- nvmeO tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.1.4

live optimized

+- nvmel tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.1.4

live optimized

+- nvmelO tcp traddr=192.168.2.37 trsvcid=4420 host traddr=192.168.1.4

live non-optimized

+- nvmell tcp traddr=192.

live non-optimized

+- nvme20 tcp traddr=192.

live optimized

+- nvme2l tcp traddr=192.

live optimized

+- nvme30 tcp traddr=192.

live non-optimized

+- nvme3l tcp traddr=192.

live non-optimized

5. Verifique se o plug-in NetApp exibe os valores adequados para cada dispositivo de namespace ONTAP.

Por exemplo,

168.

168.

168.

168.

168.

.32

.36

.31

.37

.32

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvecid=4420

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

168.

168.

168.

168.

168.
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path

NSID UUID Size

1 23766b68-e261-444e-b378-2e84dbeleb5el 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 O/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 40096,
"Namespace Size" : 20971520

Outro exempilo:



# nvme netapp ontapdevices -o column

Device Vserver Namespace Path

/dev/nvmeOnl vs tcp 114 /vol/tcpnvme 114 1 0 1/tcpnvme 114 ns
NSID UUID Size

1 abaee036-el12f-4b07-8e79-4d38a9165686 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs tcp 114",
"Namespace Path" : "/vol/tcpnvme 114 1 0 1/tcpnvme 114 ns",
"NSID" : 1,
"UUID" : "a6aee036-el2f-4b07-8e79-4d38a9165686",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520

Problemas conhecidos

N&o ha problemas conhecidos.

Configuracao de host NVMe/FC para SUSE Linux Enterprise
Server 15 SP2 com ONTAP

O NVMe/FC é compativel com o ONTAP 9.6 e superior com o SUSE Linux Enterprise
Server 15 SP2. O host SUSE Linux Enterprise Server 15 SP2 pode executar o trafego
NVMe/FC e FCP nas mesmas portas do adaptador do iniciador de Fibre Channel.
Consulte o "Hardware Universe" para obter uma lista de controladores e adaptadores FC
compativeis.

Para obter a lista atual de configuragdes e versdes suportadas, consulte "Ferramenta de Matriz de
interoperabilidade”.
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@ Pode utilizar as definigdes de configuracao fornecidas neste procedimento para configurar os
clientes em nuvem ligados a "Cloud Volumes ONTAP" e "Amazon FSX para ONTAP".

Limitagoes conhecidas

Ainicializacdo DE SAN usando o protocolo NVMe-of ndo é atualmente suportada.

Habilite o NVMe/FC no SUSE Linux Enterprise Server 15 SP2

1. Atualize para a versao recomendada do kernel SUSE Linux Enterprise Server 15 SP2 MU.

2. Atualize o pacote nvme-cli nativo.

Esse pacote nativo do nvme-cli contém os scripts de conexao automatica do NVMe/FC, a regra do ONTAP
udev que permite o balanceamento de carga round-robin para varios caminhos do NVMe e o plug-in do
NetApp para namespaces do ONTAP.

# rpm -ga|grep nvme-cli
nvme-cli-1.10-2.38.x86 64

3. No host do SUSE Linux Enterprise Server 15 SP2, verifique a string NQN do host em
/etc/nvme/hostngn e verifique se ela corresponde a string NQN do host para o subsistema
correspondente no array ONTAP. Por exemplo:

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid:3ca559e1-5588-4£fc4-b7d6-5ccfb0b9f054

::> vserver nvme subsystem host show -vserver vs fcnvme 145
Vserver Subsystem Host NON

vs fcnvme 145

nvme 145 1
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41a6-alfd-cf8262c8713f
nvme 145 2
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41a6-alfd-cf£8262c8713f
nvme 145 3
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41a6-alfd-cf8262c8713f
nvme 145 4
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-az22e-41a6-alfd-cf8262c8713f
nvme 145 5
ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-41a6-alfd-cf£8262c8713f
5 entries were displayed.

4. Reinicie o host.
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Configure o adaptador Broadcom FC para NVMe/FC

1. Verifique se vocé esta usando o adaptador suportado. Para obter a lista atual de adaptadores suportados,
consulte "Ferramenta de Matriz de interoperabilidade”.

# cat /sys/class/scsi host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. Verifique se vocé esta usando o firmware Broadcom Ipfc recomendado e as versbes nativas do driver da
caixa de entrada.

# cat /sys/class/scsi _host/host*/fwrev
12.6.240.40, sli-4:2:c
12.6.240.40, sli-4:2:c

# cat /sys/module/lpfc/version
0:12.8.0.2

3. Verifique se Ipfc_enable FC4_type esta definido como 3.

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. Verifique se as portas do iniciador estao ativas e em execucao.

# cat /sys/class/fc_host/host*/port name
0x100000109p579d5e
0x100000109b579d5f

# cat /sys/class/fc_host/host*/port state
Online

Online

5. Verifique se as portas do iniciador NVMe/FC estao habilitadas, executadas e capazes de ver os LIFs de
destino.
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

Validar o NVMe/FC

1. Verifique as configuragcdes de NVMe/FC a seguir.
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# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

2. Verifique se os namespaces sao criados.

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmelnl 814vWBNRwfBGAAAAAAAB NetApp ONTAP Controller 1 85.90 GB /
85.90 GB 4 KiB + 0 B FFFFFFFF

3. Verifique o status dos caminhos ANA.

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfddol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live
inaccessible

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfddol

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live
inaccessible

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfddo1l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvmeb6 fc traddr=nn-0x208100a098dfdd9l:pn-0x208300a098dfdd9ol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

4. Verifique o plug-in NetApp para dispositivos ONTAP.
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path NSID UUID Size

/dev/nvmelnl vserver fcnvme 145 /vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns

1 23766b68-e261-444e-b378-2e84dbelebel 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : |
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520

by

Problemas conhecidos

N&o ha problemas conhecidos.

Habilite o tamanho de e/S de 1MB U para NVMe/FC Broadcom

O ONTAP relata um Tamanho Maximo de Transferéncia de Dados (MDTS) de 8 nos dados do Controlador de
Identificagdo. Isso significa que o tamanho maximo da solicitagdo de E/S pode ser de até 1 MB. Para emitir
solicitacdes de E/S de tamanho 1 MB para um host Broadcom NVMe/FC, vocé deve aumentar o 1pfc valor
do lpfc sg seg cnt parametro para 256 do valor padréo de 64.

®

Passos

Essas etapas nao se aplicam a hosts Qlogic NVMe/FC.

1. Defina 1pfc_sg seg_cnt o pardmetro como 256:
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cat /etc/modprobe.d/lpfc.conf

Vocé devera ver uma saida semelhante ao exemplo a seguir:



options lpfc lpfc sg seg cnt=256

2. Execute o dracut -f comando e reinicie o host.

3. Verifique se o valor para 1pfc_sg_seg cnt € 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

LPFC Verbose Logging
Defina o driver Ipfc para NVMe/FC.

Passos

1. Defina a 1pfc_log verbose configuragdo do driver para qualquer um dos seguintes valores para
Registrar eventos NVMe/FC.

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. Depois de definir os valores, execute o dracut-f comando e reinicie o host.

3. Verifique as defini¢oes.

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

Configuracao de host NVMe/FC para SUSE Linux Enterprise
Server 15 SP1 com ONTAP

Vocé pode configurar o NVMe em Fibre Channel (NVMe/FC) em hosts que executam o
SUSE Linux Enterprise Server 15 SP1 e o ONTAP como destino.

A partir do ONTAP 9,6, o NVMe/FC é compativel com as seguintes versdes do
* SUSE Linux Enterprise Server 15 SP1

O host SUSE Linux Enterprise Server 15 SP1 pode executar o trafego NVMe/FC e FCP através das
mesmas portas do adaptador iniciador de canal de fibra. Consulte o "Hardware Universe" para obter uma
lista de controladores e adaptadores FC compativeis.

Para obter a lista atual de configuractes e versdes suportadas, consulte "Ferramenta de Matriz de
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interoperabilidade".

» Os scripts nativos de conexao automatica NVMe/FC estao incluidos no pacote nvme-cli. Vocé pode usar o
driver Ipfc nativo da caixa de entrada no SUSE Linux Enterprise Server 15 SP1.

Limitagdes conhecidas

Alinicializacdo DE SAN usando o protocolo NVMe-of ndo é atualmente suportada.

Habilite o NVMe/FC no SUSE Linux Enterprise Server 15 SP1

1. Atualize para o kernel recomendado do SUSE Linux Enterprise Server 15 SP2 MU

2. Atualize para a versado recomendada do nvme-cli MU.

Esse pacote nvme-cli contém os scripts nativos de conexao automatica NVMe/FC, para que vocé nao
precise instalar os scripts externos de conexao automatica NVMe/FC fornecidos pela Broadcom no host
SUSE Linux Enterprise Server 15 SP1. Esse pacote também inclui a regra do ONTAP udev que permite o
balanceamento de carga round-robin para multipath NVMe e o plug-in NetApp para dispositivos ONTAP.

# rom -ga | grep nvme-cli
nvme-cli-1.8.1-6.9.1.x86 64

3. No host do SUSE Linux Enterprise Server 15 SP1, verifique a string NQN do host em
/etc/nvme/hostngn e verifique se ela corresponde a string NQN do host para o subsistema
correspondente no array ONTAP. Por exemplo:

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

*> vserver nvme subsystem host show -vserver vs nvme 10
Vserver Subsystem Host NON

sles 117 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

4. Reinicie o host.

Configure o adaptador Broadcom FC para NVMe/FC
1. Verifique se vocé esta usando o adaptador suportado. Para obter a lista atual de adaptadores suportados,

consulte "Ferramenta de Matriz de interoperabilidade”.

# cat /sys/class/scsi _host/host*/modelname
LPe32002-M2
LPe32002-M2

134


https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

# cat /sys/class/scsi_host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. Verifique se vocé esta usando o firmware Broadcom Ipfc recomendado e as versdes nativas do driver da
caixa de entrada.

# cat /sys/class/scsi_host/host*/fwrev
12.4.243.17, sil-4.2.c
12.4.243.17, sil-4.2.c

# cat /sys/module/lpfc/version
0:12.6.0.0

3. Verifique se Ipfc_enable_FC4_type esta definido como 3.

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4. Verifique se as portas do iniciador estdo ativas e em execugao.

# cat /sys/class/fc host/host*/port name
0x10000090faelecol
0x10000090faelec62

# cat /sys/class/fc _host/host*/port state
Online

Online

5. Verifique se as portas do iniciador NVMe/FC estao habilitadas, executadas e capazes de ver os LIFs de
destino.
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2977 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID

x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

Validar o NVMe/FC

1. Verifique as configuragdes de NVMe/FC a seguir.

# cat /sys/module/nvme core/parameters/multipath
Y

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

2. Verifique se os hamespaces sao criados.

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB /
53.69 GB 4 KiB + 0 B FFFFFFFF

3. Verifique o status dos caminhos ANA.
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# nvme list-subsys/dev/nvmeOnl

Nvme-subsysf0 - NQN=nqgn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.sles 117 nvm
e ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80f09:pn-0x202d00a098c80f09

host traddr=nn-0x20000090faelec61l:pn-0x10000090faelec6l live optimized
+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfddo1l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfddo1l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live optimized
+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

4. Verifique o plug-in NetApp para dispositivos ONTAP.

# nvme netapp ontapdevices -o column

Device Vserver Namespace Path NSID UUID Size
/dev/nvmeOnl  vs nvme 10 /vol/sles 117 vol 10 0/sles 117 ns 10 O
1 55baf453-£629-4al18-9364-bbaece3f50dad 53.69GB

# nvme netapp ontapdevices -o Jjson

{

"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path" : "/vol/sles 117 vol 10 0/sles 117 ns 10 0",
"NSID" : 1,
"UUID"™ : "55baf453-f629-4a18-9364-bbaee3£f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 40096,
"Namespace Size" : 13107200

Problemas conhecidos

Nao ha problemas conhecidos.
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Habilite o tamanho de e/S de 1MB U para NVMe/FC Broadcom

O ONTAP relata um Tamanho Maximo de Transferéncia de Dados (MDTS) de 8 nos dados do Controlador de
Identificagdo. Isso significa que o tamanho maximo da solicitagdo de E/S pode ser de até 1 MB. Para emitir
solicitagbes de E/S de tamanho 1 MB para um host Broadcom NVMe/FC, vocé deve aumentar o 1pfc valor
do lpfc_sg seg cnt parametro para 256 do valor padréo de 64.

(D Essas etapas nao se aplicam a hosts Qlogic NVMe/FC.

Passos
1. Defina 1pfc_sg_seg_cnt o parametro como 256:

cat /etc/modprobe.d/lpfc.conf
Vocé devera ver uma saida semelhante ao exemplo a seguir:
options lpfc lpfc sg seg cnt=256

2. Execute o dracut -f comando e reinicie o host.

3. Verifique se o valor para 1pfc_sg_seg cnt € 256:

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

LPFC Verbose Logging
Defina o driver Ipfc para NVMe/FC.

Passos

1. Defina a 1pfc_log verbose configuragdo do driver para qualquer um dos seguintes valores para
Registrar eventos NVMe/FC.

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. Depois de definir os valores, execute o dracut-f comando e reinicie o host.

3. Verifique as definicoes.
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# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771
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