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Rede

Networking: Conceitos e carateristicas gerais

Primeiro, familiarize-se com os conceitos gerais de rede que se aplicam ao ambiente
ONTAP Select. Em seguida, explore as caracteristicas e opgdes especificas disponiveis
com os clusters de nd unico e varios nos.

Rede fisica

A rede fisica da suporte a uma implantagéo de cluster do ONTAP Select, fornecendo principalmente a
infraestrutura de comutacdo da camada dois subjacente. A configuragao relacionada a rede fisica inclui tanto
0 host do hypervisor quanto o ambiente de rede comutada mais amplo.

Opcoes de NIC do host

Cada host de hipervisor ONTAP Select deve ser configurado com duas ou quatro portas fisicas. A
configuragéo exata que vocé escolher depende de varios fatores, incluindo:

* Se o cluster contém um ou varios hosts ONTAP Select

* Que sistema operacional do hypervisor é usado

« Como o switch virtual é configurado

* Se LACP é usado com os links ou nao

Configuracao fisica do switch

Vocé deve garantir que a configuragao dos switches fisicos oferega suporte a implantagdo do ONTAP Select.
Os switches fisicos sédo integrados com os switches virtuais baseados em hipervisor. A configuragao exata
que vocé escolher depende de varios fatores. As principais considerag¢des incluem o seguinte:

« Como vocé mantera a separagao entre as redes internas e externas?
* Vocé mantera uma separagao entre os dados e as redes de gerenciamento?

* Como as VLANs da camada dois serado configuradas?

Rede légica

O ONTAP Select usa duas redes légicas diferentes, separando o trafego de acordo com o tipo.
Especificamente, o trafego pode fluir entre os hosts dentro do cluster, bem como para os clientes de
armazenamento e outras maquinas fora do cluster. Os switches virtuais gerenciados pelos hipervisores
ajudam a suportar a rede logica.

Rede interna

Com uma implantacao de cluster de varios nés, os nds ONTAP Select individuais se comunicam usando uma
rede "interna" isolada. Essa rede néo esta exposta ou disponivel fora dos nés no cluster ONTAP Select.

@ A rede interna so esta presente com um cluster de varios nds.

Arede interna tem as seguintes carateristicas:



Utilizado para processar o trafego intra-cluster do ONTAP, incluindo:
o Cluster
o Interconexao de alta disponibilidade (HA-IC)
o Espelho de sincronizagdao RAID (RSM)

* Rede de camada unica - duas com base em uma VLAN

* Os enderecos IP estaticos sao atribuidos pelo ONTAP Select:

o Apenas IPv4

o DHCP néo utilizado

o Endereco local do link

O tamanho da MTU & de 9000 bytes por padrao e pode ser ajustado dentro do intervalo de 7500-9000
(inclusive)

Rede externa

A rede externa processa o trafego entre os nés de um cluster ONTAP Select e os clientes de storage externo,
bem como as outras maquinas. A rede externa faz parte de cada implantagédo de cluster e tem as seguintes
carateristicas:
» Usado para processar o trafego ONTAP, incluindo:
o Dados (NFS, CIFS, iSCSI)
o Gerenciamento (cluster e no, opcionalmente SVM)
> Entre clusters (opcional)
* Opcionalmente suporta VLANS:
> Grupo de portas de dados
o Grupo de portas de gerenciamento
* Enderecos IP atribuidos com base nas opgdes de configuragdo do administrador:
> |Pv4 ou IPv6
* O tamanho da MTU é de 1500 bytes por padrédo (pode ser ajustado)

A rede externa esta presente com clusters de todos os tamanhos.

Ambiente de rede de maquinas virtuais
O host do hipervisor fornece varios recursos de rede.
O ONTAP Select conta com os seguintes recursos expostos pela maquina virtual:

Portas da maquina virtual

Existem varias portas disponiveis para uso pelo ONTAP Select. Eles séo atribuidos e usados com base em
varios fatores, incluindo o tamanho do cluster.

Switch virtual

O software de switch virtual dentro do ambiente do hypervisor, seja vSwitch (VMware) ou Open vSwitch
(KVM), une as portas expostas pela maquina virtual as portas de NIC Ethernet fisicas. Vocé deve
configurar um vSwitch para cada host ONTAP Select, conforme apropriado para o seu ambiente.



Configuracoes de rede de nés unico e multiplo

O ONTAP Select é compativel com configuracdes de rede de n6 unico e multinode.

Configuracao de rede de né unico

As configuracdes de ONTAP Select de n6 unico ndo exigem a rede interna do ONTAP, porque néo ha trafego
de cluster, HA ou espelhamento.

Ao contrario da versdo multinode do produto ONTAP Select, cada VM ONTAP Select contém trés adaptadores
de rede virtuais, apresentados as portas de rede ONTAP e0a, e0b e e0c.

Essas portas sao usadas para fornecer os seguintes servigos: Gerenciamento, dados e LIFs entre clusters.

A relagéo entre essas portas e os adaptadores fisicos subjacentes pode ser vista na figura a seguir, que
mostra um no de cluster do ONTAP Select no hipervisor ESX.

» Configuragao de rede do cluster ONTAP Select de né Unico*
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@ Mesmo que dois adaptadores sejam suficientes para um cluster de né Unico, o agrupamento de
NIC ainda é necessario.

Atribuicao de LIF

Conforme explicado na segao atribuicdo de LIF multinode deste documento, os IPspaces sdo usados pelo
ONTAP Select para manter o trafego de rede do cluster separado dos dados e do trafego de gerenciamento. A
variante de no6 unico desta plataforma ndo contém uma rede de cluster. Portanto, nenhuma porta esta
presente no IPspace do cluster.

As LIFs de gerenciamento de clusters e nés sao criadas automaticamente durante a
configuragéo do cluster do ONTAP Select. Os LIFs restantes podem ser criados apos a
implantacao.

LIFs de gerenciamento e dados (e0a, eOb e e0c)

As portas ONTAP e0a, e0b e e0c sao delegadas como portas candidatas para LIFs que carregam os
seguintes tipos de trafego:

» Trafego de protocolo SAN/nas (CIFS, NFS e iSCSI)

» Trafego de gerenciamento de clusters, nés e SVM

» Trafego entre clusters (SnapMirror e SnapVault)

Configuragao de rede Multinode
A configuragéo de rede multinode ONTAP Select consiste em duas redes.

Trata-se de uma rede interna, responsavel pelo fornecimento de servicos de cluster e replicagéo interna, e de
uma rede externa, responsavel pelo fornecimento de servigos de acesso e gerenciamento de dados. O
isolamento de ponta a ponta do trafego que flui dentro dessas duas redes é extremamente importante para
permitir que vocé crie um ambiente adequado para resiliéncia de cluster.

Essas redes sdo representadas na figura a seguir, que mostra um cluster ONTAP Select de quatro nés em
execugado em uma plataforma VMware vSphere. Os clusters de seis e oito nés tém um layout de rede
semelhante.

Cada instancia do ONTAP Select reside em um servidor fisico separado. O trafego interno e

@ externo é isolado usando grupos de portas de rede separados, que sdo atribuidos a cada
interface de rede virtual e permitem que os nds de cluster compartilhem a mesma infraestrutura
de switch fisico.

Visdo geral de uma configuracao de rede de cluster multinode ONTAP Select
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Cada VM ONTAP Select contém sete adaptadores de rede virtuais apresentados ao ONTAP como um
conjunto de sete portas de rede, e0a a e0g. Embora o ONTAP trate esses adaptadores como NICs fisicos,
eles sao de fato virtuais e mapeiam para um conjunto de interfaces fisicas por meio de uma camada de rede
virtualizada. Como resultado, cada servidor de hospedagem nao requer seis portas de rede fisicas.

@ A adicao de adaptadores de rede virtuais a VM ONTAP Select ndo é suportada.

Essas portas sao pré-configuradas para fornecer os seguintes servigos:

* e0a, e0b e e0g. Gerenciamento e LIFs de dados

* e0c, e0d. LIFs de rede de cluster

* e0e. RSM

+ e0f. INTERCONEXAO HA
As portas e0a, eOb e e0g residem na rede externa. Embora as portas eOc a e0f executem varias fungdes
diferentes, coletivamente, elas compdem a rede Select interna. Ao tomar decisées de projeto de rede, essas

portas devem ser colocadas em uma Unica rede de camada 2. Nao ha necessidade de separar esses
adaptadores virtuais em diferentes redes.

Arelagao entre essas portas e os adaptadores fisicos subjacentes ¢ ilustrada na figura a seguir, que mostra
um no de cluster do ONTAP Select no hipervisor ESX.

» Configuragao de rede de um unico n6 que faz parte de um cluster ONTAP Select multinode*
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Segregar o trafego interno e externo entre diferentes NICs fisicos impede que laténcias sejam introduzidas no
sistema devido ao acesso insuficiente aos recursos de rede. Além disso, a agregagao através do
agrupamento NIC garante que a falha de um unico adaptador de rede ndo impede que o n6 do cluster ONTAP
Select acesse a respetiva rede.

Non Routable

VLAN Routable VLAN

Observe que os grupos de portas de rede externa e interna contém todos os quatro adaptadores NIC de
maneira simétrica. As portas ativas no grupo de portas de rede externa sao as portas de espera na rede
interna. Por outro lado, as portas ativas no grupo de portas de rede interna sdo as portas de espera no grupo
de portas de rede externa.

Atribuicao de LIF

Com a introdugao de IPspaces, as fungdes de porta ONTAP foram depreciadas. Assim como os arrays FAS,
os clusters ONTAP Select contém um espaco IP padrdo e um espacgo de IPspace de cluster. Ao colocar as
portas de rede e0a, eOb e e0g no IPspace padréo e as portas eOc e €0d no IPspace do cluster, essas portas
foram essencialmente removidas de LIFs de hospedagem que néo pertencem. As portas restantes dentro do
cluster ONTAP Select sdo consumidas por meio da atribuigdo automatica de interfaces que fornecem servigos
internos. Eles nao sao expostos através do shell ONTAP, como € o caso das interfaces de interconexédo RSM
e HA.

Nem todos os LIFs sdo visiveis através do shell de comando ONTAP. As interfaces de
interconexao de HA e RSM séo ocultas do ONTAP e sdo usadas internamente para fornecer
seus respetivos servigos.

As portas de rede e LIFs sdo explicadas em detalhes nas segdes a seguir.

LIFs de gerenciamento e dados (e0a, e0Ob e e0g)

As portas ONTAP e0a, e0b e e0g séo delegadas como portas candidatas para LIFs que carregam os
seguintes tipos de trafego:



» Trafego de protocolo SAN/nas (CIFS, NFS e iSCSI)
» Trafego de gerenciamento de clusters, nés e SVM

» Trafego entre clusters (SnapMirror e SnapVault)

As LIFs de gerenciamento de clusters e n6s séo criadas automaticamente durante a
configuragéo do cluster do ONTAP Select. Os LIFs restantes podem ser criados apos a
implantacao.

LIFs de rede de cluster (e0Oc, e0d)

As portas ONTAP e0Oc e e0d sao delegadas como portas residenciais para interfaces de cluster. Em cada né
de cluster do ONTAP Select, duas interfaces de cluster sdo geradas automaticamente durante a configuragao
do ONTAP usando enderecos IP locais de link (169,254.x.x).

@ N&o é possivel atribuir a essas interfaces enderecos IP estaticos e ndo devem ser criadas
interfaces de cluster adicionais.

O trafego de rede do cluster deve fluir através de uma rede da camada 2 ndo roteada de baixa laténcia.
Devido a taxa de transferéncia do cluster e aos requisitos de laténcia, espera-se que o cluster ONTAP Select
esteja fisicamente préximo (por exemplo, multipack, data center Unico). A criagdo de configuragdes de cluster
elastico de quatro nods, seis nos ou oito nds separando nos de HA em uma WAN ou em distancias geograficas
significativas ndo é suportada. Ha suporte para uma configuragéo de dois nos estendida com um mediador.

Para obter mais detalhes, consulte a secgéo "Praticas recomendadas de HA (MetroCluster SDS) com dois nds
esticados".

Para garantir a taxa de transferéncia maxima para o trafego de rede de cluster, esta porta de
@ rede esta configurada para usar quadros jumbo (7500 a 9000 MTU). Para uma operagéao

adequada do cluster, verifique se os quadros jumbo estdo ativados em todos os switches fisicos

e virtuais upstream que fornecem servigos de rede internos para nos de cluster ONTAP Select.

Trafego RAID SyncMirror (e0Oe)

A replicagao sincrona de blocos entre nds de parceiros de HA ocorre usando uma interface de rede interna
residente na porta de rede eOe. Essa funcionalidade ocorre automaticamente, usando interfaces de rede
configuradas pelo ONTAP durante a configuragao do cluster e ndo requer nenhuma configuragao do
administrador.

A porta e0Oe é reservada pelo ONTAP para trafego de replicacao interna. Portanto, nem a porta
nem o LIF hospedado sao visiveis na CLI do ONTAP ou no Gerenciador de sistemas. Esta

@ interface é configurada para usar um endereco IP local de link gerado automaticamente e a
reatribuicdo de um endereco IP alternativo ndo é suportada. Esta porta de rede requer o uso de
quadros jumbo (7500 a 9000 MTU).

Interconexao HA (e0f)

Os arrays NetApp FAS usam hardware especializado para transmitir informacgdes entre pares de HA em um
cluster do ONTAP. No entanto, os ambientes definidos por software ndo tendem a ter esse tipo de
equipamento disponivel (como dispositivos InfiniBand ou iWARP), portanto, € necessaria uma solugao
alternativa. Embora varias possibilidades tenham sido consideradas, os requisitos do ONTAP colocados no
transporte de interconexao exigiram que essa funcionalidade fosse emulada no software. Como resultado, em
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um cluster ONTAP Select, a funcionalidade da interconexao HA (tradicionalmente fornecida pelo hardware) foi
projetada para o sistema operacional, usando a Ethernet como um mecanismo de transporte.

Cada n6 ONTAP Select é configurado com uma porta de interconexdo de HA, e0f. Essa porta hospeda a
interface de rede de interconexdo HA, que é responsavel por duas fungdes principais:

* Espelhamento do conteudo do NVRAM entre pares de HA

» Envio/recebimento de informagdes de status de HA e mensagens de batimento cardiaco da rede entre

pares de HA

O trafego de INTERCONEXAO HA flui através desta porta de rede usando uma Unica interface de rede,
colocando em camadas quadros RDMA (acesso remoto a memaria direta) dentro de pacotes Ethernet.

De forma semelhante a porta RSM (eOe), nem a porta fisica nem a interface de rede hospedada

@ sao visiveis para os usuarios da CLI do ONTAP ou do Gerenciador de sistema. Como
resultado, o endereco IP desta interface ndo pode ser modificado e o estado da porta ndo pode
ser alterado. Esta porta de rede requer o uso de quadros jumbo (7500 a 9000 MTU).

Rede interna e externa do ONTAP Select

Carateristicas das redes internas e externas da ONTAP Select.

Rede interna ONTAP Select

A rede ONTAP Select interna, que s6 esta presente na variante multinode do produto, é responsavel por
fornecer ao cluster ONTAP Select comunicacéo de cluster, interconexao de HA e servigos de replicacao
sincrona. Esta rede inclui as seguintes portas e interfaces:

* e0c, e0d. Hospedagem de rede de cluster LIFs

» e0e. Hospedagem do RSM LIF

+ e0f. Hospedagem do LIF de interconexdo HA
A taxa de transferéncia e a laténcia dessa rede sao essenciais para determinar o desempenho e a resiliéncia
do cluster do ONTAP Select. O isolamento de rede é necessario para a segurancga do cluster e para garantir

que as interfaces do sistema sejam mantidas separadas de outro trafego de rede. Portanto, essa rede deve
ser usada exclusivamente pelo cluster ONTAP Select.

N&o € suportado o uso de Select internal network para trafego diferente de Select cluster, como
@ trafego de aplicativos ou gerenciamento. Nao pode haver outras VMs ou hosts na VLAN interna
do ONTAP.

Os pacotes de rede que atravessam a rede interna devem estar em uma rede dedicada de camada-2 com tag
VLAN. Isso pode ser realizado executando uma das seguintes tarefas:

« Atribuir um grupo de portas com etiqueta VLAN as NICs virtuais internas (eOc a e0f) (modo VST)

» Usando a VLAN nativa fornecida pelo switch upstream onde a VLAN nativa ndo é usada para nenhum
outro trafego (atribua um grupo de portas sem ID de VLAN, ou seja, modo EST)

Em todos os casos, a marcagéo de VLAN para trafego de rede interno é feita fora da VM ONTAP Select.



Somente vSwitches padréo e distribuidos do ESX sado suportados. Outros switches virtuais ou
@ conetividade direta entre hosts ESX nao séo suportados. A rede interna deve estar totalmente
aberta; NAT ou firewalls n&o s&do suportados.

Dentro de um cluster ONTAP Select, o trafego interno e o trafego externo sao separados usando objetos de
rede de camada virtual 2 conhecidos como grupos de portas. A atribuigdo adequada do vSwitch desses
grupos de portas é extremamente importante, especialmente para a rede interna, que é responsavel por
fornecer servigos de cluster, interconexado HA e replicagcao espelhada. A largura de banda de rede insuficiente
para essas portas de rede pode causar degradagao do desempenho e até afetar a estabilidade do né do
cluster. Portanto, os clusters de quatro nos, seis nos e oito nés exigem que a rede ONTAP Select interna use
conectividade 10Gb GbE; as placas de rede 1GB nao sao compativeis. No entanto, as compensacgdes podem
ser feitas para a rede externa, porque limitar o fluxo de dados recebidos para um cluster ONTAP Select nao
afeta sua capacidade de operar de forma confiavel.

Um cluster de dois nés pode usar quatro portas 1GB para trafego interno ou uma unica porta 10Gb em vez
das duas portas 10Gb exigidas pelo cluster de quatro nés. Em um ambiente em que as condi¢gdes impedem
que o servidor seja compativel com quatro placas NIC 10Gb, duas placas NIC 10Gb podem ser usadas para a
rede interna e duas placas de rede 1GB podem ser usadas para a rede ONTAP externa.

Validacao e resolucgao de problemas da rede interna

A rede interna em um cluster multinode pode ser validada usando a funcionalidade do verificador de
conetividade de rede. Esta fungao pode ser invocada a partir da CLI de implantagdo que executa o0 network
connectivity-check start comando.

Execute o seguinte comando para visualizar a saida do teste:

network connectivity-check show --run-id X (X is a number)

Esta ferramenta s6 é Util para solucionar problemas da rede interna em um cluster multinode Select. A
ferramenta nao deve ser usada para solucionar problemas de clusters de né uUnico (incluindo configuragdes
vNAS), implantacédo do ONTAP na conectividade ONTAP Select ou problemas de conectividade do lado do
cliente.

O assistente de criagao de cluster (parte da GUI de implantagdo do ONTAP) inclui o verificador de rede interno
como uma etapa opcional disponivel durante a criacao de clusters multinodes. Dado o importante papel que a
rede interna desempenha nos clusters multinode, fazer desta etapa parte do fluxo de trabalho de criagao de
cluster melhora a taxa de sucesso das operacdes de criacéo de cluster.

A partir do ONTAP Deploy 2,10, o tamanho da MTU usado pela rede interna pode ser definido entre 7.500 e
9.000. O verificador de conetividade de rede também pode ser usado para testar o tamanho da MTU entre
7.500 e 9.000. O valor MTU predefinido € definido para o valor do comutador de rede virtual. Esse padrao
teria que ser substituido por um valor menor se uma sobreposi¢ao de rede como o VXLAN estiver presente no
ambiente.

Rede externa ONTAP Select

A rede externa do ONTAP Select é responsavel por todas as comunicagdes de saida pelo cluster e, portanto,
esta presente nas configuragdes de nd unico e multinode. Embora essa rede nao tenha os requisitos de
throughput bem definidos da rede interna, o administrador deve ter cuidado para nao criar gargalos de rede
entre o cliente e a VM ONTAP, pois os problemas de desempenho podem ser descaraterizados como
problemas de ONTAP Select.



De forma semelhante ao trafego interno, o trafego externo pode ser marcado na camada

@ vSwitch (VST) e na camada externa do switch (EST). Além disso, o trafego externo pode ser
marcado pela prépria VM ONTAP Select em um processo conhecido como VGT. Consulte a
secgao "Separacao de trafego de dados e gerenciamento” para obter mais detalhes.

A tabela a seguir destaca as principais diferencas entre as redes internas e externas da ONTAP Select.

» Referéncia rapida da rede interna versus externa*

Descricédo Rede interna Rede externa

Servigos de rede Cluster HA/IC RAID SyncMirror Intercluster de gerenciamento de
(RSM) dados (SnapMirror e SnapVault)

Isolamento de rede Obrigatorio Opcional

Tamanho da estrutura (MTU) 7.500 a 9.000 1.500 (padrao) 9.000 (suportado)

Atribuicdo de endereco IP Gerado automaticamente Definido pelo utilizador

Suporte DHCP Nao Nao

Agrupamento NIC

Para garantir que as redes internas e externas tenham as carateristicas necessarias de largura de banda e
resiliéncia necessarias para fornecer alto desempenho e tolerancia a falhas, recomenda-se agrupamento de
adaptadores de rede fisica. Configuragdes de cluster de dois nés com um unico link 10Gb s&o compativeis.
No entanto, a pratica recomendada pelo NetApp é fazer uso de agrupamento de NIC nas redes internas e
externas do cluster ONTAP Select.

Geragao de enderegcos MAC

Os enderecos MAC atribuidos a todas as portas de rede ONTAP Select sao gerados automaticamente pelo
utilitario de implementacao incluido. O utilitario usa um identificador Unico organizacional (OUI) especifico para
NetApp a plataforma para garantir que ndo haja conflito com os sistemas FAS. Em seguida, uma copia desse
endereco € armazenada em um banco de dados interno na VM de instalagdo do ONTAP Select (ONTAP
Deploy), para evitar a reatribuicdo acidental durante futuras implantagdes de nés. Em nenhum momento o
administrador deve modificar o endereco MAC atribuido de uma porta de rede.

Configuragoes de rede suportadas

Selecione o melhor hardware e configure sua rede para otimizar o desempenho e a
resiliéncia.

Os fornecedores de servidores entendem que os clientes tém necessidades e opgdes diferentes é
fundamental. Como resultado, ao comprar um servidor fisico, ha inUmeras opgdes disponiveis ao tomar
decisbes de conetividade de rede. A maioria dos sistemas de commodities vem com varias opgdes de NIC
que fornecem opc¢des de porta Unica e multiporta com permutacdes variaveis de velocidade e taxa de
transferéncia. Isso inclui suporte para adaptadores NIC de 25GB GB/s e 40GB GB/s com VMware ESX.

Como o desempenho da VM ONTAP Select esta vinculado diretamente as caracteristicas do hardware
subjacente, aumentar a taxa de transferéncia para a VM selecionando NICs de alta velocidade resulta em um
cluster de maior desempenho e uma melhor experiéncia geral do usuario. Quatro placas de rede 10Gb ou
duas placas de rede de alta velocidade (25/40 GB/s) podem ser usadas para obter um layout de rede de alto
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desempenho. Ha varias outras configuragbes que também sao suportadas. Para clusters de dois nds, ha
suporte para 4 portas de 1GB GbE ou 1 portas de 10Gb GbE. Para clusters de n6 unico, ha suporte para

portas de 2 x 1GB GbE.

Configuragées minimas e recomendadas de rede

Existem varias configuragbes Ethernet suportadas com base no tamanho do cluster.

Tamanho do cluster
Cluster de nd6 Unico

Cluster de dois nés ou
MetroCluster SDS

cluster de nés 4/6/8

Requisitos minimos
2 x 1GbE
4 x 1GbE ou 1 x 10GbE

2 x 10GbE

Recomendacao
2 x 10GbE
2 x 10GbE

4 x 10GbE ou 2 x 25/40GbE

A converséo entre topologias de enlace unico e enlace multiplo em um cluster em execucgao
nao é suportada devido a possivel necessidade de converter entre diferentes configuragdes de
agrupamento de NIC necessarias para cada topologia.

Configuracgao de rede usando varios switches fisicos

Quando ha hardware suficiente disponivel, a NetApp recomenda o uso da configuragdo multiswitch mostrada
na figura a seguir, devido a protecado adicional contra falhas fisicas do switch.

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

Virtual Port Channel (vPC)

Ethernet Switch 1

Ethernet Switch 2

EEEEEN EEEEEE F

ONTAP-external

vSwitch 0
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Configuracao do VMware vSphere vSwitch

Politicas de configuragéo e balanceamento de carga do ONTAP Select vSwitch para
configuragdes de duas NIC e quatro NIC.

O ONTAP Select suporta o uso de configuragdes vSwitch padrao e distribuido. Os vSwitches distribuidos
suportam construgdes de agregacgao de links (LACP). Agregacéo de links € uma construgdo de rede comum
usada para agregar largura de banda em varios adaptadores fisicos. O LACP é um padrao neutro para
fornecedores que fornece um protocolo aberto para endpoints de rede que agrupam grupos de portas de rede
fisicas em um unico canal l6gico. O ONTAP Select pode trabalhar com grupos de portas configurados como
um grupo de agregagao de links (LAG). No entanto, o NetApp recomenda usar as portas fisicas individuais
como portas uplink simples (trunk) para evitar a configuragéo do LAG. Nesses casos, as melhores praticas
para vSwitches padrao e distribuido sao idénticas.

Esta sec¢ao descreve a configuragdo do vSwitch e as politicas de balanceamento de carga que devem ser
usadas nas configuragdes de duas NIC e quatro NIC.

Ao configurar os grupos de portas a serem usados pelo ONTAP Select, as praticas recomendadas a seguir
devem ser seguidas; a politica de balanceamento de carga no nivel do grupo de portas é Rota baseada no ID
de porta virtual de origem. A VMware recomenda que o STP seja definido como Portfast nas portas do switch
conetadas aos hosts ESXi.

Todas as configuragdes do vSwitch exigem um minimo de dois adaptadores de rede fisicos agrupados em um
unico grupo de NIC. O ONTAP Select é compativel com um unico link de 10Gb para clusters de dois nés. No
entanto, é uma pratica recomendada do NetApp garantir a redundancia de hardware através da agregacéao de
NIC.

Em um servidor vSphere, os grupos NIC s&o a construgdo de agregagao usada para agrupar varios
adaptadores de rede fisicos em um unico canal légico, permitindo que a carga da rede seja compartilhada
entre todas as portas membros. E importante lembrar que as equipes de NIC podem ser criadas sem suporte
do switch fisico. As politicas de balanceamento de carga e failover podem ser aplicadas diretamente a um
grupo de NIC, que ndo tem conhecimento da configuragdo do switch upstream. Neste caso, as politicas sdo
aplicadas apenas ao trafego de saida.

Os canais de porta estatica ndo sao suportados com o ONTAP Select. Os canais habilitados
para LACP sao suportados com vSwitches distribuidos, mas o uso de LACP LAGs pode
resultar em distribuigdo de carga ndo uniforme entre os membros do LAG.

Para clusters de né Unico, o ONTAP Deploy configura a VM ONTAP Select para usar um grupo de portas para
a rede externa e o mesmo grupo de portas ou, opcionalmente, um grupo de portas diferente para o trafego de
gerenciamento de clusters e nds. Para clusters de né Unico, o niumero desejado de portas fisicas pode ser
adicionado ao grupo de portas externas como adaptadores ativos.

Para clusters com varios nés, o ONTAP Deploy configura cada VM ONTAP Select para usar um ou dois
grupos de portas para a rede interna e, separadamente, um ou dois grupos de portas para a rede externa. O
trafego de gerenciamento de cluster e nés pode usar o mesmo grupo de portas que o trafego externo ou,
opcionalmente, um grupo de portas separado. O trafego de gerenciamento de cluster e né ndo pode
compartilhar o mesmo grupo de portas com trafego interno.

VSwitch padrao ou distribuido e quatro portas fisicas por né

Quatro grupos de portas podem ser atribuidos a cada né em um cluster multinode. Cada grupo de portas tem
uma unica porta fisica ativa e trés portas fisicas de reserva, como na figura a seguir.
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VSwitch com quatro portas fisicas por né

Hypervisor
services

Port groups

Failover

ESX - o
Standard Priority
vSwitch Srder

VIMIMNICA WVIMINICE VMMNICT
[VMNICS Controller A

A ordem das portas na lista de espera € importante. A tabela a seguir fornece um exemplo da distribuigdo de
portas fisicas nos quatro grupos de portas.

Configuragdoes minimas e recomendadas de rede

Grupo de portas Externo 1 Externo 2 Interno 1 Interno 2
Ativo vmnicO vmnic1 vmnic2 vmnic3
Em espera 1 vmnic1 vmnicO vmnic3 vmnic2
Em espera 2 vmnic2 vmnic3 vmnicO vmnic1
Em espera 3 vmnic3 vmnic2 vmnic1 vmnicO

As figuras a seguir mostram as configuragdes dos grupos de portas de rede externas da GUI do vCenter
(ONTAP-External e ONTAP-External2). Observe que os adaptadores ativos séo de placas de rede diferentes.
Nesta configuragéo, o vmnic 4 e o vmnic 5 séo portas duplas na mesma NIC fisica, enquanto o vmnic 6 e o
vminc 7 sao portas duplas semelhantes em uma NIC separada (vnmics 0 a 3 ndo sao usados neste exemplo).
A ordem dos adaptadores de espera fornece um failover hierarquico com as portas da rede interna sendo a
ultima. A ordem das portas internas na lista de espera é similarmente trocada entre os dois grupos de portas
externas.

Parte 1: Configuragdes de grupo de portas externas ONTAP Select
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Parte 2: Configuragdes de grupo de portas externas ONTAP Select

J OWTAR External? - Edet Settings \
Properties Livied bimand ng RIS
SECr Ry Mebwark Faodure dederbon (mpimicta
Traffic shapang R St s %
F e or e
g o
drive sdaplems
M =l
S aralley Alagtees
Al s
- R
Wl eneicd 1y
Uniisid adaplers
Sabect wrtve and sandby afaglers. Dunng o Sedover, standty sdupters wcivale in B ondes sperdied sbave
[ ] ek

Para legibilidade, as atribuigdes s&o as seguintes:

ONTAP-Externo ONTAP-External2

Adaptadores ativos: vmnic5 adaptadores em espera: Adaptadores ativos: vmnic7 adaptadores em espera:
vmnic7, vmnic4, vmnic6 vmnic5, vmnic6, vmnic4

As figuras a seguir mostram as configuragées dos grupos internos de portas de rede (ONTAP-Internal e
ONTAP-Internal2). Observe que os adaptadores ativos sdo de placas de rede diferentes. Nesta configuragao,
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0 vmnic 4 e o vmnic 5 sdo portas duplas no mesmo ASIC fisico, enquanto o vmnic 6 e o vmnic 7 sao
igualmente portas duplas em um ASIC separado. A ordem dos adaptadores de espera fornece um failover
hierarquico com as portas da rede externa sendo a ultima. A ordem das portas externas na lista de espera é
similarmente trocada entre os dois grupos de portas internas.

Parte 1: Configuragoes de grupo de portas internas do ONTAP Select

'xmmw.um

Propertes
m Bl BT e T o
Traffic shapeg P -

CoET—

Parte 2: Grupos de portas internas do ONTAP Select



5, ONTAP Jermal? . it Seftings

Froperties i b
Securty
[1aff shapng
(B L
7 O
At mlagheds
S sy sl s
™ Rt -._.
o
R
|rurid il i

Para legibilidade, as atribuigdes s&o as seguintes:

Interno ONTAP ONTAP-Internal2

Adaptadores ativos: vmnic4 adaptadores em espera: Adaptadores ativos: vmnic6 adaptadores em espera:
vmnic6, vmnic5, vmnic7 vmnic4, vmnic7, vmnic5

VSwitch padrao ou distribuido e duas portas fisicas por né

Ao usar duas NICs de alta velocidade (25/40GB), a configuragdo recomendada do grupo de portas é
conceitualmente muito semelhante a configuragdo com quatro adaptadores 10Gb. Quatro grupos de portas
devem ser usados mesmo quando se usa apenas dois adaptadores fisicos. As atribui¢des do grupo de portas
sdo as seguintes:

Grupo de portas 1 externo (e0a,e0b) Interno 1 (eOc,e0e) Interno 2 (e0d,e0f) Externo 2 (e0g)

Ativo vmnicO vmnicO vmnic1 vmnic1

Em espera vmnic1 vmnic1 vmnicO vmnicO

VSwitch com duas portas fisicas de alta velocidade (25/40GB) por né
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Hypervisor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2

Controller A

Ao usar duas portas fisicas (10Gb ou menos), cada grupo de portas deve ter um adaptador ativo e um
adaptador de reserva configurados um ao outro. A rede interna esta presente apenas para clusters ONTAP
Select multinode. Para clusters de n6 unico, ambos os adaptadores podem ser configurados como ativos no
grupo de portas externas.

O exemplo a seguir mostra a configuragao de um vSwitch e os dois grupos de portas responsaveis pelo
gerenciamento de servigos de comunicagao internos e externos para um cluster ONTAP Select multinode. A
rede externa pode usar a VMNIC da rede interna no caso de uma interrupgao da rede porque os vmnics da
rede interna fazem parte desse grupo de portas e sdo configurados no modo de espera. O oposto é o caso da
rede externa. Alternar os vmnics ativo e de espera entre os dois grupos de portas € fundamental para o
failover adequado das VMs ONTAP Select durante interrupgdes de rede.

VSwitch com duas portas fisicas (10Gb ou menos) por né
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VSwitch distribuido com LACP

Ao usar vSwitches distribuidos em sua configuragao, o LACP pode ser usado (embora ndo seja uma pratica
recomendada) para simplificar a configuragao da rede. A Unica configuragdo LACP suportada requer que

todos os vmnics estejam em um Unico LAG. O switch fisico de uplink deve suportar um tamanho MTU entre
7.500 a 9.000 em todas as portas do canal. As redes ONTAP Select internas e externas devem ser isoladas
no nivel do grupo de portas. A rede interna deve usar uma VLAN nao roteavel (isolada). A rede externa pode

usar VST, EST ou VGT.

Os exemplos a seguir mostram a configuragéo do vSwitch distribuido usando o LACP.

Propriedades LAG ao usar LACP
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

» Configuragdes de grupo de portas externas usando um vSwitch distribuido com LACP ativado*
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=12l

|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.

Name 1
Active Uplinks

ONTAP-LAG Mave Down
Standby Uplinks

Unused Uplinks

dvUplink1

Move Up

i
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< Polices -
[ Policles Teaming and Failover
Security e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
Network Failover Detection: |Link status only -
“Hzms?‘m'?‘*mm" Notify Switches: [ves £
Miscellaneous Failback: |‘I'E‘S LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.

Name }
Active Uplinks ——l
ONTAP-LAG

Standby Uplinks
Unused Uplinks
dvUplinkl

O LACP requer que vocé configure as portas do switch upstream como um canal de porta.
Antes de ativar isso no vSwitch distribuido, certifique-se de que um canal de porta habilitado
para LACP esteja configurado corretamente.

Configuracao fisica do switch

Detalhes de configuracédo do switch fisico upstream baseados em ambientes de switch
unico e multiswitch.

Deve-se tomar cuidado ao tomar decisdes de conetividade desde a camada de switch virtual até os switches
fisicos. A separacgao do trafego interno do cluster de servigos de dados externos deve estender-se a camada
de rede fisica upstream através do isolamento fornecido pelas VLANs da camada 2.

As portas fisicas do switch devem ser configuradas como trunkports. O trafego externo ONTAP Select pode
ser separado em varias redes de camada 2 de uma de duas maneiras. Um método é usando portas virtuais
marcadas com VLAN ONTAP com um unico grupo de portas. O outro método ¢é atribuindo grupos de portas
separados no modo VST a porta de gerenciamento eOa. Vocé também deve atribuir portas de dados a eOb e
e0c/e0g dependendo da versao do ONTAP Select e da configuragdo de no6 unico ou multinode. Se o trafego
externo for separado em varias redes de camada 2, as portas de switch fisico uplink devem ter essas VLANs
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em sua lista de VLAN permitida.

O trafego de rede interna do ONTAP Select ocorre usando interfaces virtuais definidas com enderecgos IP
locais de link. Como esses enderecos IP ndo sdo roteaveis, o trafego interno entre nds de cluster deve fluir em
uma unica rede de camada 2. Saltos de rota entre nés de cluster ONTAP Select ndo sédo suportados.

Switch fisico compartilhado

A figura a seguir mostra uma possivel configuragéo de switch usada por um né em um cluster ONTAP Select
multinode. Neste exemplo, as NICs fisicas usadas pelos vSwitches que hospedam os grupos de portas de
rede interna e externa sao cabeadas para o mesmo switch upstream. O trafego do switch € mantido isolado
usando dominios de broadcast contidos em VLANs separadas.

Para a rede interna do ONTAP Select, a marcagao ¢ feita no nivel do grupo de portas. Embora
o exemplo a seguir use o VGT para a rede externa, tanto o VGT quanto o VST sao suportados
nesse grupo de portas.

Configuracao de rede usando switch fisico compartilhado

Single Switch
Ethernet Switch
R | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
vSwitch 0

Nesta configuracdo, o switch compartilhado se torna um unico ponto de falha. Se possivel,
varios switches devem ser usados para evitar que uma falha fisica de hardware cause uma
interrupgéo na rede do cluster.

Varios switches fisicos

Quando a redundancia é necessaria, varios switches de rede fisica devem ser usados. A figura a seguir
mostra uma configuragéo recomendada usada por um n6 em um cluster ONTAP Select multinode. As placas
de rede dos grupos de portas internas e externas sdo cabeadas em diferentes switches fisicos, protegendo o
usuario de uma unica falha no switch de hardware. Um canal de porta virtual é configurado entre switches
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para evitar problemas de arvore de abrangéncia.

» Configuragao de rede usando multiplos switches fisicos*

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEE EEEEEN
EEEEEN EEEEEE " |

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

Separacao de trafego de dados e gerenciamento

Isole o trafego de dados e o trafego de gerenciamento em redes de camada 2
separadas.

O trafego de rede externa do ONTAP Select é definido como trafego de dados (CIFS, NFS e iSCSI),
gerenciamento e replicagao (SnapMirror). Em um cluster ONTAP, cada estilo de trafego usa uma interface
l6gica separada que deve ser hospedada em uma porta de rede virtual. Na configuragdo multinode do ONTAP
Select, estas sdo designadas como portas e0a e eOb/e0g. Na configuragdo de né unico, eles sdo designados
como e0a e e0b/e0c, enquanto as portas restantes sao reservadas para servicos de cluster interno.

A NetApp recomenda isolar o trafego de dados e o trafego de gerenciamento em redes de camada 2
separadas. No ambiente ONTAP Select, isso é feito usando tags de VLAN. Isso pode ser alcangado atribuindo
um grupo de portas com tag VLAN ao adaptador de rede 1 (porta e0a) para o trafego de gerenciamento. Em
seguida, vocé pode atribuir um(s) grupo(s) de portas separado(s) as portas eOb e eOc (clusters de n6 unico) e
e0b e e0g (clusters de varios nés) para o trafego de dados.

Se a solugao VST descrita anteriormente neste documento nao for suficiente, pode ser necessario colocar os

LIFs de dados e gerenciamento na mesma porta virtual. Para fazer isso, use um processo conhecido como
VGT, no qual a marcacao de VLAN é realizada pela VM.
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A separacéo de rede de gerenciamento e dados por meio do VGT nao esta disponivel ao usar o
@ utilitario ONTAP Deploy. Este processo deve ser executado apds a conclusao da configuragao
do cluster.

Ha uma ressalva adicional ao usar clusters de VGT e dois nés. Em configuragdes de cluster de dois nds, o
endereco IP de gerenciamento de nds é usado para estabelecer conectividade com o mediador antes que o
ONTARP esteja totalmente disponivel. Portanto, somente a marcagao EST e VST é suportada no grupo de
portas mapeado para o LIF de gerenciamento de nds (porta e0a). Além disso, se tanto o gerenciamento

quanto o trafego de dados estiverem usando o mesmo grupo de portas, somente EST/VST serao suportados
para todo o cluster de dois nos.

Ambas as opgodes de configuragdo, VST e VGT, sao suportadas. A figura a seguir mostra o primeiro cenario,
VST, no qual o trafego € marcado na camada vSwitch através do grupo de portas atribuido. Nesta
configuragéo, as LIFs de gerenciamento de cluster e n6 séo atribuidas a porta ONTAP e0a e marcadas com
ID VLAN 10 por meio do grupo de portas atribuido. Os LIFs de dados sao atribuidos a porta eOb e eOc ou e0Og
e recebem a ID VLAN 20 usando um segundo grupo de portas. As portas do cluster usam um terceiro grupo
de portas e estdo na VLAN ID 30.

Separacgao de dados e gerenciamento usando VST

Ethernet Switch
mm o
PortGroup 1
Management traffic
VLAN 10 (VST)
i PortGroup 2
— Data traffic
vomie | vianm VLAN 80 VLAN 20 (VST)
D 0o || s | PortGroup 3
Cluster traffic
VLAN 30 (VST)

, - DataLIF: |
! f;"&’;':;;’%’m‘ LIF: 192.188.0.1/24 i
A L 1 H
5 Data-2 LIF: i
| Holksmarmp—_— LIF: 192.168.0.2/24

A figura a seguir mostra o segundo cenario, VGT, no qual o trafego € marcado pela VM ONTAP usando portas
VLAN que sao colocadas em dominios de broadcast separados. Neste exemplo, as portas virtuais eOa-
10/e0b-10/(e0c ou e0g)-10 e e0a-20/e0b-20 sao colocadas sobre as portas VM e0a e e0Ob. Essa configuragéo
permite que a marcacéao de rede seja realizada diretamente no ONTAP, em vez de na camada vSwitch. Os
LIFs de gerenciamento e dados s&o colocados nessas portas virtuais, permitindo uma subdivisdo de camada
2 em uma unica porta VM. A VLAN do cluster (VLAN ID 30) ainda esta marcada no grupo de portas.

Notas:

« Este estilo de configuracéo € especialmente desejavel ao usar varios IPspaces. Agrupe portas VLAN em
IPspaces personalizados separados se forem desejados isolamento I6gico adicional e multilocagéo.

» Para oferecer suporte ao VGT, os adaptadores de rede de host ESXiI/ESX devem ser conetados as portas
de tronco no switch fisico. Os grupos de portas conetados ao switch virtual devem ter seu ID de VLAN
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definido como 4095 para habilitar o entroncamento no grupo de portas.

Separagao de dados e gerenciamento usando VGT

Ethernet Switch

[E= =

ONTAP  Beleot VM

Default IPSpace

Broadcast Domain: BDA Broadeast Domain: BD2

Cluster-management LIF: w10 |l en10 | a0 || 020
10.0.0.100/24

-

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

VLAN 20 (VGT)

PortGroup 2

Cluster traffic
VLAN 30 (VST)

Data-1 LIF:
192.168.0.1/24

| SN —

Node-management LIF: S ——
10.0.0.1/24 |

Data-2 LIF:
192.168.0.2724
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Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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