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Mergulho profundo

Armazenamento

Armazenamento: Conceitos gerais e carateristicas

Descubra os conceitos gerais de storage que se aplicam ao ambiente ONTAP Select
antes de explorar os componentes especificos de storage.

Fases da configuragdo de armazenamento

As principais fases de configuragao do storage de host do ONTAP Select incluem:

* Pré-requisitos de pré-implantagao

o Certifique-se de que cada host de hipervisor esteja configurado e pronto para uma implantagéo do
ONTAP Select.

> A configuragéo envolve unidades fisicas, controladores e grupos RAID, LUNs, bem como preparagao
de rede relacionada.

o Esta configuracdo é executada fora do ONTAP Select.
» Configuragao usando o utilitario de administrador do hipervisor

> Vocé pode configurar certos aspectos do storage usando o utilitario de administragao do hipervisor
(por exemplo, vSphere em um ambiente VMware).

o Esta configuracédo é executada fora do ONTAP Select.
» Configuragao usando o utilitario de administragdo ONTAP Select Deploy

> Vocé pode usar o utilitario de administragéo implantar para configurar as principais construgbes de
armazenamento logico.

> Isso é executado explicitamente por meio de comandos CLI ou automaticamente pelo utilitario como
parte de uma implantagéo.

» Configuragao poés-implantagao

o Apos a conclusao da implantagdo do ONTAP Select, vocé pode configurar o cluster usando a CLI do
ONTAP ou o Gerenciador do sistema.

o Essa configuracao é executada fora do ONTAP Select Deploy.

Armazenamento gerenciado versus nao gerenciado

O storage acessado e controlado diretamente pelo ONTAP Select € um storage gerenciado. Qualquer outro
storage no mesmo host de hipervisor é storage nao gerenciado.

Armazenamento fisico homogéneo

Todas as unidades fisicas que compdem o storage gerenciado do ONTAP Select devem ser homogéneas. Ou
seja, todo o hardware deve ser o mesmo em relagcao as seguintes carateristicas:

» TIPO (SAS, NL-SAS, SATA, SSD)
* Velocidade (RPM)



llustragcao do ambiente de armazenamento local

Cada host de hipervisor contém discos locais e outros componentes de storage logicos que podem ser usados
pelo ONTAP Select. Esses componentes de storage sao dispostos em uma estrutura em camadas, a partir do
disco fisico.

Virtual Disk (VMDK) ONTAP Select
Storage Pool (VMFS) Hypervisor

i
LUN
T RAID controller

RAID Group

Locally attached
drives

Carateristicas dos componentes de armazenamento local

Ha varios conceitos que se aplicam aos componentes de storage locais usados em um ambiente ONTAP
Select. Vocé deve estar familiarizado com esses conceitos antes de se preparar para uma implantagdo do
ONTAP Select. Esses conceitos sdo organizados de acordo com a categoria: Grupos RAID e LUNSs, pools de
armazenamento e discos virtuais.

Agrupamento de unidades fisicas em grupos RAID e LUNs

Um ou mais discos fisicos podem ser conetados localmente ao servidor host e disponiveis ao ONTAP Select.

Os discos fisicos sao atribuidos a grupos RAID, que sdo entdo apresentados ao sistema operacional do host

do hipervisor como um ou mais LUNs. Cada LUN é apresentado ao sistema operacional do host do hipervisor
como um disco rigido fisico.



Ao configurar um host ONTAP Select, vocé deve estar ciente do seguinte:

» Todo o0 armazenamento gerenciado deve ser acessivel por meio de um unico controlador RAID

* Dependendo do fornecedor, cada controlador RAID suporta um nimero maximo de unidades por grupo
RAID

Um ou mais grupos RAID

Cada host ONTAP Select precisa ter uma unica controladora RAID. Vocé deve criar um unico grupo RAID
para o ONTAP Select. No entanto, em certas situagdes, vocé pode considerar a criagdo de mais de um grupo
RAID. "Resumo das melhores praticas"Consulte a .

Consideragoes sobre o pool de storage

Ha varios problemas relacionados aos pools de storage que vocé deve estar ciente como parte da preparagao
para a implantagcdo do ONTAP Select.

@ Em um ambiente VMware, um pool de storage € sinbnimo de um armazenamento de dados
VMware.

Pools de storage e LUNs

Cada LUN é visto como um disco local no host do hipervisor e pode fazer parte de um pool de storage. Cada
pool de storage é formatado com um sistema de arquivos que o sistema operacional do host do hipervisor
pode usar.

Vocé deve garantir que os pools de storage sejam criados corretamente como parte de uma implantagcéo do
ONTAP Select. Vocé pode criar um pool de storage usando a ferramenta de administragao do hipervisor. Por
exemplo, com o VMware, vocé pode usar o cliente vSphere para criar um pool de armazenamento. O pool de
storage € entdo passado para o utilitario de administracdo ONTAP Select Deploy.

Gerencie os discos virtuais no ESXi

Ha varios problemas relacionados aos discos virtuais que vocé deve estar ciente como parte da preparacéo
para implantar o ONTAP Select.

Discos virtuais e sistemas de arquivos

A maquina virtual ONTAP Select recebe varias unidades de disco virtuais alocadas. Cada disco virtual €, na
verdade, um arquivo contido em um pool de storage e € mantido pelo hipervisor. Existem varios tipos de
discos usados pelo ONTAP Select, principalmente discos de sistema e discos de dados.

Vocé também deve estar ciente do seguinte em relagado a discos virtuais:

* O pool de armazenamento deve estar disponivel antes que os discos virtuais possam ser criados.
» Os discos virtuais ndo podem ser criados antes da criagdo da maquina virtual.

* Vocé deve confiar no utilitario de administragdo ONTAP Select Deploy para criar todos os discos virtuais
(ou seja, um administrador nunca deve criar um disco virtual fora do utilitario de implantagao).

Configurando os discos virtuais

Os discos virtuais séo gerenciados pelo ONTAP Select. Eles sédo criados automaticamente quando vocé cria
um cluster usando o utilitario de administragao implantar.


https://docs.netapp.com/pt-br/ontap-select-9141/reference_plan_best_practices.html

llustracao do ambiente de armazenamento externo no ESXi

A solucdo ONTAP Select VNAS permite que o ONTAP Select use armazenamentos de dados que residem no
storage externo ao host do hipervisor. Os datastores podem ser acessados pela rede usando o VMware VSAN
ou diretamente em um storage array externo.

O ONTAP Select pode ser configurado para usar os seguintes tipos de datastores de rede do VMware ESXi
que sdo externos ao host do hypervisor:

* VSAN (Virtual SAN)

* VMFS

* NFS

Armazenamentos de dados VSAN

Cada host ESXi pode ter um ou mais datastores VMFS locais. Normalmente, esses datastores s6 sao
acessiveis para o host local. No entanto, o VMware VSAN permite que cada um dos hosts em um cluster ESXi
compartilhe todos os datastores no cluster como se fossem locais. A figura a seguir ilustra como o VSAN cria
um pool de datastores compartilhados entre os hosts no cluster ESXi.

ESXi cluster

ONTAP Select

VIV VM VIV VM ; :
virtual machines

Shared datastores

VMware Virtual SAN (VSAN) accessed through VSAN

Armazenamento de dados VMFS em storage array externo

Vocé pode criar um datastore VMFS residente em um storage array externo. O armazenamento € acessado
usando um dos varios protocolos de rede diferentes. A figura a seguir ilustra um datastore VMFS em um
storage array externo acessado usando o protocolo iSCSI.

O ONTAP Select oferece suporte a todos os storages externos descritos na documentagao de
@ compatibilidade de armazenamento/SAN do VMware, incluindo iSCSI, Fibre Channel e Fibre
Channel over Ethernet.
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Armazenamento de dados NFS em storage array externo

Vocé pode criar um datastore NFS residente em um storage array externo. O storage é acessado usando o
protocolo de rede NFS. A figura a seguir ilustra um datastore NFS no storage externo acessado pelo
dispositivo do servidor NFS.
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Servigcos RAID de hardware para armazenamento anexado local ONTAP Select

Quando uma controladora RAID de hardware esta disponivel, o ONTAP Select pode
mover os servicos RAID para a controladora de hardware para aumentar o desempenho
de gravacéo e proteger contra falhas de unidade fisica. Como resultado, a protecao
RAID para todos os nds dentro do cluster ONTAP Select € fornecida pela controladora
RAID conetada localmente e ndo pelo RAID do software ONTAP.

Os agregados de dados do ONTAP Select sao configurados para usar RAID 0 porque a
@ controladora RAID fisica esta fornecendo distribuicdo RAID para as unidades subjacentes.
Nenhum outro nivel de RAID é suportado.



Configuragao do controlador RAID para armazenamento anexado local

Todos os discos conetados localmente que fornecem armazenamento de apoio ao ONTAP Select devem ficar
atras de um controlador RAID. A maioria dos servidores comuns vem com varias opgoes de controladora
RAID em varios pontos de prego, cada um com diferentes niveis de funcionalidade. O objetivo € dar suporte
ao maior numero possivel dessas opcdes, desde que elas atendam a certos requisitos minimos colocados no
controlador.

Nao é possivel separar discos virtuais das VMs ONTAP Select que estdo usando a

@ configuragdo RAID de hardware. A remocao de discos s6 é suportada para VMs ONTAP Select
que estédo usando a configuragdo RAID do software. Consulte "Substitua uma unidade com
falha em uma configuracao RAID do software ONTAP Select" para obter mais informacgdes.

A controladora RAID que gerencia os discos ONTAP Select deve atender aos seguintes requisitos:

» A controladora RAID de hardware deve ter uma unidade de backup de bateria (BBU) ou cache de
gravacao (FBWC) com suporte a 12Gbps Gbps de taxa de transferéncia.

+ A controladora RAID deve suportar um modo que possa suportar pelo menos uma ou duas falhas de disco
(RAID 5 e RAID 6).

* O cache da unidade deve ser definido como desativado.

+ A politica de gravacao deve ser configurada para o modo de escrita com um fallback para gravar em caso
de falha BBU ou flash.

» Apolitica de e/S para leituras deve ser definida como armazenada em cache.

Todos os discos conetados localmente que fornecem armazenamento de backup ao ONTAP Select devem ser
colocados em grupos RAID que executam RAID 5 ou RAID 6. Para unidades SAS e SSDs, o uso de grupos
RAID de até 24 unidades permite que o ONTAP aproveite os beneficios de distribuir solicitacdes de leitura
recebidas por um numero maior de discos. Isso proporciona um ganho significativo no desempenho. Com as
configuragbes SAS/SSD, os testes de desempenho foram realizados em configuragdes de LUN Unico versus
multi-LUN. Nao foram encontradas diferengas significativas. Por isso, a NetApp recomenda a criagdo do
menor numero de LUNs necessarios para atender as suas necessidades de configuragéo.

As unidades NL-SAS e SATA exigem um conjunto diferente de praticas recomendadas. Por motivos de
desempenho, o numero minimo de discos ainda € oito, mas o tamanho do grupo RAID n&o deve ser maior
que 12 unidades. A NetApp também recomenda o uso de um sobressalente por grupo RAID; no entanto, as
pecas sobressalentes globais para todos os grupos RAID podem ser usadas. Por exemplo, vocé pode usar
duas pecas sobressalentes para cada trés grupos RAID, com cada grupo RAID composto por oito a 12
unidades.

A extensdo maxima e o tamanho do datastore para versées ESX mais antigas sdo 64TB, o que
pode afetar o numero de LUNs necessarios para suportar a capacidade bruta total fornecida por
essas unidades de grande capacidade.

Modo RAID

Muitos controladores RAID suportam até trés modos de operacao, cada um representando uma diferenca
significativa no caminho de dados tomado pelas solicitagbes de gravacgéo. Estes trés modos sédo os seguintes:

» Writethrough. Todas as solicitagbes de e/S recebidas sao gravadas no cache da controladora RAID e, em
seguida, sdo imediatamente escoadas para o disco antes de reconhecer a solicitagcdo de volta ao host.

» Writearound. Todas as solicitagbes de e/S recebidas sao gravadas diretamente no disco, contornando o
cache da controladora RAID.


https://docs.netapp.com/pt-br/ontap-select-9141/task_adm_replace_drives_swraid.html
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* Resposta. Todas as solicitagdes de e/S recebidas sdo gravadas diretamente no cache da controladora e
imediatamente confirmadas de volta para o host. Os blocos de dados sao lavados para o disco
assincronamente usando o controlador.

O modo Writeback oferece o caminho de dados mais curto, com confirmagéo de e/S ocorrendo imediatamente
apos os blocos entrarem no cache. Esse modo fornece a menor laténcia e a maior taxa de transferéncia para
workloads de leitura/gravacao mistos. No entanto, sem a presencga de uma BBU ou tecnologia flash ndo
volatil, os usuarios correm o risco de perder dados se o sistema incorrer em uma falha de energia ao operar
neste modo.

O ONTAP Select requer a presencga de uma unidade flash ou backup de bateria; portanto, podemos ter
certeza de que os blocos em cache sao lavados para o disco em caso de falha desse tipo. Por esse motivo, é
um requisito que o controlador RAID seja configurado no modo writeback.

Discos locais compartilhados entre ONTAP Select e os

A configuragéo de servidor mais comum € aquela em que todos os fusos conetados localmente ficam atras de
um unico controlador RAID. Vocé deve provisionar um minimo de dois LUNs: Um para o hipervisor e outro
para a VM ONTAP Select.

Por exemplo, considere um HP DL380 G8 com seis unidades internas € um Unico controlador RAID Smart
Array P420i. Todas as unidades internas sao gerenciadas por este controlador RAID e nenhum outro
armazenamento esta presente no sistema.

A figura a seguir mostra esse estilo de configuragéo. Neste exemplo, nenhum outro storage esta presente no
sistema. Portanto, o hipervisor deve compartilhar o storage com o n6 ONTAP Select.

Configuracado LUN do servidor com apenas fusos gerenciados por RAID

Server w/ RAID storage

RAID Controller RAID 5 RAID Group

OS and Installation VM LUN
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O provisionamento de LUNs do SO a partir do mesmo grupo RAID que o ONTAP Select permite que o sistema
operacional do hipervisor (e qualquer VM cliente que também seja provisionada a partir desse
armazenamento) se beneficiem da protegcdo RAID. Essa configuragéo impede que uma falha de unidade unica
derrube todo o sistema.

Discos locais divididos entre ONTAP Select e os

A outra configuragao possivel fornecida pelos fornecedores de servidores envolve a configuragdo do sistema
com varios controladores RAID ou de disco. Nesta configuragdo, um conjunto de discos é gerenciado por um
controlador de disco, que pode ou nao oferecer servigos RAID. Um segundo conjunto de discos é gerenciado
por um controlador RAID de hardware capaz de oferecer servigos RAID 5/6.



Com esse estilo de configuragéo, o conjunto de fusos que fica atras do controlador RAID que pode fornecer
servicos RAID 5/6 deve ser usado exclusivamente pela VM ONTAP Select. Dependendo da capacidade total
de armazenamento sob gerenciamento, vocé deve configurar os fusos de disco em um ou mais grupos RAID
e um ou mais LUNs. Esses LUNs seriam entdo usados para criar um ou mais datastores, com todos os
datastores sendo protegidos pelo controlador RAID.

O primeiro conjunto de discos é reservado para o sistema operacional do hypervisor e qualquer VM cliente
que nao esteja usando o storage ONTAP, como mostrado na figura a seguir.

Configuracdo LUN do servidor em sistema RAID/nao RAID misto

Server w/ additional storage

Non-RAID 5 ! i |
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RAID 5 RAID Group
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Installation VM ONTAP Select LUN
LUN

Varios LUNs

Ha dois casos para os quais as configuragdes de grupo RAID unico/LUN unico devem ser alteradas. Ao usar
unidades NL-SAS ou SATA, o tamanho do grupo RAID n&o deve exceder 12 unidades. Além disso, um Unico
LUN pode se tornar maior do que os limites de storage do hipervisor subjacente, seja o0 tamanho maximo da
extensdo do sistema de arquivos individual ou o tamanho maximo do pool de storage total. Em seguida, o
armazenamento fisico subjacente deve ser dividido em varios LUNs para permitir a criagdo bem-sucedida do
sistema de arquivos.

Limites do sistema de arquivos da maquina virtual VMware vSphere

O tamanho maximo de um datastore em algumas versées do ESX & 64TB.

Se um servidor tiver mais de 64TB GB de armazenamento conetado, varios LUNs podem precisar ser
provisionados, cada um menor que 64TB GB. A criagédo de varios grupos RAID para melhorar o tempo de



reconstru¢do RAID para unidades SATA/NL-SAS também resulta no provisionamento de varios LUNSs.

Quando varios LUNs sao necessarios, um ponto importante € garantir que esses LUNs tenham performance
semelhante e consistente. Isso é especialmente importante se todos os LUNs forem usados em um unico
agregado ONTAP. Como alternativa, se um subconjunto de uma ou mais LUNSs tiver um perfil de desempenho
claramente diferente, recomendamos que isole essas LUNs em um agregado ONTAP separado.

Varias extensdes do sistema de arquivos podem ser usadas para criar um unico datastore até o tamanho
maximo do datastore. Para restringir a quantidade de capacidade que requer uma licenga ONTAP Select,
certifique-se de especificar um limite de capacidade durante a instalacéo do cluster. Essa funcionalidade
permite que o ONTAP Select use (e, portanto, exija uma licenga) apenas um subconjunto do espago em um
datastore.

Como alternativa, pode-se comegar criando um unico datastore em um unico LUN. Quando é necessario
espago adicional que exija uma licenga de capacidade ONTAP Select maior, esse espacgo pode ser adicionado
ao mesmo datastore como uma extensao, até o tamanho maximo do datastore. Depois que o tamanho
maximo é atingido, novos datastores podem ser criados e adicionados ao ONTAP Select. Ambos os tipos de
operagdes de extensado de capacidade sdo compativeis e podem ser obtidas com o recurso de adi¢do de
storage do ONTAP Deploy. Cada né do ONTAP Select pode ser configurado para dar suporte a até 400TB TB
de storage. O provisionamento de capacidade de varios datastores requer um processo em duas etapas.

A criacéo inicial do cluster pode ser usada para criar um cluster ONTAP Select que consome parte ou todo o
espago no datastore inicial. Uma segunda etapa € executar uma ou mais operagdes de adicdo de capacidade
usando datastores adicionais até que a capacidade total desejada seja atingida. Esta funcionalidade é
detalhada na "Aumentar a capacidade de storage"secgao .

A sobrecarga do VMFS nao é zero ("VMware KB 1001618"consulte ) e tentar usar todo o
@ espaco relatado como livre por um datastore resultou em erros espurias durante as operagdes
de criagdo de cluster.

Um buffer de 2% ¢ deixado sem uso em cada datastore. Esse espago ndo requer uma licenga de capacidade
porque néo é usado pelo ONTAP Select. O ONTAP Deploy calcula automaticamente o nimero exato de
gigabytes para o buffer, desde que um limite de capacidade nao seja especificado. Se um limite de
capacidade for especificado, esse tamanho sera aplicado primeiro. Se o tamanho do limite de capacidade
estiver dentro do tamanho do buffer, a criagéo do cluster falhara com uma mensagem de erro especificando o
parametro de tamanho maximo correto que pode ser usado como um limite de capacidade:

“InvalidPoolCapacitySize: Invalid capacity specified for storage pool
“ontap-select-storage-pool”, Specified value: 34334204 GB. Available
(after leaving 2% overhead space): 30948”

O VMFS 6 é compativel tanto para novas instalagdes quanto como destino de uma operagao Storage vMotion
de uma implantagdo ONTAP existente ou VM ONTAP Select.

A VMware néo oferece suporte a atualizagdes no local do VMFS 5 para o VMFS 6. Portanto, o Storage
vMotion é o Unico mecanismo que permite que qualquer VM faga a transicado de um datastore VMFS 5 para

um datastore VMFS 6. No entanto, o suporte ao Storage vMotion com ONTAP Select e ONTAP Deploy foi
expandido para cobrir outros cenarios além da finalidade especifica de transicdo do VMFS 5 para o VMFS 6.

Discos virtuais ONTAP Select

Em sua esséncia, a ONTAP Select apresenta ao ONTAP um conjunto de discos virtuais provisionados de um

10
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ou mais pools de storage. O ONTAP ¢ apresentado com um conjunto de discos virtuais que ele trata como
fisicos, e a parte restante da pilha de storage é abstraida pelo hipervisor. A figura a seguir mostra esse
relacionamento com mais detalhes, destacando a relagdo entre o controlador RAID fisico, o hypervisor e a VM
ONTAP Select.

* O grupo RAID e a configuragao LUN ocorrem a partir do software do controlador RAID do servidor. Essa
configuragédo nao € necessaria ao usar VSAN ou matrizes externas.

A configuragéo do pool de storage ocorre a partir do hipervisor.

» Os discos virtuais sao criados e de propriedade de VMs individuais; neste exemplo, pela ONTAP Select.

Mapeamento de disco virtual para disco fisico
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Virtual Disk (VMDK) } ONTAP Select
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Provisionamento de disco virtual

Para proporcionar uma experiéncia de usuario mais otimizada, a ferramenta de gerenciamento do ONTAP
Select, o ONTAP Deploy, provisiona automaticamente discos virtuais do pool de storage associado e os anexa
a VM do ONTAP Select. Essa operagao ocorre automaticamente durante a configuragao inicial e durante as
operagoes de adi¢ao de storage. Se o n6 ONTAP Select fizer parte de um par de HA, os discos virtuais seréo
atribuidos automaticamente a um pool de storage local e espelhado.

O ONTAP Select divide o storage anexado subjacente em discos virtuais de tamanho igual, cada um nao
superior a 16TB TB. Se o n6 ONTAP Select fizer parte de um par de HA, serdo criados no minimo dois discos
virtuais em cada no de cluster e atribuidos ao Plex local e espelhado para serem usados em um agregado
espelhado.

Por exemplo, um ONTAP Select pode atribuir um datastore ou LUN que é 31TB (o espago restante depois que
a VM é implantada e o sistema e os discos raiz sdo provisionados). Em seguida, quatro discos virtuais de
aproximadamente 7,75TB TB sao criados e atribuidos ao Plex local e espelhado apropriado do ONTAP.

Adicionar capacidade a uma VM do ONTAP Select provavelmente resulta em VMDKs de
diferentes tamanhos. Para obter mais detalhes, consulte a sec¢do "Aumentar a capacidade de
@ storage". Ao contrario dos sistemas FAS, VMDKs de tamanhos diferentes podem existir no
mesmo agregado. O ONTAP Select usa um stripe RAID 0 nesses VMDKs, o que resulta na
capacidade de usar todo o espaco em cada VMDK, independentemente do tamanho.

11



NVRAM virtualizada

Os sistemas NetApp FAS séo tradicionalmente equipados com uma placa PCI NVRAM fisica, uma placa de
alto desempenho que contém memoria flash n&o volatil. Este cartdo fornece um aumento significativo no
desempenho de gravagéo, concedendo a ONTAP a capacidade de reconhecer imediatamente as gravagoes
recebidas de volta ao cliente. Ele também pode programar o movimento de blocos de dados modificados de
volta para a Midia de armazenamento mais lenta em um processo conhecido como destaging.

Os sistemas comuns normalmente nao estao equipados com este tipo de equipamento. Portanto, a
funcionalidade desta placa NVRAM foi virtualizada e colocada em uma particao no disco de inicializagéo do
sistema ONTAP Select. E por esta razao que o posicionamento do disco virtual do sistema da instancia é
extremamente importante. E também por isso que o produto requer a presenca de uma controladora RAID
fisica com um cache resiliente para configuragbes de armazenamento conetadas locais.

NVRAM é colocado em seu proprio VMDK. Dividir o NVRAM em seu préprio VMDK permite que a VM ONTAP
Select use o driver yYNVMe para se comunicar com seu VMDK NVRAM. Ele também requer que a VM ONTAP
Select use a versao de hardware 13, que é compativel com o ESX 6,5 e mais recente.

Caminho de dados explicado: Controlador NVRAM e RAID

A interacdo entre a partigdo virtualizada do sistema NVRAM e o controlador RAID pode ser melhor destacada
caminhando pelo caminho de dados tomado por uma solicitagao de gravagao a medida que entra no sistema.

As solicitagdes de gravagéao recebidas para a VM ONTAP Select sdo direcionadas para a particao NVRAM da
VM. Na camada de virtualizacao, essa particao existe dentro de um disco do sistema ONTAP Select, um
VMDK conetado a VM do ONTAP Select. Na camada fisica, essas solicitagbes sdo armazenadas em cache no
controlador RAID local, como todas as alteragbes de bloco direcionadas aos fusos subjacentes. A partir daqui,
a escrita é reconhecida de volta para o anfitrido.

Neste ponto, fisicamente, o bloco reside no cache da controladora RAID, esperando para ser lavado para o
disco. Logicamente, o bloco reside no NVRAM aguardando o destino dos discos de dados do usuario
apropriados.

Como os blocos alterados sdo armazenados automaticamente no cache local da controladora RAID, as
gravacgoes recebidas na particdo NVRAM s&o automaticamente armazenadas em cache e periodicamente
limpas para Midia de armazenamento fisico. Isso ndo deve ser confundido com a lavagem periddica do
conteudo do NVRAM de volta aos discos de dados do ONTAP. Estes dois eventos ndo estao relacionados e
ocorrem em diferentes momentos e frequéncias.

A figura a seguir mostra o caminho de e/S que uma gravagao recebida leva. Ele destaca a diferenca entre a
camada fisica (representada pelo cache e discos da controladora RAID) e a camada virtual (representada pelo
NVRAM da VM e discos virtuais de dados).

Embora os blocos alterados no VMDK do NVRAM sejam armazenados em cache no cache
local da controladora RAID, o cache ndo esta ciente da construgdo da VM ou de seus discos

@ virtuais. Ele armazena todos os blocos alterados no sistema, dos quais NVRAM ¢ apenas uma
parte. Isso inclui solicitagdes de gravagao vinculadas ao hypervisor, se ele for provisionado a
partir dos mesmos fusos de apoio.

Gravagoes recebidas na VM ONTAP Select
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A particdo NVRAM ¢é separada em seu proprio VMDK. Esse VMDK é anexado usando o driver

@ vNVME disponivel nas versées ESX de 6,5 ou posterior. Essa alteragdo é mais significativa
para instalacdes do ONTAP Select com software RAID, que n&o se beneficiam do cache da
controladora RAID.

Servigos RAID de software para armazenamento anexado local

RAID de software € uma camada de abstragao RAID implementada dentro da pilha de
software ONTAP. Ele fornece a mesma funcionalidade que a camada RAID em uma
plataforma ONTAP tradicional, como o FAS. A camada RAID executa calculos de
paridade de unidade e fornece protecao contra falhas individuais de unidade em um né
ONTAP Select.

Independente das configuragdes RAID de hardware, o ONTAP Select também fornece uma opg¢ao RAID de
software. Uma controladora RAID de hardware pode nao estar disponivel ou pode ser indesejavel em certos
ambientes, como quando o ONTAP Select é implantado em um hardware comum de fator forma pequeno. O
RAID de software expande as opc¢des de implantacao disponiveis para incluir esses ambientes. Para ativar o
RAID de software em seu ambiente, aqui estdo alguns pontos a serem lembrados:

 Esta disponivel com uma licenga Premium ou Premium XL.

* Ele suporta apenas unidades SSD ou NVMe (requer licenga Premium XL) para discos raiz e de dados
ONTAP.

* Ele requer um disco de sistema separado para a particdo de inicializacdo ONTAP Select VM.

o Escolha um disco separado, uma unidade SSD ou uma unidade NVMe, para criar um datastore para
os discos do sistema (NVRAM, placa Boot/CF, Coredump e Mediator em uma configuragéo de varios
nos).

Notas

» Os termos disco de servigco e disco do sistema sdo usados alternadamente.

> Os discos de servigo sdo os VMDKSs que sédo usados na VM ONTAP Select para atender varios itens,
como clustering, inicializagdo e assim por diante.
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> Os discos de servigo estdo localizados fisicamente em um Unico disco fisico (coletivamente chamado
de disco fisico de servigo/sistema), como visto do host. Esse disco fisico deve conter um datastore
DAS. O ONTAP Deploy cria esses discos de servigo para a VM ONTAP Select durante a implantagao
do cluster.

* Nao é possivel separar ainda mais os discos do sistema ONTAP Select em varios armazenamentos de
dados ou em varias unidades fisicas.

* O RAID de hardware nao esta obsoleto.

Configuracado RAID de software para armazenamento anexado local

Ao usar o RAID de software, a auséncia de uma controladora RAID de hardware é ideal, mas, se um sistema
tiver uma controladora RAID existente, ele deve seguir os seguintes requisitos:

* A controladora RAID de hardware deve ser desativada de modo que os discos possam ser apresentados
diretamente ao sistema (um JBOD). Essa alteragao geralmente pode ser feita no BIOS da controladora
RAID

* Ou a controladora RAID de hardware deve estar no modo SAS HBA. Por exemplo, algumas configuragoes
do BIOS permitem um modo "AHCI" além do RAID, que pode ser escolhido para ativar o modo JBOD. Isso
permite uma passagem, para que as unidades fisicas possam ser vistas como estéo no host.

Dependendo do numero maximo de unidades suportadas pelo controlador, pode ser necessario um
controlador adicional. Com o modo SAS HBA, certifique-se de que o controlador de e/S (SAS HBA) é
suportado com uma velocidade minima de 6Gb MB/s. No entanto, a NetApp recomenda uma velocidade de
12Gbps km.

Nenhum outro modo ou configuragdes de controlador RAID de hardware é suportado. Por exemplo, alguns
controladores permitem um suporte RAID 0 que pode permitir artificialmente a passagem de discos, mas as
implicagbes podem ser indesejaveis. O tamanho suportado dos discos fisicos (apenas SSD) esta entre 200GB
e 16TB GB.

@ Os administradores precisam acompanhar quais unidades estdo em uso pela VM ONTAP
Select e evitar o uso inadvertido dessas unidades no host.

Discos fisicos e virtuais do ONTAP Select

Para configuragdes com controladores RAID de hardware, a redundancia de disco fisico é fornecida pelo
controlador RAID. O ONTAP Select é apresentado com um ou mais VMDKSs a partir do qual o administrador
do ONTAP pode configurar agregados de dados. Esses VMDKSs sao distribuidos em um formato RAID 0
porque o uso do software ONTAP RAID é redundante, ineficiente e ineficaz devido a resiliéncia fornecida no
nivel de hardware. Além disso, os VMDKSs usados para discos do sistema estdo no mesmo datastore que os
VMDKSs usados para armazenar dados do usuario.

Ao usar RAID de software, o ONTAP Deploy apresenta ao ONTAP Select um conjunto de discos virtuais
(VMDKSs) e discos fisicos Mapeamentos de dispositivos brutos [RDMs] para SSDs e dispositivos de passagem
ou de e/S DirectPath para NVMe.

As figuras a seguir mostram esse relacionamento com mais detalhes, destacando a diferenca entre os discos
virtualizados usados para os internos da VM do ONTAP Select e os discos fisicos usados para armazenar
dados do usuario.

RAID de software ONTAP Select: Uso de discos virtualizados e RDMs
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Os discos do sistema (VMDKSs) residem no mesmo datastore e no mesmo disco fisico. O disco NVRAM virtual
requer uma Midia rapida e duravel. Portanto, somente armazenamentos de dados do tipo NVMe e SSD sao
compativeis.
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Os discos do sistema (VMDKs) residem no mesmo datastore e no mesmo disco fisico. O disco NVRAM virtual
requer uma Midia rapida e duravel. Portanto, somente armazenamentos de dados do tipo NVMe e SSD sao
compativeis. Ao usar unidades NVMe para dados, o disco do sistema também deve ser um dispositivo NVMe
por motivos de desempenho. Um bom candidato para o disco do sistema em uma configuragao all NVMe &
uma placa INTEL Optane.

CD Com a versao atual, ndo é possivel separar ainda mais os discos do sistema ONTAP Select em
varios armazenamentos de dados ou varias unidades fisicas.

Cada disco de dados € dividido em trés partes: Uma pequena parti¢cao raiz (stripe) e duas particbes de
tamanho igual para criar dois discos de dados vistos na VM ONTAP Select. As particdes usam o esquema de
dados de raiz (RD2), conforme mostrado nas figuras a seguir, para um cluster de n6 Unico e para um né em
um par de HA.

P indica uma unidade de paridade. DP indica uma unidade de paridade dupla e s indica uma unidade
sobressalente.

Particionamento de disco RDD para clusters de né tunico
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O software RAID ONTAP suporta os seguintes tipos de RAID: RAID 4, RAID-DP e RAID-TEC. Essas sdo as
mesmas construgdes RAID usadas pelas plataformas FAS e AFF. Para o provisionamento de raiz, o ONTAP
Select suporta apenas RAID 4 e RAID-DP. Ao usar o RAID-TEC para o agregado de dados, a protecao geral &
RAID-DP. O ONTAP Select HA usa uma arquitetura sem compartilhamento que replica a configuragdo de cada
no para o outro no. Isso significa que cada né deve armazenar sua particao raiz e uma cépia da parti¢cao raiz
de seu par. Como um disco de dados tem uma unica particao raiz, o nimero minimo de discos de dados varia
dependendo se o0 n6 ONTAP Select faz parte de um par de HA ou néo.

Para clusters de no uUnico, todas as particoes de dados sdo usadas para armazenar dados locais (ativos).
Para nés que fazem parte de um par de HA, uma particdo de dados € usada para armazenar dados locais
(ativos) para esse no e a segunda particao de dados € usada para espelhar dados ativos do par de HA.

Dispositivos de passagem (DirectPath 10) vs. Mapas de dispositivos brutos (RDMs)

No momento, o VMware ESX nao oferece suporte a discos NVMe como Mapas de dispositivo brutos. Para
que o ONTAP Select assuma o controle direto dos discos NVMe, as unidades NVMe devem ser configuradas
no ESX como dispositivos de passagem. Observe que a configuragdo de um dispositivo NVMe como um
dispositivo de passagem requer suporte do BIOS do servidor e € um processo disruptivo, exigindo uma
reinicializagcao do host ESX. Além disso, 0 numero maximo de dispositivos de passagem por host ESX é 16.
No entanto, o ONTAP Deploy limita isso a 14. Esse limite de 14 dispositivos NVMe por né6 ONTAP Select
significa que uma configuragéo totalmente NVMe fornecera uma densidade de IOPs (IOPs/TB) muito alta as
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custas da capacidade total. Como alternativa, se for desejada uma configuragao de alto desempenho com
maior capacidade de armazenamento, a configuragdo recomendada € um grande tamanho de VM ONTAP
Select, uma PLACA INTEL Optane para o disco do sistema e um nimero nominal de unidades SSD para
armazenamento de dados.

@ Para aproveitar ao maximo a performance do NVMe, considere o tamanho de VM do ONTAP
Select grande.

Ha uma diferenca adicional entre dispositivos de passagem e RDMs. Os RDMs podem ser mapeados para
uma VM em execugédo. Os dispositivos de passagem requerem uma reinicializagéo da VM. Isso significa que
qualquer procedimento de substituicdo ou expanséo de capacidade (adigao de unidade) da unidade NVMe
exigird uma reinicializacado da VM do ONTAP Select. A substituicdo da unidade e a operagao de expanséao da
capacidade (adigao da unidade) séo impulsionadas por um fluxo de trabalho no ONTAP Deploy. O ONTAP
Deploy gerencia a reinicializagdo do ONTAP Select para clusters de n6 unico e failover/failback para pares de
HA. No entanto, é importante observar a diferenga entre trabalhar com unidades de dados SSD (néo é
necessario reinicializar ONTAP Select / failovers) e trabalhar com unidades de dados NVMe (reinicializagéo
ONTAP Select / failover é necessario).

Provisionamento de disco fisico e virtual

Para proporcionar uma experiéncia de usuario mais simplificada, o ONTAP Deploy provisiona
automaticamente os discos do sistema (virtuais) do datastore especificado (disco do sistema fisico) e os
anexa a VM ONTAP Select. Esta operagcao ocorre automaticamente durante a configuragao inicial para que a
VM ONTAP Select possa inicializar. Os RDMs sao particionados e o agregado raiz é construido
automaticamente. Se o n6 ONTAP Select fizer parte de um par de HA, as partigbes de dados serdo atribuidas
automaticamente a um pool de storage local e a um pool de storage espelhado. Essa atribuigdo ocorre
automaticamente durante as operagdes de criagao de cluster e operagdes de adigao de storage.

Como os discos de dados na VM ONTAP Select estdo associados aos discos fisicos subjacentes, ha
implicagdes de desempenho para a criagdo de configuragdes com um numero maior de discos fisicos.

O tipo de grupo RAID do agregado raiz depende do numero de discos disponiveis. O ONTAP
Deploy escolhe o tipo de grupo RAID apropriado. Se tiver discos suficientes alocados ao no, ele
usara RAID-DP, caso contrario, criara um agregado raiz RAID-4.

Ao adicionar capacidade a uma VM ONTAP Select usando RAID de software, o administrador deve considerar
o tamanho da unidade fisica e o numero de unidades necessarias. Para obter mais detalhes, consulte a
seccdo "Aumentar a capacidade de storage".

Semelhante aos sistemas FAS e AFF, somente unidades com capacidades iguais ou maiores podem ser
adicionadas a um grupo RAID existente. Unidades de maior capacidade tém o tamanho certo. Se vocé estiver
criando novos grupos RAID, o novo tamanho do grupo RAID deve corresponder ao tamanho do grupo RAID
existente para garantir que o desempenho agregado geral n&o se deteriore.

Faca a correspondéncia de um disco ONTAP Select com o disco ESX correspondente

Os discos ONTAP Select sao geralmente rotulados NET x.y. Vocé pode usar o seguinte comando ONTAP
para obter o UUID do disco:
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<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host
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No shell ESXi, vocé pode digitar o seguinte comando para piscar o LED para um determinado disco fisico
(identificado por seu naa.unique-id).

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

Varias falhas de unidade ao usar o software RAID

E possivel que um sistema encontre uma situacdo em que varias unidades estejam em um estado com falha
ao mesmo tempo. O comportamento do sistema depende da protegcdo RAID agregada e do nimero de
unidades com falha.

Um agregado RAID4 pode sobreviver a uma falha de disco, um agregado RAID-DP pode sobreviver a duas
falhas de disco e um agregado RAID-TEC pode sobreviver a trés falhas de discos.

Se o numero de discos com falha for menor que o nimero maximo de falhas que o tipo RAID suporta e se um
disco sobressalente estiver disponivel, o processo de reconstrugao sera iniciado automaticamente. Se os
discos sobressalentes nao estiverem disponiveis, o agregado exibira dados em estado degradado até que os
discos sobressalentes sejam adicionados.

Se o numero de discos com falha for maior que o numero maximo de falhas suportado pelo tipo RAID, o Plex
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local sera marcado como com falha e o estado agregado sera degradado. Os dados sao fornecidos pelo
segundo Plex residente no parceiro de HA. Isso significa que todas as solicitagdes de e/S para o né 1 sédo
enviadas através da porta de interconexao de cluster eOe (iISCSI) para os discos localizados fisicamente no n6
2. Se o0 segundo Plex também falhar, o agregado é marcado como com falha e os dados nao estéo
disponiveis.

Um Plex com falha deve ser excluido e recriado para que o espelhamento adequado dos dados seja
retomado. Observe que uma falha em varios discos, resultando em uma degradagéo de um agregado de
dados, também resulta na degradagédo de um agregado de raiz. O ONTAP Select usa o esquema de
particionamento root-data-data (RDD) para dividir cada unidade fisica em uma particédo raiz e duas particdes
de dados. Portanto, a perda de um ou mais discos pode afetar varios agregados, incluindo a raiz local ou a
copia do agregado de raiz remoto, bem como o agregado de dados local e a cépia do agregado de dados
remoto.

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD -
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy
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C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447.1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

4477.1GB (normal)
10 entries were displayed..
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Para testar ou simular uma ou varias falhas de unidade, use o0 storage disk fail -disk
NET-x.y -immediate comando. Se houver um sobressalente no sistema, o agregado
comegcara a reconstruir. Pode verificar o estado da reconstrugdo utilizando o comando storage

@ aggregate show. Vocé pode remover a unidade simulada com falha usando o ONTAP
Deploy. Observe que o ONTAP marcou a unidade como Broken. A unidade nao esta realmente
quebrada e pode ser adicionada de volta usando o ONTAP Deploy. Para apagar o rétulo
quebrado, digite os seguintes comandos na CLI do ONTAP Select:

set advanced
disk unfail -disk NET-x.y —-spare true
disk show -broken

A saida para o ultimo comando deve estar vazia.

NVRAM virtualizada

Os sistemas NetApp FAS sao tradicionalmente equipados com uma placa PCI NVRAM fisica. Este cartao &
um cartdo de alto desempenho que contém memodria flash ndo volatil que fornece um aumento significativo no
desempenho de gravagéo. Ele faz isso concedendo ao ONTAP a capacidade de reconhecer imediatamente as
gravagoes recebidas de volta ao cliente. Ele também pode programar o movimento de blocos de dados
modificados de volta para Midia de armazenamento mais lenta em um processo conhecido como destaging.

Os sistemas comuns normalmente nao estao equipados com este tipo de equipamento. Portanto, a
funcionalidade da placa NVRAM foi virtualizada e colocada em uma particdo no disco de inicializagéo do
sistema ONTAP Select. E por esta razao que o posicionamento do disco virtual do sistema da instancia é
extremamente importante.

Configuragoes de VSAN e array externo

As implantagdes nas virtuais (VNAS) sdo compativeis com clusters ONTAP Select em
SAN virtual (VSAN), alguns produtos HCI e tipos de datastores de array externo. A
infraestrutura subjacente dessas configuragdes fornece resiliéncia do datastore.

O requisito minimo é que a configuragao subjacente seja suportada pela VMware e deve ser listada nos
respetivos HCLs VMware.

Arquitetura vNAS

A nomenclatura vNAS ¢ usada para todas as configuragdes que ndo usam DAS. Para clusters ONTAP Select
com varios noés, isso inclui arquiteturas para as quais os dois nos ONTAP Select no mesmo par de HA
compartilham um unico armazenamento de dados (incluindo datastores VSAN). Os nés também podem ser
instalados em datastores separados do mesmo array externo compartilhado. Isso possibilita a eficiéncia de
storage do lado do array reduzir o espago fisico geral de todo o par de HA da ONTAP Select. A arquitetura das
solugdes ONTAP Select vNAS é muito semelhante a do ONTAP Select no DAS com uma controladora RAID
local. Ou seja, cada n6 do ONTAP Select continua com uma copia dos dados do parceiro de HA. As politicas
de eficiéncia de storage da ONTAP tém escopo do ndé. Portanto, as eficiéncias de storage no lado do array sao
preferiveis porque podem ser aplicadas em conjuntos de dados de ambos os nds da ONTAP Select.

Também é possivel que cada néd ONTAP Select em um par de HA use um array externo separado. Essa é
uma escolha comum ao usar o SDS do ONTAP Select MetroCluster com storage externo.
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Ao usar arrays externos separados para cada n6 do ONTAP Select, € muito importante que os dois arrays
fornecam caracteristicas de desempenho semelhantes a VM do ONTAP Select.

Arquiteturas VNAS versus DAS locais com controladores RAID de hardware

A arquitetura vNAS é logicamente mais semelhante a arquitetura de um servidor com DAS e um controlador
RAID. Em ambos os casos, o ONTAP Select consome espacgo de armazenamento de dados. Esse espacgo de
armazenamento de dados é esculpido em VMDKs, e essas VMDKs formam os agregados de dados
tradicionais do ONTAP. O ONTAP Deploy garante que as VMDKSs sejam dimensionadas corretamente e
atribuidas a Plex correta (no caso de pares de HA) durante as operagdes de criagao e adigdo de storage de
cluster.

Ha duas grandes diferencas entre vNAS e DAS com uma controladora RAID. A diferenca mais imediata € que
o0 VNAS néo requer uma controladora RAID. O vNAS assume que o array externo subjacente fornece a
persisténcia e resiliéncia de dados que um DAS com uma configuragdo de controladora RAID forneceria. A
segunda e mais sutil diferenca tem a ver com o desempenho do NVRAM.

VNAS NVRAM

O ONTAP Select NVRAM é um VMDK. Em outras palavras, o ONTAP Select emula um espago enderegavel
de bytes (NVRAM tradicional) em cima de um dispositivo enderegavel de bloco (VMDK). No entanto, o
desempenho do NVRAM ¢é absolutamente essencial para a performance geral do né6 ONTAP Select.

Para configuragdes DAS com uma controladora RAID de hardware, o cache da controladora RAID de
hardware atua como o cache NVRAM de fato, porque todas as gravagées no NVRAM VMDK sao hospedadas
pela primeira vez no cache da controladora RAID.

Para arquiteturas VNAS, o ONTAP Deploy configura automaticamente nés ONTAP Select com um argumento
de inicializagdo chamado Registro de dados de instancia unica (SIDL). Quando esse argumento de
inicializacédo esta presente, o ONTAP Select ignora o NVRAM e grava o payload de dados diretamente no
agregado de dados. O NVRAM ¢é usado somente para Registrar o enderego dos blocos alterados pela
OPERACAO DE GRAVACAO. O beneficio desse recurso é que ele evita uma gravacéo dupla: Uma gravagéo
para NVRAM e uma segunda gravagao quando o NVRAM é destagido. Esse recurso so esta habilitado para
VNAS porque as gravagodes locais no cache da controladora RAID tém uma laténcia adicional insignificante.

O recurso SIDL néo é compativel com todos os recursos de eficiéncia de storage da ONTAP Select. O recurso

SIDL pode ser desativado no nivel agregado usando o seguinte comando:

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

Observe que o desempenho de gravacgdo é afetado se o recurso SIDL estiver desativado. E possivel reativar o
recurso SIDL depois que todas as politicas de eficiéncia de storage em todos os volumes nesse agregado
estiverem desativadas:

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

Collocate os n6s do ONTAP Select ao usar o VNAS no ESXi

O ONTAP Select é compativel com clusters ONTAP Select com varios nés em storage compartilhado. O
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ONTAP Deploy permite a configuragado de varios nés ONTAP Select no mesmo host ESX desde que esses
nos nao fagam parte do mesmo cluster. Observe que essa configuragéo so € valida para ambientes VNAS
(datastores compartilhados). Varias instancias do ONTAP Select por host ndo sao suportadas ao usar o
armazenamento DAS porque essas instancias competem pelo mesmo controlador RAID de hardware.

O ONTAP Deploy garante que a implantagéo inicial do cluster VNAS multinode ndo coloque varias instancias
do ONTAP Select do mesmo cluster no mesmo host. A figura a seguir mostra um exemplo de implantagao
correta de dois clusters de quatro nés que se cruzam em dois hosts.

* Implantacéo inicial de clusters VNAS multinode*

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

Ap6s a implantacao, os nés do ONTAP Select podem ser migrados entre hosts. Isso pode resultar em
configuragbes nao ideais e ndo suportadas para as quais dois ou mais nés de ONTAP Select do mesmo
cluster compartilham o mesmo host subjacente. A NetApp recomenda a criagdo manual de regras de
antiafinidade de VM para que o VMware mantenha automaticamente a separacao fisica entre os nés do
mesmo cluster, e ndo apenas os nds do mesmo par de HA.

@ As regras de antiafinidade exigem que o DRS esteja habilitado no cluster ESX.

Veja o exemplo a seguir sobre como criar uma regra de anti-afinidade para as VMs ONTAP Select. Se o
cluster do ONTAP Select contiver mais de um par de HA, todos os nés do cluster precisarao ser incluidos
nesta regra.
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Dois ou mais nés de ONTAP Select do mesmo cluster ONTAP Select podem ser encontrados no mesmo host
ESX por um dos seguintes motivos:

* O DRS néo esta presente devido a limitagdes de licenga do VMware vSphere ou se o DRS nao estiver
habilitado.

* Aregra de anti-afinidade DRS é ignorada porque uma operagédo VMware HA ou migragdo de VM iniciada
pelo administrador tem precedéncia.

Observe que o ONTAP Deploy ndo monitora proativamente os locais das VMs do ONTAP Select. No entanto,

uma operagao de atualizagao de cluster reflete essa configuragéo néo suportada nos logs de implantagéo do
ONTAP:

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

Aumentar a capacidade de storage

O ONTAP Deploy pode ser usado para adicionar e licenciar armazenamento adicional
para cada né em um cluster do ONTAP Select.

A funcionalidade de adigdo de storage no ONTAP Deploy € a Unica maneira de aumentar o storage sob

gerenciamento e modificar diretamente a VM do ONTAP Select nao é compativel. A figura a seguir mostra o
icone que inicia o assistente de adigdo de storage.
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster

ONTAP Image Version  9.5RCH Licensing licensed
1Pvd Address  10.193.83.15 Domain Names -
Netmask 235.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0
Last Refresh
) MNode Details
> Node
Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

As consideracdes a seguir sdo importantes para o sucesso da operacédo de expansao de capacidade.
Adicionar capacidade requer a licenga existente para cobrir a quantidade total de espago (existente mais
novo). Falha em uma operagao de adigdo de storage que resulta na superagéo da capacidade licenciada do
nd. Uma nova licenca com capacidade suficiente deve ser instalada primeiro.

Se a capacidade extra for adicionada a um agregado ONTAP Select existente, o novo pool de armazenamento
(datastore) devera ter um perfil de desempenho semelhante ao do pool de armazenamento existente
(datastore). Observe que nao é possivel adicionar storage ndo-SSD a um n6 ONTAP Select instalado com
uma personalidade semelhante a AFF (flash habilitado). A mistura DAS e armazenamento externo também
nao é suportada.

Se o0 armazenamento conetado localmente for adicionado a um sistema para fornecer pools de
armazenamento locais (DAS) adicionais, vocé devera criar um grupo RAID e LUN (ou LUNs) adicionais.
Assim como nos sistemas FAS, deve-se ter cuidado para garantir que o novo desempenho do grupo RAID
seja semelhante ao do grupo RAID original se vocé estiver adicionando novo espago ao mesmo agregado. Se
vocé estiver criando um novo agregado, o novo layout do grupo RAID podera ser diferente se as implicagoes
de desempenho para o novo agregado forem bem compreendidas.

O novo espaco pode ser adicionado ao mesmo armazenamento de dados como uma extensao se o tamanho
total do armazenamento de dados n&o exceder o tamanho maximo suportado do armazenamento de dados.
Adicionar uma extensédo de armazenamento de dados ao armazenamento de dados no qual o ONTAP Select
ja esta instalado pode ser feito dinamicamente e ndo afeta as operagdes do né ONTAP Select.

Se 0 n6 ONTAP Select fizer parte de um par de HA, alguns problemas adicionais devem ser considerados.

Em um par de HA, cada né contém uma cépia espelhada dos dados do parceiro. A adicao de espago ao no 1
exige que uma quantidade idéntica de espaco seja adicionada ao né 2 do parceiro, para que todos os dados
do n6 1 sejam replicados para o né 2. Em outras palavras, o espaco adicionado ao né 2 como parte da
operagao de adigdo de capacidade para o né 1 nao é visivel ou acessivel no né 2. O espaco € adicionado ao
no 2 para que os dados do no 1 fiquem totalmente protegidos durante um evento de HA.

Ha uma consideracao adicional no que diz respeito ao desempenho. Os dados no né 1 séo replicados em
sincronia para o n6 2. Portanto, o desempenho do novo espago (datastore) no né 1 deve corresponder ao
desempenho do novo espago (datastore) no né 2. Em outras palavras, adicionar espago em ambos os nos,
mas usar tecnologias de unidade diferentes ou tamanhos de grupo RAID diferentes, pode levar a problemas
de desempenho. Isso se deve a operagao RAID SyncMirror usada para manter uma copia dos dados no né do
parceiro.

Para aumentar a capacidade acessivel ao usuario em ambos 0s ndés de um par de HA, duas operacdes de

adicdo de storage devem ser executadas, uma para cada n6. Cada operacgao de adi¢gao de storage requer
espago adicional em ambos os nds. O espago total necessario em cada no € igual ao espago necessario no

27



no 1, mais 0 espago necessario no no 2.

A configuragéo inicial € com dois nos, cada n6 tem dois datastores com 30TB MB de espago em cada
datastore. O ONTAP Deploy cria um cluster de dois nés, com cada n6é consumindo 10TB TB de espaco do
datastore 1. O ONTAP Deploy configura cada n6é com 5TB GB de espago ativo por né.

A figura a seguir mostra os resultados de uma Unica operacao de adigdo de storage para o né 1. O ONTAP
Select ainda usa uma quantidade igual de storage (15TB TB) em cada né. No entanto, o né 1 tem storage
mais ativo (10TB) do que o n6 2 (5TB). Ambos os nds séo totalmente protegidos a medida que cada né
hospeda uma copia dos dados do outro nd. Ha espaco livre adicional deixado no datastore 1, e o datastore 2
ainda esta completamente livre.

« Distribuigcdo de capacidade: Alocagao e espaco livre apdés uma Unica operagao de armazenamento-add*

ONTAP Select — ONTAP Select
Node 1 Node 2
HA Pair

= e ——— "
Node 1/Aggregate 1 [ 4
10TB [ S Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space in Datastore 1
R : : 1578
e iy
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB ~ Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Duas operagdes adicionais de adi¢ao de storage no né 1 consomem o resto do datastore 1 e uma parte do
datastore 2 (usando o limite de capacidade). A primeira operagao de adigdo de storage consome 15TB GB de
espagco livre no datastore 1. A figura a seguir mostra o resultado da segunda operagao de adigao de
armazenamento. Nesse ponto, o né 1 tem 50TB TB de dados ativos sob gerenciamento, enquanto o n6 2 tem
o 5TB original.

* Distribuicao de capacidade: Alocacéo e espaco livre apds duas operacdes adicionais de armazenamento
adicional parao no 1*

ONTAP Select ; : . ONTAP Select
Node 1 — Node 2
HA Pair

25TB

Node 2/Aggregate 1
Node 1/Aggregate 1 5TB
50TB

Sync Mirror for Node 1
50TB

Sync Mirror for Node 2
5TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB
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O tamanho maximo do VMDK usado durante as operagdes de adigdo de capacidade € 16TB. O tamanho
maximo do VMDK usado durante as operagdes de criagado de cluster continua a ser 8TB. O ONTAP Deploy
cria VMDKs de tamanho correto, dependendo da sua configuragdo (um cluster de n6 unico ou com varios nos)
e da quantidade de capacidade adicionada. No entanto, o tamanho maximo de cada VMDK nao deve exceder
8TB MB durante as operag¢des de criagao de cluster e 16TB MB durante as operacdes de adi¢cao de
armazenamento.

Aumente a capacidade do ONTAP Select com RAID de software

O assistente de adicao de storage também pode ser usado para aumentar a capacidade de gerenciamento de
nos ONTAP Select que usam RAID por software. O assistente apresenta apenas as unidades do sistema de
diagnostico guiado por sintomas (SDD) DAS que estao disponiveis e podem ser mapeadas como RDMs para
a VM do ONTAP Select.

Embora seja possivel aumentar a licenga de capacidade em um unico TB, ao trabalhar com software RAID,
nao é possivel aumentar fisicamente a capacidade em um unico TB. Semelhante a adicdo de discos a um
array FAS ou AFF, certos fatores determinam a quantidade minima de storage que pode ser adicionada em
uma unica operagao.

Observe que, em um par de HA, adicionar storage ao no 1 requer que um numero idéntico de unidades
também esteja disponivel no par de HA do n6 (né 2). As unidades locais e os discos remotos sao usados por
uma operagao de adigdo de armazenamento no n6 1. Ou seja, as unidades remotas sao usadas para garantir
que o novo armazenamento no nd 1 seja replicado e protegido no né 2. Para adicionar storage utilizavel
localmente no né 2, uma operagao de adigdo de storage separada e um numero separado e igual de unidades
devem estar disponiveis em ambos os nés.

O ONTAP Select particiona quaisquer novas unidades na mesma raiz, dados e particbes de dados que as
unidades existentes. A operacao de particionamento ocorre durante a criagdo de um novo agregado ou
durante a expansao em um agregado existente. O tamanho da faixa de particdo raiz em cada disco é definido
para corresponder ao tamanho da particao raiz existente nos discos existentes. Portanto, cada um dos dois
tamanhos de particdo de dados iguais pode ser calculado como a capacidade total do disco menos o tamanho
da particao raiz dividido por dois. O tamanho da faixa de particio raiz é variavel e é calculado durante a
configuragéo inicial do cluster da seguinte forma. O espago total de raiz necessario (68GB para um cluster de
no unico e 136GB para pares de HA) é dividido pelo numero inicial de discos menos quaisquer unidades
sobressalentes e de paridade. O tamanho da faixa de particao raiz € mantido para ser constante em todas as
unidades que estdo sendo adicionadas ao sistema.

Se vocé estiver criando um novo agregado, o nimero minimo de unidades necessarias varia dependendo do
tipo RAID e se 0 n6 ONTAP Select faz parte de um par de HA.

Se adicionar armazenamento a um agregado existente, algumas consideragdes adicionais sdo necessarias. E
possivel adicionar unidades a um grupo RAID existente, assumindo que o grupo RAID ja ndo esta no limite
maximo. As praticas recomendadas tradicionais de FAS e AFF para adicionar fusos a grupos RAID existentes
também se aplicam aqui, e criar um ponto de acesso no novo fuso € uma preocupacao potencial. Além disso,
apenas unidades de tamanhos de particdo de dados iguais ou maiores podem ser adicionadas a um grupo
RAID existente. Como explicado acima, o tamanho da particdo de dados nao € o mesmo que o tamanho bruto
da unidade. Se as particdes de dados que estdo sendo adicionadas forem maiores do que as particoes
existentes, as novas unidades serédo dimensionadas corretamente. Em outras palavras, uma parte da
capacidade de cada nova unidade permanece nao utilizada.

Também é possivel usar as novas unidades para criar um novo grupo RAID como parte de um agregado
existente. Nesse caso, o tamanho do grupo RAID deve corresponder ao tamanho do grupo RAID existente.
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Suporte a eficiéncia de storage

O ONTAP Select oferece opgdes de eficiéncia de storage semelhantes as opgdes de
eficiéncia de storage presentes nos arrays FAS e AFF.

As implantag¢des nas virtuais do ONTAP Select (vNAS) que usam VSAN all-flash ou flash arrays genéricos
devem seguir as praticas recomendadas para ONTAP Select com armazenamento de conex&o direta (DAS)
nao-SSD.

Uma personalidade semelhante a AFF é ativada automaticamente em novas instalagdes, desde que vocé
tenha armazenamento DAS com unidades SSD e uma licenga premium.

Com uma personalidade semelhante a AFF, os seguintes recursos inline se sdo ativados automaticamente
durante a instalagao:

* Deteccao de padrao zero inline

* Deduplicagdo in-line de volume

* Deduplicagdo em segundo plano de volume

* Compressao in-line adaptavel

* Compactacéo de dados in-line

* Deduplicagao in-line de agregado

* Deduplicagdo em segundo plano agregado

Para verificar se o ONTAP Select ativou todas as politicas de eficiéncia de storage padrao, execute o seguinte
comando em um volume recém-criado:

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yl|n}: y

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true
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Para atualizagbes do ONTAP Select a partir de 9,6 e posteriores, vocé deve instalar o ONTAP
Select no armazenamento SSD DAS com uma licenga premium. Além disso, vocé deve marcar
a caixa de selecao Ativar eficiéncias de armazenamento durante a instalacao inicial do

®

cluster com o ONTAP Deploy. Ativar uma atualizagao pos-ONTAP de personalidade semelhante

a AFF quando as condicdes anteriores ndo foram atendidas requer a criagdo manual de um
argumento de inicializagao e uma reinicializagao de n6. Entre em Contato com o suporte
técnico para obter mais detalhes.

Configuragoes de eficiéncia de storage da ONTAP Select

A tabela a seguir resume as varias opgoes de eficiéncia de storage disponiveis, ativadas por padréo ou néo
ativadas por padrdao, mas recomendadas, dependendo do tipo de Midia e da licenga de software.

Recursos do ONTAP
Select

Deteccgao zero inline

Deduplicacao in-line de
volume

Compressao in-line de
32K TB (compresséao
secundaria)

Compressao in-line de 8K
TB (compactagéo
adaptavel)

Compressao de segundo
plano

Scanner de compressao

Compactagao de dados
in-line

Scanner de compactagao

Deduplicagao in-line de
agregado

Deduplicacao em
segundo plano de volume

Deduplicacdo em
segundo plano agregado

1 GB DE espaco livre

Sim (predefinicao)

Sim (predefinigao)

Sim ativado pelo utilizador
numa base por volume.

Sim (predefinigao)

Nao suportado

Sim

Sim (predefinigéo)

Sim
Sim (predefinicao)

Sim (predefinicao)

Sim (predefinigao)

DAS HDD (todas as
licencgas)

Sim ativado pelo utilizador
numa base por volume

Nao disponivel

Sim ativado pelo utilizador
numa base por volume

Sim ativado pelo utilizador
numa base por volume

Sim ativado pelo utilizador
numa base por volume

Sim

Sim ativado pelo utilizador
numa base por volume
Sim

N/A.

Sim ativado pelo utilizador
numa base por volume

N/A.

VNAS (todas as
licencgas)

Sim ativado pelo utilizador
numa base por volume

Nao suportado

Nao suportado

Nao suportado

Sim ativado pelo utilizador
numa base por volume

Sim ativado pelo utilizador
numa base por volume

Nao suportado

Nao suportado

Nao suportado

Sim ativado pelo utilizador
numa base por volume

Nao suportado

O ONTAP Select 9,6 é compativel com uma nova licenga (XL premium) e um novo tamanho de VM (grande) 1.
No entanto, a VM grande so6 é suportada para configuragoes DAS usando RAID de software. As configuragoes
de hardware RAID e vNAS nao sao compativeis com a grande VM ONTAP Select na versao 9,6

Notas sobre o comportamento de atualizagido para configuragcoes SSD DAS

Apos a atualizagao para o ONTAP Select 9,6 ou posterior, aguarde até que o0 system node upgrade-
revert show comando indique que a atualizagdo foi concluida antes de verificar os valores de eficiéncia de
storage para volumes existentes.
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Em um sistema atualizado para o ONTAP Select 9,6 ou posterior, um novo volume criado em um agregado
existente ou um agregado recém-criado tem o mesmo comportamento que um volume criado em uma nova
implantacdo. Os volumes existentes submetidos a atualizagéo de cédigo ONTAP Select tém a maioria das
mesmas politicas de eficiéncia de storage que um volume recém-criado, com algumas variagoes:

Cenario 1

Se nenhuma politica de eficiéncia de storage tiver sido habilitada em um volume antes da atualizagao,
entao:

* Os volumes com space guarantee = volume nd0 possuem compactagido de dados in-line,
deduplicagdo in-line agregada e deduplicagdo em segundo plano agregado habilitados. Essas op¢des
podem ser habilitadas apos a atualizagao.

* Os volumes com space guarantee = none ndo tém compressao de segundo plano ativada. Esta
opgéao pode ser ativada apods a atualizagao.

» A politica de eficiéncia de storage nos volumes existentes € definida como automatica apos a
atualizacéao.

Cenario 2
Se algumas eficiéncias de storage ja estiverem habilitadas em um volume antes da atualizagéo, entéo:
* Os volumes com space guarantee = volume ndo veem nenhuma diferenga apos a atualizagao.
* Volumes com space guarantee = none deduplicagcdo em segundo plano agregada ativada.
* Os volumes com storage policy inline-only tém a sua politica definida como automatica.

» Os volumes com politicas de eficiéncia de storage definidas pelo usuario ndo mudam na politica, com
excecado de volumes com space guarantee = none. Esses volumes tém a deduplicacédo em
segundo plano agregada habilitada.

Rede

Networking: Conceitos e carateristicas gerais

Primeiro, familiarize-se com os conceitos gerais de rede que se aplicam ao ambiente
ONTAP Select. Em seguida, explore as caracteristicas e opgdes especificas disponiveis
com os clusters de nd unico e varios nés.

Rede fisica

A rede fisica da suporte a uma implantagao de cluster do ONTAP Select, fornecendo principalmente a
infraestrutura de comutagédo da camada dois subjacente. A configuragao relacionada a rede fisica inclui tanto
0 host do hypervisor quanto o ambiente de rede comutada mais amplo.

Opcoes de NIC do host

Cada host de hipervisor ONTAP Select deve ser configurado com duas ou quatro portas fisicas. A
configuragéo exata que vocé escolher depende de varios fatores, incluindo:

» Se o cluster contém um ou varios hosts ONTAP Select

* Que sistema operacional do hypervisor é usado
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« Como o switch virtual é configurado

» Se LACP é usado com os links ou ndo

Configuracgao fisica do switch

Vocé deve garantir que a configuragao dos switches fisicos oferega suporte a implantagdo do ONTAP Select.
Os switches fisicos sédo integrados com os switches virtuais baseados em hipervisor. A configuragao exata
qgue vocé escolher depende de varios fatores. As principais consideragdes incluem o seguinte:

« Como vocé mantera a separacgao entre as redes internas e externas?

* Vocé mantera uma separagao entre os dados e as redes de gerenciamento?

* Como as VLANs da camada dois serao configuradas?

Rede légica

O ONTAP Select usa duas redes légicas diferentes, separando o trafego de acordo com o tipo.
Especificamente, o trafego pode fluir entre os hosts dentro do cluster, bem como para os clientes de
armazenamento e outras maquinas fora do cluster. Os switches virtuais gerenciados pelos hipervisores
ajudam a suportar a rede logica.

Rede interna

Com uma implantacao de cluster de varios nés, os nds ONTAP Select individuais se comunicam usando uma
rede "interna" isolada. Essa rede néo esta exposta ou disponivel fora dos nés no cluster ONTAP Select.

@ A rede interna so esta presente com um cluster de varios nds.

Arede interna tem as seguintes carateristicas:

« Utilizado para processar o trafego intra-cluster do ONTAP, incluindo:
o Cluster
o Interconexao de alta disponibilidade (HA-IC)
o Espelho de sincronizagdo RAID (RSM)
* Rede de camada Unica - duas com base em uma VLAN
* Os enderegos IP estaticos sao atribuidos pelo ONTAP Select:
o Apenas IPv4
o DHCP n&o utilizado
o Endereco local do link
« O tamanho da MTU é de 9000 bytes por padrao e pode ser ajustado dentro do intervalo de 7500-9000

(inclusive)

Rede externa

A rede externa processa o trafego entre os nés de um cluster ONTAP Select e os clientes de storage externo,
bem como as outras maquinas. A rede externa faz parte de cada implantagdo de cluster e tem as seguintes
carateristicas:

» Usado para processar o trafego ONTAP, incluindo:
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> Dados (NFS, CIFS, iSCSI)
o Gerenciamento (cluster e nd, opcionalmente SVM)
> Entre clusters (opcional)
* Opcionalmente suporta VLANSs:
o Grupo de portas de dados
o Grupo de portas de gerenciamento
» Enderecos IP atribuidos com base nas opgdes de configuragao do administrador:
o IPv4 ou IPv6
+ O tamanho da MTU é de 1500 bytes por padrao (pode ser ajustado)

A rede externa esta presente com clusters de todos os tamanhos.

Ambiente de rede de maquinas virtuais
O host do hipervisor fornece varios recursos de rede.
O ONTAP Select conta com os seguintes recursos expostos pela maquina virtual:

Portas da maquina virtual

Existem varias portas disponiveis para uso pelo ONTAP Select. Eles séo atribuidos e usados com base em
varios fatores, incluindo o tamanho do cluster.

Switch virtual

O software de switch virtual dentro do ambiente do hypervisor, seja vSwitch (VMware) ou Open vSwitch
(KVM), une as portas expostas pela maquina virtual as portas de NIC Ethernet fisicas. Vocé deve
configurar um vSwitch para cada host ONTAP Select, conforme apropriado para o seu ambiente.

Configuragoes de rede de nés unico e multiplo

O ONTAP Select € compativel com configuragdes de rede de n6 unico e multinode.

Configuragao de rede de né unico

As configuracdes de ONTAP Select de n6 unico ndo exigem a rede interna do ONTAP, porque ndo ha trafego
de cluster, HA ou espelhamento.

Ao contrario da versdo multinode do produto ONTAP Select, cada VM ONTAP Select contém trés adaptadores
de rede virtuais, apresentados as portas de rede ONTAP e0a, e0b e e0c.

Essas portas sao usadas para fornecer os seguintes servigos: Gerenciamento, dados e LIFs entre clusters.

KVM

O ONTAP Select pode ser implantado como cluster de né unico. O host do hipervisor inclui um switch virtual
que fornece acesso a rede externa.

ESXi

A relagéo entre essas portas e os adaptadores fisicos subjacentes pode ser vista na figura a seguir, que
mostra um no de cluster do ONTAP Select no hipervisor ESX.

» Configuracao de rede do cluster ONTAP Select de né Unico*
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@ Mesmo que dois adaptadores sejam suficientes para um cluster de n6 unico, o agrupamento de
NIC ainda é necessario.

Atribuicao de LIF

Conforme explicado na segao atribuicdo de LIF multinode deste documento, os IPspaces sdo usados pelo

ONTAP Select para manter o trafego de rede do cluster separado dos dados e do trafego de gerenciamento. A

variante de no6 unico desta plataforma ndo contém uma rede de cluster. Portanto, nenhuma porta esta

presente no IPspace do cluster.

As LIFs de gerenciamento de clusters e nds sao criadas automaticamente durante a
configuragéo do cluster do ONTAP Select. Os LIFs restantes podem ser criados apos a

implantacao.

LIFs de gerenciamento e dados (e0a, e0b e e0c)

As portas ONTAP e0a, e0b e e0c sao delegadas como portas candidatas para LIFs que carregam os

seguintes tipos de trafego:

 Trafego de protocolo SAN/nas (CIFS, NFS e iSCSI)
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« Trafego de gerenciamento de clusters, nés e SVM

 Trafego entre clusters (SnapMirror e SnapVault)

Configuracao de rede Multinode

A configuragéo de rede multinode ONTAP Select consiste em duas redes.

Trata-se de uma rede interna, responsavel pelo fornecimento de servicos de cluster e replicacao interna, e de
uma rede externa, responsavel pelo fornecimento de servigos de acesso e gerenciamento de dados. O
isolamento de ponta a ponta do trafego que flui dentro dessas duas redes é extremamente importante para
permitir que vocé crie um ambiente adequado para resiliéncia de cluster.

Essas redes sao representadas na figura a seguir, que mostra um cluster ONTAP Select de quatro nés em
execucao em uma plataforma VMware vSphere. Os clusters de seis e oito nés tém um layout de rede
semelhante.

Cada instancia do ONTAP Select reside em um servidor fisico separado. O trafego interno e

@ externo ¢é isolado usando grupos de portas de rede separados, que séo atribuidos a cada
interface de rede virtual e permitem que os nés de cluster compartilhem a mesma infraestrutura
de switch fisico.

Visao geral de uma configuragao de rede de cluster multinode ONTAP Select

ror————
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Cada VM ONTAP Select contém sete adaptadores de rede virtuais apresentados ao ONTAP como um
conjunto de sete portas de rede, e0a a e0g. Embora o ONTAP trate esses adaptadores como NICs fisicos,
eles sao de fato virtuais e mapeiam para um conjunto de interfaces fisicas por meio de uma camada de rede
virtualizada. Como resultado, cada servidor de hospedagem nao requer seis portas de rede fisicas.

@ A adicdo de adaptadores de rede virtuais a VM ONTAP Select n&o é suportada.

Essas portas sao pré-configuradas para fornecer os seguintes servigos:

* e0a, e0b e e0g. Gerenciamento e LIFs de dados

* e0c, e0d. LIFs de rede de cluster
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* e0e. RSM

+ e0f. INTERCONEXAO HA
As portas e0a, eOb e e0g residem na rede externa. Embora as portas eOc a e0f executem varias fungdes
diferentes, coletivamente, elas compdem a rede Select interna. Ao tomar decisées de projeto de rede, essas

portas devem ser colocadas em uma Unica rede de camada 2. Nao ha necessidade de separar esses
adaptadores virtuais em diferentes redes.

Arelagéo entre essas portas e os adaptadores fisicos subjacentes ¢ ilustrada na figura a seguir, que mostra
um no de cluster do ONTAP Select no hipervisor ESX.

» Configuragéo de rede de um unico no6 que faz parte de um cluster ONTAP Select multinode*

ONTAP Select VM
ESX

Data, Mgmt,
Cluster HA-IC RSM Intercluster
Hypervisor
Services
Flort Exvuyie ONTAP-internal ONTAP-external | | vmkernel
‘ vSwitch0
\ eth0 eth1 eth2 athd
Active/Active
NIC Teaming

| —" N

External
Network Routable VLAN

Segregar o trafego interno e externo entre diferentes NICs fisicos impede que laténcias sejam introduzidas no
sistema devido ao acesso insuficiente aos recursos de rede. Além disso, a agregagao através do
agrupamento NIC garante que a falha de um unico adaptador de rede ndo impede que o n6 do cluster ONTAP
Select acesse a respetiva rede.

Internal
Network

Non Routable

VLAN

Observe que os grupos de portas de rede externa e interna contém todos os quatro adaptadores NIC de
maneira simétrica. As portas ativas no grupo de portas de rede externa sao as portas de espera na rede
interna. Por outro lado, as portas ativas no grupo de portas de rede interna sao as portas de espera no grupo
de portas de rede externa.

Atribuicao de LIF

Com a introdugao de IPspaces, as fungdes de porta ONTAP foram depreciadas. Assim como os arrays FAS,
os clusters ONTAP Select contém um espaco IP padrdo e um espago de IPspace de cluster. Ao colocar as
portas de rede e0a, eOb e e0g no IPspace padréo e as portas e0c e e0d no IPspace do cluster, essas portas
foram essencialmente removidas de LIFs de hospedagem que nado pertencem. As portas restantes dentro do
cluster ONTAP Select sdo consumidas por meio da atribuigdo automatica de interfaces que fornecem servigos
internos. Eles nao sao expostos através do shell ONTAP, como € o caso das interfaces de interconexdo RSM
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e HA.

Nem todos os LIFs sao visiveis através do shell de comando ONTAP. As interfaces de
interconexao de HA e RSM séo ocultas do ONTAP e sdo usadas internamente para fornecer
seus respetivos servigos.

As portas de rede e LIFs sdo explicadas em detalhes nas se¢des a seguir.

LIFs de gerenciamento e dados (e0a, eOb e e0g)

As portas ONTAP e0a, e0b e e0g sao delegadas como portas candidatas para LIFs que carregam os
seguintes tipos de trafego:

» Trafego de protocolo SAN/nas (CIFS, NFS e iSCSI)
» Trafego de gerenciamento de clusters, nés e SVM

» Trafego entre clusters (SnapMirror e SnapVault)

As LIFs de gerenciamento de clusters e nés séo criadas automaticamente durante a
configuragéo do cluster do ONTAP Select. Os LIFs restantes podem ser criados apos a
implantacao.

LIFs de rede de cluster (e0Oc, e0d)

As portas ONTAP eOc e e0d sao delegadas como portas residenciais para interfaces de cluster. Em cada né
de cluster do ONTAP Select, duas interfaces de cluster sao geradas automaticamente durante a configuragéo
do ONTAP usando enderecos IP locais de link (169,254.x.x).

@ Nao é possivel atribuir a essas interfaces enderecos IP estaticos e nao devem ser criadas
interfaces de cluster adicionais.

O trafego de rede do cluster deve fluir através de uma rede da camada 2 nao roteada de baixa laténcia.
Devido a taxa de transferéncia do cluster e aos requisitos de laténcia, espera-se que o cluster ONTAP Select
esteja fisicamente proximo (por exemplo, multipack, data center unico). A criagdo de configuragdes de cluster
elastico de quatro noés, seis nés ou oito nés separando nés de HA em uma WAN ou em distancias geograficas
significativas ndo é suportada. Ha suporte para uma configuragao de dois nés estendida com um mediador.

Para obter mais detalhes, consulte a secgéo "Praticas recomendadas de HA (MetroCluster SDS) com dois nos
esticados".

Para garantir a taxa de transferéncia maxima para o trafego de rede de cluster, esta porta de
@ rede esta configurada para usar quadros jumbo (7500 a 9000 MTU). Para uma operagao

adequada do cluster, verifique se os quadros jumbo estdo ativados em todos os switches fisicos

e virtuais upstream que fornecem servicos de rede internos para nos de cluster ONTAP Select.

Trafego RAID SyncMirror (e0Oe)

A replicagao sincrona de blocos entre nds de parceiros de HA ocorre usando uma interface de rede interna
residente na porta de rede e0Oe. Essa funcionalidade ocorre automaticamente, usando interfaces de rede
configuradas pelo ONTAP durante a configuragao do cluster e ndo requer nenhuma configuragao do
administrador.

38


https://docs.netapp.com/pt-br/ontap-select-9141/reference_plan_best_practices.html#two-node-stretched-ha-metrocluster-sds-best-practices
https://docs.netapp.com/pt-br/ontap-select-9141/reference_plan_best_practices.html#two-node-stretched-ha-metrocluster-sds-best-practices

A porta e0Oe é reservada pelo ONTAP para trafego de replicacao interna. Portanto, nem a porta
nem o LIF hospedado sao visiveis na CLI do ONTAP ou no Gerenciador de sistemas. Esta

@ interface é configurada para usar um endereco IP local de link gerado automaticamente e a
reatribuicdo de um endereco IP alternativo ndo é suportada. Esta porta de rede requer o uso de
quadros jumbo (7500 a 9000 MTU).

Interconexao HA (e0f)

Os arrays NetApp FAS usam hardware especializado para transmitir informagées entre pares de HA em um
cluster do ONTAP. No entanto, os ambientes definidos por software ndo tendem a ter esse tipo de
equipamento disponivel (como dispositivos InfiniBand ou iWARP), portanto, é necessaria uma solugéo
alternativa. Embora varias possibilidades tenham sido consideradas, os requisitos do ONTAP colocados no
transporte de interconexao exigiram que essa funcionalidade fosse emulada no software. Como resultado, em
um cluster ONTAP Select, a funcionalidade da interconexao HA (tradicionalmente fornecida pelo hardware) foi
projetada para o sistema operacional, usando a Ethernet como um mecanismo de transporte.

Cada n6 ONTAP Select é configurado com uma porta de interconexao de HA, eOf. Essa porta hospeda a
interface de rede de interconexdo HA, que é responsavel por duas fungdes principais:
» Espelhamento do conteido do NVRAM entre pares de HA
* Envio/recebimento de informagdes de status de HA e mensagens de batimento cardiaco da rede entre
pares de HA

O trafego de INTERCONEXAO HA flui através desta porta de rede usando uma Unica interface de rede,
colocando em camadas quadros RDMA (acesso remoto a memaria direta) dentro de pacotes Ethernet.

De forma semelhante a porta RSM (eOe), nem a porta fisica nem a interface de rede hospedada

@ sdo visiveis para os usuarios da CLI do ONTAP ou do Gerenciador de sistema. Como
resultado, o endereco IP desta interface ndo pode ser modificado e o estado da porta nao pode
ser alterado. Esta porta de rede requer o uso de quadros jumbo (7500 a 9000 MTU).

Rede interna e externa do ONTAP Select

Carateristicas das redes internas e externas da ONTAP Select.

Rede interna ONTAP Select

A rede ONTAP Select interna, que s6 esta presente na variante multinode do produto, é responsavel por
fornecer ao cluster ONTAP Select comunicagao de cluster, interconexao de HA e servigos de replicacao
sincrona. Esta rede inclui as seguintes portas e interfaces:

» e0c, e0d. Hospedagem de rede de cluster LIFs

* e0e. Hospedagem do RSM LIF

+ e0f. Hospedagem do LIF de interconexdo HA
A taxa de transferéncia e a laténcia dessa rede sdo essenciais para determinar o desempenho e a resiliéncia
do cluster do ONTAP Select. O isolamento de rede é necessario para a seguranga do cluster e para garantir

que as interfaces do sistema sejam mantidas separadas de outro trafego de rede. Portanto, essa rede deve
ser usada exclusivamente pelo cluster ONTAP Select.
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Nao é suportado o uso de Select internal network para trafego diferente de Select cluster, como
@ trafego de aplicativos ou gerenciamento. Nao pode haver outras VMs ou hosts na VLAN interna
do ONTAP.

Os pacotes de rede que atravessam a rede interna devem estar em uma rede dedicada de camada-2 com tag
VLAN. Isso pode ser realizado executando uma das seguintes tarefas:

« Atribuir um grupo de portas com etiqueta VLAN as NICs virtuais internas (eOc a e0f) (modo VST)

» Usando a VLAN nativa fornecida pelo switch upstream onde a VLAN nativa ndo é usada para nenhum
outro trafego (atribua um grupo de portas sem ID de VLAN, ou seja, modo EST)

Em todos os casos, a marcagao de VLAN para trafego de rede interno é feita fora da VM ONTAP Select.

Somente vSwitches padrao e distribuidos do ESX sao suportados. Outros switches virtuais ou
@ conetividade direta entre hosts ESX ndo sao suportados. A rede interna deve estar totalmente
aberta; NAT ou firewalls ndo s&o suportados.

Dentro de um cluster ONTAP Select, o trafego interno e o trafego externo sao separados usando objetos de
rede de camada virtual 2 conhecidos como grupos de portas. A atribuigdo adequada do vSwitch desses
grupos de portas é extremamente importante, especialmente para a rede interna, que é responsavel por
fornecer servigos de cluster, interconexdo HA e replicacao espelhada. A largura de banda de rede insuficiente
para essas portas de rede pode causar degradagao do desempenho e até afetar a estabilidade do né do
cluster. Portanto, os clusters de quatro nos, seis nos e oito nds exigem que a rede ONTAP Select interna use
conectividade 10Gb GbE; as placas de rede 1GB nao sao compativeis. No entanto, as compensacdes podem
ser feitas para a rede externa, porque limitar o fluxo de dados recebidos para um cluster ONTAP Select ndo
afeta sua capacidade de operar de forma confiavel.

Um cluster de dois nés pode usar quatro portas 1GB para trafego interno ou uma unica porta 10Gb em vez
das duas portas 10Gb exigidas pelo cluster de quatro nés. Em um ambiente em que as condi¢des impedem
que o servidor seja compativel com quatro placas NIC 10Gb, duas placas NIC 10Gb podem ser usadas para a
rede interna e duas placas de rede 1GB podem ser usadas para a rede ONTAP externa.

Validagao e resolugao de problemas da rede interna

A rede interna em um cluster multinode pode ser validada usando a funcionalidade do verificador de
conetividade de rede. Esta fungao pode ser invocada a partir da CLI de implantacdo que executa 0 network
connectivity-check start comando.

Execute o seguinte comando para visualizar a saida do teste:
network connectivity-check show --run-id X (X is a number)

Esta ferramenta s6 € util para solucionar problemas da rede interna em um cluster multinode Select. A
ferramenta nao deve ser usada para solucionar problemas de clusters de né uUnico (incluindo configuragdes
VNAS), implantagao do ONTAP na conectividade ONTAP Select ou problemas de conectividade do lado do
cliente.

O assistente de criacdo de cluster (parte da GUI de implantagdo do ONTAP) inclui o verificador de rede interno
como uma etapa opcional disponivel durante a criagdo de clusters multinodes. Dado o importante papel que a
rede interna desempenha nos clusters multinode, fazer desta etapa parte do fluxo de trabalho de criagao de
cluster melhora a taxa de sucesso das operagdes de criagéo de cluster.
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A partir do ONTAP Deploy 2,10, o tamanho da MTU usado pela rede interna pode ser definido entre 7.500 e
9.000. O verificador de conetividade de rede também pode ser usado para testar o tamanho da MTU entre
7.500 e 9.000. O valor MTU predefinido € definido para o valor do comutador de rede virtual. Esse padrao
teria que ser substituido por um valor menor se uma sobreposigéo de rede como o VXLAN estiver presente no
ambiente.

Rede externa ONTAP Select

A rede externa do ONTAP Select é responsavel por todas as comunicagdes de saida pelo cluster e, portanto,
esta presente nas configuragdes de nd unico e multinode. Embora essa rede nao tenha os requisitos de
throughput bem definidos da rede interna, o administrador deve ter cuidado para n&o criar gargalos de rede
entre o cliente e a VM ONTAP, pois os problemas de desempenho podem ser descaraterizados como
problemas de ONTAP Select.

De forma semelhante ao trafego interno, o trafego externo pode ser marcado na camada

@ vSwitch (VST) e na camada externa do switch (EST). Além disso, o trafego externo pode ser
marcado pela propria VM ONTAP Select em um processo conhecido como VGT. Consulte a
secgao "Separacao de trafego de dados e gerenciamento” para obter mais detalhes.

A tabela a seguir destaca as principais diferengas entre as redes internas e externas da ONTAP Select.

» Referéncia rapida da rede interna versus externa*

Descrigcao Rede interna Rede externa

Servigos de rede Cluster HA/IC RAID SyncMirror Intercluster de gerenciamento de
(RSM) dados (SnapMirror e SnapVault)

Isolamento de rede Obrigatério Opcional

Tamanho da estrutura (MTU) 7.500 a 9.000 1.500 (padréo) 9.000 (suportado)

Atribuicdo de endereco IP Gerado automaticamente Definido pelo utilizador

Suporte DHCP Nao Nao

Agrupamento NIC

Para garantir que as redes internas e externas tenham as carateristicas necessarias de largura de banda e
resiliéncia necessarias para fornecer alto desempenho e tolerancia a falhas, recomenda-se agrupamento de
adaptadores de rede fisica. Configuragdes de cluster de dois nés com um unico link 10Gb s&o compativeis.
No entanto, a pratica recomendada pelo NetApp é fazer uso de agrupamento de NIC nas redes internas e
externas do cluster ONTAP Select.

Geracao de enderegcos MAC

Os enderegcos MAC atribuidos a todas as portas de rede ONTAP Select sdo gerados automaticamente pelo
utilitario de implementacao incluido. O utilitario usa um identificador Unico organizacional (OUI) especifico para
NetApp a plataforma para garantir que nao haja conflito com os sistemas FAS. Em seguida, uma copia desse
endereco € armazenada em um banco de dados interno na VM de instalagdo do ONTAP Select (ONTAP
Deploy), para evitar a reatribuicdo acidental durante futuras implantagdes de nés. Em nenhum momento o
administrador deve modificar o endereco MAC atribuido de uma porta de rede.
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Configuragoes de rede suportadas

Selecione o melhor hardware e configure sua rede para otimizar o desempenho e a
resiliéncia.

Os fornecedores de servidores entendem que os clientes tém necessidades e opcdes diferentes é
fundamental. Como resultado, ao comprar um servidor fisico, ha inUmeras op¢des disponiveis ao tomar
decisdes de conetividade de rede. A maioria dos sistemas de commaodities vem com varias opgdes de NIC
que fornecem opg¢des de porta Unica e multiporta com permutagdes variaveis de velocidade e taxa de
transferéncia. Isso inclui suporte para adaptadores NIC de 25GB GB/s e 40GB GB/s com VMware ESX.

Como o desempenho da VM ONTAP Select esta vinculado diretamente as caracteristicas do hardware
subjacente, aumentar a taxa de transferéncia para a VM selecionando NICs de alta velocidade resulta em um
cluster de maior desempenho e uma melhor experiéncia geral do usuario. Quatro placas de rede 10Gb ou
duas placas de rede de alta velocidade (25/40 GB/s) podem ser usadas para obter um layout de rede de alto
desempenho. Ha varias outras configuragbes que também séo suportadas. Para clusters de dois nds, ha
suporte para 4 portas de 1GB GbE ou 1 portas de 10Gb GbE. Para clusters de n6 unico, ha suporte para
portas de 2 x 1GB GbE.

Configuragées minimas e recomendadas de rede
Existem varias configuragbes Ethernet suportadas com base no tamanho do cluster.

Tamanho do cluster Requisitos minimos Recomendacao

Cluster de né unico 2 x 1GbE 2 x 10GbE

Cluster de dois n6s ou 4 x 1GbE ou 1 x 10GbE 2 x 10GbE

MetroCluster SDS

cluster de nés 4/6/8 2 x 10GbE 4 x 10GbE ou 2 x 25/40GbE

A converséo entre topologias de enlace unico e enlace multiplo em um cluster em execucgao
nao é suportada devido a possivel necessidade de converter entre diferentes configuragdes de
agrupamento de NIC necessarias para cada topologia.

Configuracgao de rede usando varios switches fisicos

Quando ha hardware suficiente disponivel, a NetApp recomenda o uso da configuragdo multiswitch mostrada
na figura a seguir, devido a protecao adicional contra falhas fisicas do switch.
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2
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Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

Configuragao do VMware vSphere vSwitch no ESXi

Politicas de configuragéo e balanceamento de carga do ONTAP Select vSwitch para
configuragdes de duas NIC e quatro NIC.

O ONTAP Select suporta o uso de configuragdes vSwitch padrao e distribuido. Os vSwitches distribuidos
suportam construgdes de agregacéao de links (LACP). Agregacgao de links € uma construgao de rede comum
usada para agregar largura de banda em varios adaptadores fisicos. O LACP é um padrdo neutro para
fornecedores que fornece um protocolo aberto para endpoints de rede que agrupam grupos de portas de rede
fisicas em um unico canal l6gico. O ONTAP Select pode trabalhar com grupos de portas configurados como
um grupo de agregagao de links (LAG). No entanto, o NetApp recomenda usar as portas fisicas individuais
como portas uplink simples (trunk) para evitar a configuragado do LAG. Nesses casos, as melhores praticas
para vSwitches padrao e distribuido sao idénticas.

Esta secao descreve a configuragdo do vSwitch e as politicas de balanceamento de carga que devem ser
usadas nas configuragdes de duas NIC e quatro NIC.

Ao configurar os grupos de portas a serem usados pelo ONTAP Select, as praticas recomendadas a seguir
devem ser seguidas; a politica de balanceamento de carga no nivel do grupo de portas € Rota baseada no ID
de porta virtual de origem. A VMware recomenda que o STP seja definido como Portfast nas portas do switch
conetadas aos hosts ESXi.

Todas as configuragdes do vSwitch exigem um minimo de dois adaptadores de rede fisicos agrupados em um
unico grupo de NIC. O ONTAP Select € compativel com um unico link de 10Gb para clusters de dois nés. No
entanto, € uma pratica recomendada do NetApp garantir a redundéancia de hardware através da agregagao de
NIC.
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Em um servidor vSphere, os grupos NIC sao a construgdo de agregagao usada para agrupar varios
adaptadores de rede fisicos em um unico canal légico, permitindo que a carga da rede seja compartilhada
entre todas as portas membros. E importante lembrar que as equipes de NIC podem ser criadas sem suporte
do switch fisico. As politicas de balanceamento de carga e failover podem ser aplicadas diretamente a um
grupo de NIC, que ndo tem conhecimento da configuragéo do switch upstream. Neste caso, as politicas sao
aplicadas apenas ao trafego de saida.

Os canais de porta estatica ndo sao suportados com o ONTAP Select. Os canais habilitados
para LACP sao suportados com vSwitches distribuidos, mas o uso de LACP LAGs pode
resultar em distribuigdo de carga nao uniforme entre os membros do LAG.

Para clusters de n6 Unico, o ONTAP Deploy configura a VM ONTAP Select para usar um grupo de portas para
a rede externa e 0 mesmo grupo de portas ou, opcionalmente, um grupo de portas diferente para o trafego de
gerenciamento de clusters e nos. Para clusters de né unico, o numero desejado de portas fisicas pode ser
adicionado ao grupo de portas externas como adaptadores ativos.

Para clusters com varios nés, o ONTAP Deploy configura cada VM ONTAP Select para usar um ou dois
grupos de portas para a rede interna e, separadamente, um ou dois grupos de portas para a rede externa. O
trafego de gerenciamento de cluster e nds pode usar o mesmo grupo de portas que o trafego externo ou,
opcionalmente, um grupo de portas separado. O trafego de gerenciamento de cluster e né ndo pode
compartilhar o mesmo grupo de portas com trafego interno.

VSwitch padrao ou distribuido e quatro portas fisicas por né

Quatro grupos de portas podem ser atribuidos a cada n6 em um cluster multinode. Cada grupo de portas tem
uma unica porta fisica ativa e trés portas fisicas de reserva, como na figura a seguir.

VSwitch com quatro portas fisicas por né

Hypervisor
services

FPort groups

ESX - Failover
Standard Priority
vSwitch Order

VMNIC4A VIMINICE VMNICT

VMNICS Controller A

A ordem das portas na lista de espera € importante. A tabela a seguir fornece um exemplo da distribuigdo de
portas fisicas nos quatro grupos de portas.

Configuragdoes minimas e recomendadas de rede
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Grupo de portas Externo 1 Externo 2 Interno 1 Interno 2

Ativo vmnicO vmnic1 vmnic2 vmnic3
Em espera 1 vmnic1 vmnic0O vmnic3 vmnic2
Em espera 2 vmnic2 vmnic3 vmnicO vmnic1
Em espera 3 vmnic3 vmnic2 vmnic1 vmnicO

As figuras a seguir mostram as configuragdes dos grupos de portas de rede externas da GUI do vCenter
(ONTAP-External e ONTAP-External2). Observe que os adaptadores ativos sdo de placas de rede diferentes.
Nesta configuragéo, o vmnic 4 e o vmnic 5 sado portas duplas na mesma NIC fisica, enquanto o vmnic 6 e 0
vminc 7 séo portas duplas semelhantes em uma NIC separada (vnmics 0 a 3 ndo sao usados neste exemplo).
A ordem dos adaptadores de espera fornece um failover hierarquico com as portas da rede interna sendo a
ultima. A ordem das portas internas na lista de espera é similarmente trocada entre os dois grupos de portas
externas.

Parte 1: Configuragoes de grupo de portas externas ONTAP Select

S, ONTAP Extarrsl - B4 Seftesgs

P Cpi S
SecuE By
Traffe stuspareg

Parte 2: Configuragdes de grupo de portas externas ONTAP Select
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Para legibilidade, as atribuigdes s&o as seguintes:

ONTAP-Externo ONTAP-External2

Adaptadores ativos: vmnic5 adaptadores em espera: Adaptadores ativos: vmnic7 adaptadores em espera:
vmnic7, vmnic4, vmnic6 vmnich, vmnic6, vmnic4

As figuras a seguir mostram as configuragées dos grupos internos de portas de rede (ONTAP-Internal e
ONTAP-Internal2). Observe que os adaptadores ativos sao de placas de rede diferentes. Nesta configuragao,
0 vmnic 4 e o vmnic 5 sdo portas duplas no mesmo ASIC fisico, enquanto o vmnic 6 e 0 vmnic 7 séo
igualmente portas duplas em um ASIC separado. A ordem dos adaptadores de espera fornece um failover
hierarquico com as portas da rede externa sendo a ultima. A ordem das portas externas na lista de espera é
similarmente trocada entre os dois grupos de portas internas.

Parte 1: Configuragdes de grupo de portas internas do ONTAP Select
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Parte 2: Grupos de portas internas do ONTAP Select
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Para legibilidade, as atribuigdes s&o as seguintes:
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Interno ONTAP ONTAP-Internal2

Adaptadores ativos: vmnic4 adaptadores em espera: Adaptadores ativos: vmnic6 adaptadores em espera:
vmnic6, vmnic5, vmnic7 vmnic4, vmnic7, vmnic5

VSwitch padrao ou distribuido e duas portas fisicas por né

Ao usar duas NICs de alta velocidade (25/40GB), a configuragéo recomendada do grupo de portas €
conceitualmente muito semelhante a configuragdo com quatro adaptadores 10Gb. Quatro grupos de portas
devem ser usados mesmo quando se usa apenas dois adaptadores fisicos. As atribuicdes do grupo de portas
sdo as seguintes:

Grupo de portas 1 externo (e0a,e0b) Interno 1 (e0c,e0e) Interno 2 (e0d,e0f) Externo 2 (e0g)

Ativo vmnicO vmnicO vmnic1 vmnic1

Em espera vmnic1 vmnic1 vmnicO vmnicO

VSwitch com duas portas fisicas de alta velocidade (25/40GB) por né

Hypervisor
services

Port groups

ESX -
Standard
vSwitch

VMNIC1 VMNIC2

Controller A

Ao usar duas portas fisicas (10Gb ou menos), cada grupo de portas deve ter um adaptador ativo e um
adaptador de reserva configurados um ao outro. A rede interna esta presente apenas para clusters ONTAP
Select multinode. Para clusters de né Unico, ambos os adaptadores podem ser configurados como ativos no
grupo de portas externas.

O exemplo a seguir mostra a configuragao de um vSwitch e os dois grupos de portas responsaveis pelo
gerenciamento de servigos de comunicagao internos e externos para um cluster ONTAP Select multinode. A
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rede externa pode usar a VMNIC da rede interna no caso de uma interrupgao da rede porque os vmnics da

rede interna fazem parte desse grupo de portas e s&o configurados no modo de espera. O oposto € o caso da

rede externa. Alternar os vmnics ativo e de espera entre os dois grupos de portas € fundamental para o

failover adequado das VMs ONTAP Select durante interrupgdes de rede.

VSwitch com duas portas fisicas (10Gb ou menos) por n6

vhics

Port groups

ESX -
Standard

vSwitch

Hypervisor
services

VMNIC1

VMNIC2
Controller A

=

VSwitch distribuido com LACP

Ao usar vSwitches distribuidos em sua configuragao, o LACP pode ser usado (embora ndo seja uma pratica
recomendada) para simplificar a configuragcao da rede. A Unica configuracdo LACP suportada requer que

todos os vmnics estejam em um uUnico LAG. O switch fisico de uplink deve suportar um tamanho MTU entre
7.500 a 9.000 em todas as portas do canal. As redes ONTAP Select internas e externas devem ser isoladas

no nivel do grupo de portas. A rede interna deve usar uma VLAN n&o roteavel (isolada). A rede externa pode

usar VST, EST ou VGT.

Os exemplos a seguir mostram a configuragéo do vSwitch distribuido usando o LACP.

Propriedades LAG ao usar LACP
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

» Configuragdes de grupo de portas externas usando um vSwitch distribuido com LACP ativado*
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|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.

Name 1
Active Uplinks

ONTAP-LAG Mave Down
Standby Uplinks

Unused Uplinks

dvUplink1

Move Up

i

» Configuragdes internas de grupo de portas usando um vSwitch distribuido com LACP ativado*
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() ONTAP-Intemal Settings

General [oiat=
[ Policles Teaming and Failover

Sacurity e
Traffic Shaping Load Balancng: @

Pt - o DRt
Resource Allocation Notify Switches:
Manitoring
Miscellaneous Failback:

Advanced

Failover Order

order specified below.

[Route based on IP hash -
|Linl-: status only j
e 5
e 5

Name

Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl

Select active and standby uplinks. During a fallover, standby uplinks activate in the

et |

O LACP requer que vocé configure as portas do switch upstream como um canal de porta.
Antes de ativar isso no vSwitch distribuido, certifique-se de que um canal de porta habilitado

para LACP esteja configurado corretamente.

Configuracao fisica do switch

Detalhes de configuracédo do switch fisico upstream baseados em ambientes de switch

unico e multiswitch.

Deve-se tomar cuidado ao tomar decisdes de conetividade desde a camada de switch virtual até os switches

fisicos. A separagao do trafego interno do cluster de servigos de dados externos deve estender-se a camada
de rede fisica upstream através do isolamento fornecido pelas VLANs da camada 2.

As portas fisicas do switch devem ser configuradas como trunkports. O trafego externo ONTAP Select pode
ser separado em varias redes de camada 2 de uma de duas maneiras. Um método é usando portas virtuais
marcadas com VLAN ONTAP com um unico grupo de portas. O outro método é atribuindo grupos de portas
separados no modo VST a porta de gerenciamento e0a. Vocé também deve atribuir portas de dados a e0b e
e0c/e0g dependendo da versao do ONTAP Select e da configuragdo de noé Unico ou multinode. Se o trafego

externo for separado em varias redes de camada 2, as portas de switch fisico uplink devem ter essas VLANs

em sua lista de VLAN permitida.
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O trafego de rede interna do ONTAP Select ocorre usando interfaces virtuais definidas com enderecgos IP
locais de link. Como esses enderecos IP ndo séo roteaveis, o trafego interno entre nés de cluster deve fluir em
uma unica rede de camada 2. Saltos de rota entre nés de cluster ONTAP Select ndo sédo suportados.

Switch fisico compartilhado

A figura a seguir mostra uma possivel configuragao de switch usada por um né em um cluster ONTAP Select
multinode. Neste exemplo, as NICs fisicas usadas pelos vSwitches que hospedam os grupos de portas de
rede interna e externa sao cabeadas para o mesmo switch upstream. O trafego do switch € mantido isolado
usando dominios de broadcast contidos em VLANs separadas.

Para a rede interna do ONTAP Select, a marcagao é feita no nivel do grupo de portas. Embora
o exemplo a seguir use o VGT para a rede externa, tanto o VGT quanto o VST sao suportados
nesse grupo de portas.

Configuracao de rede usando switch fisico compartilhado

Single Switch
Ethernet Switch
e ] WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Mative VLAN 20
vSwilch 0

Nesta configuragéo, o switch compartilhado se torna um unico ponto de falha. Se possivel,
varios switches devem ser usados para evitar que uma falha fisica de hardware cause uma
interrupcéo na rede do cluster.

Varios switches fisicos

Quando a redundancia é necessaria, varios switches de rede fisica devem ser usados. A figura a seguir
mostra uma configuragéo recomendada usada por um né em um cluster ONTAP Select multinode. As placas
de rede dos grupos de portas internas e externas sdo cabeadas em diferentes switches fisicos, protegendo o
usuario de uma unica falha no switch de hardware. Um canal de porta virtual & configurado entre switches
para evitar problemas de arvore de abrangéncia.
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» Configuragéo de rede usando multiplos switches fisicos*

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

EEEEEE EEEEEN ENEEEI EEEEEN
EEEEEN EEEEEE " ] == EEEEN] EEEEEN

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

Separacao de trafego de dados e gerenciamento

Isole o trafego de dados e o trafego de gerenciamento em redes de camada 2
separadas.

O trafego de rede externa do ONTAP Select é definido como trafego de dados (CIFS, NFS e iSCSI),
gerenciamento e replicagao (SnapMirror). Em um cluster ONTAP, cada estilo de trafego usa uma interface
l6gica separada que deve ser hospedada em uma porta de rede virtual. Na configuragdo multinode do ONTAP
Select, estas sdo designadas como portas e0a e eOb/e0g. Na configuragdo de né unico, eles sao designados
como e0a e e0b/e0c, enquanto as portas restantes sdo reservadas para servicos de cluster interno.

A NetApp recomenda isolar o trafego de dados e o trafego de gerenciamento em redes de camada 2
separadas. No ambiente ONTAP Select, isso é feito usando tags de VLAN. Isso pode ser alcangado atribuindo
um grupo de portas com tag VLAN ao adaptador de rede 1 (porta e0a) para o trafego de gerenciamento. Em
seguida, vocé pode atribuir um(s) grupo(s) de portas separado(s) as portas e0b e eOc (clusters de no unico) e
e0b e e0g (clusters de varios nés) para o trafego de dados.

Se a solugao VST descrita anteriormente neste documento nao for suficiente, pode ser necessario colocar os

LIFs de dados e gerenciamento na mesma porta virtual. Para fazer isso, use um processo conhecido como
VGT, no qual a marcagao de VLAN é realizada pela VM.
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A separacéo de rede de gerenciamento e dados por meio do VGT nao esta disponivel ao usar o
@ utilitario ONTAP Deploy. Este processo deve ser executado apds a conclusao da configuragao
do cluster.

Ha uma ressalva adicional ao usar clusters de VGT e dois nés. Em configuragdes de cluster de dois nds, o
endereco IP de gerenciamento de nds é usado para estabelecer conectividade com o mediador antes que o
ONTARP esteja totalmente disponivel. Portanto, somente a marcagao EST e VST é suportada no grupo de
portas mapeado para o LIF de gerenciamento de nds (porta e0a). Além disso, se tanto o gerenciamento

quanto o trafego de dados estiverem usando o mesmo grupo de portas, somente EST/VST serao suportados
para todo o cluster de dois nos.

Ambas as opgodes de configuragdo, VST e VGT, sao suportadas. A figura a seguir mostra o primeiro cenario,
VST, no qual o trafego € marcado na camada vSwitch através do grupo de portas atribuido. Nesta
configuragéo, as LIFs de gerenciamento de cluster e n6 séo atribuidas a porta ONTAP e0a e marcadas com
ID VLAN 10 por meio do grupo de portas atribuido. Os LIFs de dados sao atribuidos a porta eOb e eOc ou e0Og
e recebem a ID VLAN 20 usando um segundo grupo de portas. As portas do cluster usam um terceiro grupo
de portas e estdo na VLAN ID 30.

Separacgao de dados e gerenciamento usando VST

Ethernet Switch
mm o
PortGroup 1
Management traffic
VLAN 10 (VST)
i PortGroup 2
— Data traffic
vomie | vianm VLAN 80 VLAN 20 (VST)
D 0o || s | PortGroup 3
Cluster traffic
VLAN 30 (VST)

, - DataLIF: |
! f;"&’;':;;’%’m‘ LIF: 192.188.0.1/24 i
A L 1 H
5 Data-2 LIF: i
| Holksmarmp—_— LIF: 192.168.0.2/24

A figura a seguir mostra o segundo cenario, VGT, no qual o trafego € marcado pela VM ONTAP usando portas
VLAN que sao colocadas em dominios de broadcast separados. Neste exemplo, as portas virtuais eOa-
10/e0b-10/(e0c ou e0g)-10 e e0a-20/e0b-20 sao colocadas sobre as portas VM e0a e e0Ob. Essa configuragéo
permite que a marcacéao de rede seja realizada diretamente no ONTAP, em vez de na camada vSwitch. Os
LIFs de gerenciamento e dados s&o colocados nessas portas virtuais, permitindo uma subdivisdo de camada
2 em uma unica porta VM. A VLAN do cluster (VLAN ID 30) ainda esta marcada no grupo de portas.

Notas:

« Este estilo de configuracéo € especialmente desejavel ao usar varios IPspaces. Agrupe portas VLAN em
IPspaces personalizados separados se forem desejados isolamento I6gico adicional e multilocagéo.

» Para oferecer suporte ao VGT, os adaptadores de rede de host ESXiI/ESX devem ser conetados as portas
de tronco no switch fisico. Os grupos de portas conetados ao switch virtual devem ter seu ID de VLAN
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definido como 4095 para habilitar o entroncamento no grupo de portas.

Separagao de dados e gerenciamento usando VGT

Ethernet Switch

(o= manmw ]

Port Group 1 - No tagging at Port Group Level

Management traffic
VLAN 10 (VGT)
Data traffic
S VLAN 20 (VGT)
asts olutler
woate | wans VLAN 3 E‘I’"fmt“p f;
ustertrafic
Csl=T=T=] wmoom
ONTAP Balect VM
Default IP Space
Broadcast Domain: BD1 Broadcast Domain: BD2 |
Cluster-management LIF: | w10 |l en10 | o020 || stn20 E Data-1 LIF: '
10.0.0.100/24 i E 152.188.0.1/24 '
Nmaomets: | sl Data-2 LIF: |
10.0.0.1/24 | 192.168.0.2/24 E

Arquitetura de alta disponibilidade

Configuragoes de alta disponibilidade

Descubra as opgdes de alta disponibilidade para selecionar a melhor configuragédo de HA
para o seu ambiente.

Embora os clientes estejam comegando a migrar workloads de aplicagbes de dispositivos de storage de
classe empresarial para solugdes baseadas em software executadas em hardware comum, as expectativas e
necessidades relacionadas a resiliéncia e a tolerancia de falhas ndo mudaram. Uma solugdo de HA que
fornece um objetivo de ponto de restauragao zero (RPO) protege o cliente da perda de dados devido a uma
falha de qualquer componente do stack de infraestrutura.

Uma grande parte do mercado de SDS é baseada na nogéo de storage sem compartilhamento, com a
replicacdo de software fornecendo resiliéncia de dados ao armazenar varias copias de dados de usuarios em
diferentes silos de storage. O ONTAP Select se baseia nessa premissa usando os recursos de replicagéo
sincrona (RAID SyncMirror) fornecidos pelo ONTAP para armazenar uma copia extra dos dados do usuario no
cluster. Isso ocorre no contexto de um par de HA. Cada par de HA armazena duas copias de dados de
usuario: Uma no storage fornecido pelo né local e outra no storage fornecido pelo parceiro de HA. Em um
cluster do ONTAP Select, a replicacéo sincrona e de HA sao Unidas e o recurso dos dois ndo pode ser
desacoplado ou usado de forma independente. Como resultado, a funcionalidade de replicacédo sincrona so
esta disponivel na oferta multinode.
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Em um cluster ONTAP Select, a funcionalidade de replicagado sincrona é uma funcao da
implementagédo de HA, e ndo um substituto para os mecanismos de replicagédo assincrona
SnapMirror ou SnapVault. A replicagéo sincrona néo pode ser usada independentemente do

HA.

Ha dois modelos de implantacdo do ONTAP Select HA: Os clusters com varios nos (quatro, seis ou oito nos) e
os clusters de dois nos. A carateristica principal de um cluster de ONTAP Select de dois nds é o uso de um
servigo de mediador externo para resolver cenarios de split-brain. AVM ONTAP Deploy serve como mediador

padréo para todos os pares de HA de dois ndés que ela configura.

As duas arquiteturas sao representadas nas figuras a seguir.

» Cluster ONTAP Select de dois nés com mediador remoto e usando armazenamento conetado local*

ONTAP
DEPLOY

Mailbox
Dlsks///'
i '
/ |
y |
| P ), //f
P o

Max Latency: 125 ms RTT i i
Min Randwidih- AMhis PIE I
iSCSI

DAS

O cluster de dois nés do ONTAP Select € composto por um par de HA e um mediador. No par
de HA, os agregados de dados em cada no de cluster sdo espelhados de forma sincrona e, no

caso de um failover, ndo ha perda de dados.

 Cluster ONTAP Select de quatro nés usando armazenamento conetado local*
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* O cluster de quatro nés ONTAP Select € composto por dois pares de HA. Os clusters de seis nos e oito
nos sdo compostos por trés e quatro pares de HA, respetivamente. Em cada par de HA, os agregados de
dados em cada né de cluster sdo espelhados de forma sincrona e, em caso de failover, ndo ha perda de
dados.

* Apenas uma instancia do ONTAP Select pode estar presente em um servidor fisico ao usar o
armazenamento DAS. O ONTAP Select requer acesso nao compartilhado a controladora RAID local do
sistema e foi projetado para gerenciar os discos conetados localmente, o que seria impossivel sem
conetividade fisica ao storage.

Ha de dois nés versus HA de varios nés

Diferentemente dos arrays FAS, os nés ONTAP Select em um par de HA se comunicam exclusivamente pela
rede IP. Isso significa que a rede IP € um unico ponto de falha (SPOF), e proteger contra particbes de rede e
cenarios de split-brain torna-se um aspeto importante do projeto. O cluster com varios nés pode sustentar
falhas de no Unico porque o quorum do cluster pode ser estabelecido pelos trés ou mais nés sobreviventes. O
cluster de dois nés conta com o servico de mediador hospedado pela VM ONTAP Deploy para obter o mesmo
resultado.

O trafego de rede Heartbeat entre os nés do ONTAP Select e o servigo de mediador ONTAP Deploy € minimo
e resiliente para que a VM ONTAP Deploy possa ser hospedada em um data center diferente do cluster de
dois n6s do ONTAP Select.

A VM do ONTAP Deploy se torna parte integrante de um cluster de dois nés quando atua como
mediador desse cluster. Se o servico de mediador ndo estiver disponivel, o cluster de dois nés
continuara fornecendo dados, mas os recursos de failover de storage do cluster ONTAP Select

@ serao desativados. Portanto, o servico de mediador ONTAP Deploy deve manter a
comunicagao constante com cada n6 ONTAP Select no par de HA. Uma largura de banda
minima de 5Mbps Gbps e uma laténcia maxima de tempo de ida e volta (RTT) de 125ms ms
sdo necessarios para permitir o funcionamento adequado do quorum do cluster.

Se a VM de implantagdo do ONTAP atuando como mediador estiver temporariamente ou potencialmente
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indisponivel permanentemente, uma VM secundaria de implantagdo do ONTAP podera ser usada para
restaurar o quérum de cluster de dois nos. Isso resulta em uma configuragdo na qual a nova VM de
implantagdo do ONTAP n&o consegue gerenciar os ndés do ONTAP Select, mas participa com éxito do
algoritmo de quorum do cluster. A comunicacao entre os n6s do ONTAP Select e a VM de implantagéo do
ONTARP é feita usando o protocolo iISCSI em IPv4. O endereco IP de gerenciamento do n6 ONTAP Select é o
iniciador e o endereco IP da VM de implantagdo do ONTAP € o destino. Portanto, ndo é possivel suportar
enderecgos IPv6 para os enderecgos IP de gerenciamento de nés ao criar um cluster de dois nés. Os discos da
caixa de correio hospedada do ONTAP Deploy sdo criados automaticamente e mascarados para os
enderecos IP de gerenciamento de n6s do ONTAP Select apropriados no momento da criagao do cluster de
dois nos. Toda a configuragéo é executada automaticamente durante a configuracéo e nenhuma agao
administrativa adicional é necessaria. A instancia do ONTAP Deploy que cria o cluster € o mediador padrao
desse cluster.

Uma agdo administrativa é necessaria se o local original do mediador tiver de ser alterado. E possivel
recuperar um quérum de cluster mesmo que a VM de implantagéo original do ONTAP seja perdida. No
entanto, a NetApp recomenda que vocé faga backup do banco de dados ONTAP Deploy depois que cada
cluster de dois noés for instanciado.

Ha de dois nos versus HA estendida de dois nés (MetroCluster SDS)

E possivel esticar um cluster de HA ativo/ativo de dois nés em distancias maiores e potencialmente colocar
cada n6 em um data center diferente. A Unica distingdo entre um cluster de dois nés e um cluster estendido de
dois nos (também conhecido como MetroCluster SDS) € a distancia de conetividade de rede entre nos.

O cluster de dois ndés é definido como um cluster para o qual ambos os nos estao localizados no mesmo data
center a uma distancia de 300m km. Em geral, ambos os n6s tém uplinks para o mesmo switch de rede ou
conjunto de switches de rede ISL (Interswitch link).

O MetroCluster SDS de dois nos é definido como um cluster para o qual os nés sdo separados fisicamente
(salas diferentes, edificios diferentes e data centers diferentes) em mais de 300m. Além disso, as conexdes
uplink de cada no sao conetadas a switches de rede separados. O SDS do MetroCluster ndo requer hardware
dedicado. No entanto, o ambiente deve aderir aos requisitos de laténcia (um maximo de 5ms para RTT e 5ms
para jitter, para um total de 10ms) e distancia fisica (um maximo de 10km).

O MetroCluster SDS é um recurso premium e requer uma licenga Premium ou uma licenga Premium XL. A
licengca Premium suporta a criacdo de VMs pequenas e médias, bem como suportes HDD e SSD. A licenca
Premium XL também da suporte a criagao de unidades NVMe.

O MetroCluster SDS é compativel com storage anexado local (DAS) e storage compartilhado
(vNAS). Observe que as configuragdes do vNAS geralmente tém uma laténcia inata maior
devido a rede entre a VM do ONTAP Select e o0 armazenamento compartilhado. As

@ configuragdes do MetroCluster SDS devem fornecer um maximo de 10ms ms de laténcia entre
0s nos, incluindo a laténcia de storage compartilhado. Em outras palavras, apenas medir a
laténcia entre as VMs Select ndo é adequada, pois a laténcia de armazenamento compartilhado
nao é insignificante para essas configuracoes.

RSM DE HA e agregados espelhados

Evite a perda de dados usando RAID SyncMirror (RSM), agregados espelhados e
caminho de gravacao.
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Replicagao sincrona

O modelo ONTAP HA foi desenvolvido com base no conceito de parceiros de HA. O ONTAP Select estende
essa arquitetura para o mundo dos servidores comuns nao compartilhados usando o recurso RAID SyncMirror
(RSM) presente no ONTAP para replicar blocos de dados entre nds do cluster, fornecendo duas copias de
dados de usuarios espalhados por um par de HA.

Um cluster de dois nés com um mediador pode abranger dois data centers. Para obter mais informagoes,
consulte a "Praticas recomendadas de HA (MetroCluster SDS) com dois nés esticados"se¢ao .

Agregados espelhados

Um cluster do ONTAP Select é composto por dois a oito nds. Cada par de HA contém duas cépias de dados
de usuario, espelhadas sincronamente entre nés em uma rede IP. Esse espelhamento é transparente para o
usuario e € uma propriedade do agregado de dados, configurado automaticamente durante o processo de
criagdo de agregados de dados.

Todos os agregados em um cluster ONTAP Select devem ser espelhados para disponibilidade de dados em
caso de failover de n6 e para evitar um SPOF em caso de falha de hardware. Os agregados em um cluster
ONTAP Select sao criados a partir de discos virtuais fornecidos de cada né no par de HA e usam os seguintes
discos:

* Um conjunto local de discos (fornecido pelo n6 ONTAP Select atual)

* Um conjunto espelhado de discos (fornecido pelo parceiro de HA do n6 atual)

Os discos locais e espelhados usados para construir um agregado espelhado devem ter o

@ mesmo tamanho. Estes agregados séao referidos como Plex 0 e Plex 1 (para indicar os pares de
espelhos locais e remotos, respetivamente). Os numeros de Plex reais podem ser diferentes
em sua instalacao.

Essa abordagem é fundamentalmente diferente da maneira como os clusters ONTAP padrao funcionam. Isso
se aplica a todos os discos raiz e de dados dentro do cluster ONTAP Select. O agregado contém coépias de
dados locais e espelhadas. Portanto, um agregado que contém N discos virtuais oferece o valor de
armazenamento exclusivo de discos N/2, porque a segunda copia de dados reside em seus préprios discos
exclusivos.

A figura a seguir mostra um par de HA em um cluster ONTAP Select de quatro nés. Nesse cluster, ha um
unico agregado (teste) que usa o storage de ambos os parceiros de HA. Esse agregado de dados é composto
por dois conjuntos de discos virtuais: Um conjunto local, contribuido pelo n6 de cluster proprietario do ONTAP
Select (Plex 0) e um conjunto remoto, contribuido pelo parceiro de failover (Plex 1).

Plex 0 é o bucket que contém todos os discos locais. Plex 1 é o bucket que contém discos espelhados ou
discos responsaveis por armazenar uma segunda copia replicada dos dados do usuario. O n6 que possui o
agregado contribui com discos para o Plex 0, e o parceiro de HA desse né contribui com discos para o Plex 1.

Na figura a seguir, ha um agregado espelhado com dois discos. O conteudo desse agregado € espelhado em
nossos dois nos de cluster, com O disco local NET-1,1 colocado no bucket Plex 0 e o disco remoto NET-2,1
colocado no bucket Plex 1. Neste exemplo, o teste agregado é propriedade do n6 de cluster a esquerda e usa
o disco local NET-1,1 e o disco espelhado do parceiro HANET-2,1.

Agregado espelhado ONTAP Select

60


https://docs.netapp.com/pt-br/ontap-select-9141/reference_plan_best_practices.html#two-node-stretched-ha-metrocluster-sds-best-practices

HA Pair

Disks mimored
over IP network

aggregate: test

Quando um cluster ONTAP Select € implantado, todos os discos virtuais presentes no sistema

@ sdo atribuidos automaticamente ao Plex correto, ndo exigindo nenhuma etapa adicional do
usuario em relagao a atribuicdo de disco. Isso impede a atribuicdo acidental de discos a um
Plex incorreto e fornece a configuragao ideal do disco espelhado.

Escrever caminho

O espelhamento sincrono de blocos de dados entre os nds do cluster e o requisito para nenhuma perda de
dados com uma falha do sistema tém um impacto significativo no caminho que uma gravagao recebida leva a
medida que se propaga por um cluster ONTAP Select. Este processo consiste em duas etapas:

» Confirmacéao

* Destruicao

As gravacdes em um volume de destino ocorrem em um LIF de dados e sdo comprometidas com a particéo
NVRAM virtualizada, presente em um disco do sistema do n6 ONTAP Select, antes de serem reconhecidas de
volta ao cliente. Em uma configuragao de HA, ocorre uma etapa adicional porque essas gravagdées do NVRAM
sao espelhadas imediatamente no parceiro de HA do proprietario do volume de destino antes de serem
confirmadas. Esse processo garante a consisténcia do sistema de arquivos no n6é do parceiro de HA, se
houver uma falha de hardware no né original.

Depois que a gravagao foi comprometida com o NVRAM, o ONTAP move periodicamente o contetdo desta
particao para o disco virtual apropriado, um processo conhecido como destaging. Esse processo s6 acontece
uma vez, no no do cluster que possui o volume de destino e nao acontece no parceiro de HA.

A figura a seguir mostra o caminho de gravacao de uma solicitagdo de gravagao recebida em um n6é ONTAP
Select.

Fluxo de trabalho de caminho de escrita ONTAP Select
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ONTAP Select B
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100

A confirmacgéo de gravacgéao recebida inclui as seguintes etapas:

» As gravacdes entram no sistema através de uma interface logica de propriedade do né A. do ONTAP
Select

* As gravagdes sao comprometidas com a NVRAM do né A e espelhadas com o n6 B..

» Depois que a solicitacdo de e/S estiver presente em ambos os nés de HA, a solicitagao sera entéao
reconhecida de volta ao cliente.

O desarranjo do ONTAP Select do NVRAM para o agregado de dados (ONTAP CP) inclui as seguintes
etapas:

» As gravagoes sao destagidas de NVRAM virtual para agregado de dados virtual.
* O motor do espelho replica de forma sincrona os blocos em ambos os plexos.
HA detalhes adicionais

O coracao do DISCO HA, a caixa de correio HA, o coracédo do HA, o failover de HAe o
Giveback trabalham para aprimorar a protecao de dados.

Coracao do disco batendo

Embora a arquitetura do ONTAP Select HA aproveite muitos dos caminhos de codigo usados pelos arrays
FAS tradicionais, algumas excegdes existem. Uma dessas excec¢des esta na implementagéo do heartbeat
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baseado em disco, um método de comunicagéo nao baseado em rede usado por nos de cluster para evitar
qgue o isolamento da rede cause comportamento de split-brain. Um cenario de split-brain é o resultado do
particionamento de cluster, normalmente causado por falhas de rede, em que cada lado acredita que o outro
esta inativo e tenta assumir recursos de cluster.

As implementagdes de HA de classe empresarial devem lidar com esse tipo de cenario de forma graciosa. O
ONTAP faz isso por meio de um método personalizado baseado em disco de batimentos cardiacos. Este € o
trabalho da caixa de correio de HA, um local no storage fisico usado pelos nés de cluster para passar
mensagens de batimento cardiaco. Isso ajuda o cluster a determinar a conetividade e, portanto, definir
quorum no caso de um failover.

Nos arrays FAS, que usam uma arquitetura de HA de storage compartilhado, o ONTAP resolve problemas de
divisdo das seguintes maneiras:

* Reservas persistentes de SCSI
* Metadados de HA persistentes
* ESTADO HA enviado por interconexdao HA

No entanto, na arquitetura sem compartilhamento de um cluster do ONTAP Select, um né sé consegue ver
seu proprio storage local e ndo o do parceiro de HA. Portanto, quando o particionamento de rede isola cada
lado de um par de HA, os métodos anteriores de determinar o quérum de cluster e o comportamento de
failover nao estao disponiveis.

Embora o método existente de detecdo e evitacdo de split-brain n&o possa ser usado, um método de
mediacao ainda € necessario, aquele que se encaixa dentro das restricbes de um ambiente de nada
compartilhado. O ONTAP Select estende ainda mais a infraestrutura de caixa de correio existente, permitindo
que ele atue como um método de mediagao em caso de particionamento de rede. Como o0 armazenamento
compartilhado nao esta disponivel, a mediacéo é realizada por meio do acesso aos discos da caixa de correio
através do nas. Esses discos sao espalhados pelo cluster, incluindo o mediador em um cluster de dois nés,
usando o protocolo iISCSI. Portanto, as decisdes de failover inteligentes podem ser tomadas por um né de
cluster com base no acesso a esses discos. Se um no puder acessar os discos da caixa de correio de outros
nos fora de seu parceiro de HA, provavelmente estara ativo e integro.

A arquitetura da caixa de correio e o método de heartbeat baseado em disco de resolucéo de
@ quérum de cluster e problemas de split-brain sdo os motivos pelos quais a variante multinode
do ONTAP Select requer quatro nds separados ou um mediador para um cluster de dois nos.

Postagem da caixa postal HA

A arquitetura da caixa de correio do HA usa um modelo de postagem de mensagens. Em intervalos repetidos,
0s nos do cluster enviam mensagens para todos os outros discos da caixa de correio no cluster, incluindo o
mediador, informando que o no esta ativo e em execucao. Em um cluster saudavel a qualquer momento, um
unico disco de caixa de correio em um né de cluster tem mensagens postadas de todos os outros nés de
cluster.

Anexado a cada no de cluster Select € um disco virtual que € usado especificamente para acesso
compartilhado a caixa de correio. Esse disco é chamado de disco de caixa de correio mediador, porque sua
principal funcao é agir como um método de mediagao de cluster em caso de falhas de n6 ou particionamento
de rede. Este disco de caixa de correio contém particdes para cada né de cluster e € montado numa rede
iISCSI por outros nés de cluster Select. Periodicamente, esses nos postam status de integridade para a
particao apropriada do disco da caixa de correio. O uso de discos de caixa de correio acessiveis a rede
espalhados por todo o cluster permite inferir a integridade do né por meio de uma matriz de acessibilidade.
Por exemplo, os nds de cluster A e B podem postar na caixa de correio do ndé de cluster D, mas n&o na caixa
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de correio do no6 C. além disso, o n6 de cluster D n&o pode postar na caixa de correio do n6 C, portanto é
provavel que o no C esteja inativo ou isolado na rede e deva ser assumido.

HA coragao batendo

Assim como nas plataformas NetApp FAS, o ONTAP Select envia periodicamente mensagens de heartbeat de
HA pela interconexao de HA. Dentro do cluster ONTAP Select, isso € realizado por meio de uma conexao de
rede TCP/IP que existe entre parceiros de HA. Além disso, as mensagens de heartbeat baseadas em disco
sdo passadas para todos os discos da caixa de correio de HA, incluindo os discos da caixa de correio do
mediador. Essas mensagens sdo passadas a cada poucos segundos e lidas periodicamente. A frequéncia
com que eles sao enviados e recebidos permite que o cluster ONTAP Select detete eventos de falha de HA
em aproximadamente 15 segundos, a mesma janela disponivel nas plataformas FAS. Quando as mensagens
de heartbeat ndo estdo mais sendo lidas, um evento de failover é acionado.

A figura a seguir mostra o processo de envio e recebimento de mensagens de heartbeat sobre os discos de
interconexao e mediador de HA na perspetiva de um uUnico né de cluster ONTAP Select, né C.

Os batimentos cardiacos da rede sao enviados pela interconexdo de HA para o parceiro de HA,
@ noé D, enquanto os batimentos cardiacos do disco usam discos de caixa postal em todos os nés
de cluster, A, B, C e D.

HA heartbearing em um cluster de quatro nés: Estado estavel

IP Hearbeat

4-node ONTAP Select cluster |

h

'l ’
Server C Server D

" -
Server A Server B

D

Mailbox Hearbeat —

1.“ - | '\‘

Cluster rootdisks ~ Mediator
Mailbox disk

Failover de HA e giveback

Durante uma operacéao de failover, o n6 sobrevivente assume as responsabilidades de fornecimento de dados
para o n6 de mesmo nivel usando a copia local dos dados do parceiro de HA. A e/S do cliente pode continuar
ininterrupta, mas as alteracdes a esses dados devem ser replicadas antes que a giveback possa ocorrer.
Observe que o ONTAP Select ndo oferece suporte a um giveback forgado porque isso faz com que as
alteragbes armazenadas no no6 sobrevivente sejam perdidas.

A operacgao de retorno de sincronizagao € acionada automaticamente quando o no reinicializado rejura o
cluster. O tempo necessario para a sincronizacao de volta depende de varios fatores. Esses fatores incluem o
numero de alteragcdes que devem ser replicadas, a laténcia da rede entre os nés e a velocidade dos
subsistemas de disco em cada né. E possivel que o tempo necessario para a sincronizagdo de volta exceda a
janela de retorno automatico de 10 minutos. Neste caso, é necessario um manual de giveback apos a
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sincronizagao de volta. O progresso da sincronizagéo de volta pode ser monitorado usando o seguinte
comando:

storage aggregate status -r —-aggregate <aggregate name>

Desempenho

Desempenho
O desempenho varia com base na configuragao do hardware.

O desempenho de um cluster ONTAP Select pode variar consideravelmente devido as carateristicas do
hardware e da configuragao subjacentes. A configuracdo de hardware especifica € o maior fator no
desempenho de uma instancia do ONTAP Select especifica. Aqui estdo alguns dos fatores que afetam o
desempenho de uma instancia especifica do ONTAP Select:

* Frequéncia central. Em geral, uma frequéncia mais alta & preferivel.

* * Soquete uUnico versus soquete multiplo*. O ONTAP Select ndo usa recursos de varios soquetes, mas a
sobrecarga do hipervisor para suportar configuragdes de varios soquetes representa algum desvio no
desempenho total.

» Configuragao da placa RAID e driver de hipervisor associado. O driver padréo fornecido pelo
hypervisor pode precisar ser substituido pelo driver do fornecedor de hardware.

* Tipo de unidade e numero de unidades no(s) grupo(s) RAID.

» Versao do hipervisor e nivel de patch.

Desempenho: Storage SSD de conexao direta premium HA

Informacdes de desempenho para a plataforma de referéncia.

Plataforma de referéncia

Hardware ONTAP Select (Premium XL) (por no)

* FUJITSU PRIMERGY RX2540 M4:
o CPU Intel® Xeon® Gold 6142b a 2,6 GHz
> 32 nucleos fisicos (16 x 2 soquetes), 64 logicos
> 256 GB DE RAM
o Unidades por host: 24 960GB SSD
o ESX 6.5U1

Hardware do cliente
* 5 x NFSv3 clientes IBM 3550M4
Informacdes de configuracao

*« SW RAID 1 x 9 e 2 RAID-DP (11 unidades)
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» 22x 1 RAID-5 (RAID-0 em ONTAP) / cache RAID NVRAM

» Sem recursos de eficiéncia de storage em uso (compactagéo, deduplicagao, copias Snapshot, SnapMirror

etc.)

Atabela a seguir lista a taxa de transferéncia medida em relagéo a cargas de trabalho de leitura/gravacéo em
um par de ONTAP Select nés de alta disponibilidade (HA) usando RAID de software e RAID de hardware. As
medicdes de desempenho foram realizadas com a ferramenta SIO de geragéo de carga.

@ Esses numeros de desempenho sdo baseados no ONTAP Select 9,6.

Resultados de desempenho para um cluster ONTAP Select de n6 unico (parte de uma instancia média
de quatro nés) em um SSD de armazenamento de conexao direta (DAS), com RAID de software e RAID

de hardware

Descricao Leitura
sequencial
64KiB

Insténcia grande 2171 MiBps
do ONTAP

Select com RAID

de software DAS

(SSD)

Instancia média 2090 MiBps
ONTAP Select

com RAID de

software DAS

(SSD)

Instdncia média 2038 MiBps
ONTAP Select

com RAID de

hardware DAS

(SSD)

64K leitura sequencial
Detalhes:
+ SIO Direct I/o ativado
* 2nos

* 2 x NIC de dados por né

Gravagao
sequencial
64KiB

559 MiBps

592 MiBps

520 MiBps

Leitura

aleatoria 8KiB

954 MiBps

677 MiBps

578 MiBps

Gravagao
aleatoria 8KiB

394 MiBps

335 MiBps

325 MiBps

Random WR/
RD (50/50) 8KiB

564 MiBps

441 3MiBps

399 MiBps

* 1 agregado de dados por n6 (RAID de hardware de 2TB GB), (RAID de software de 8TB GB)

* 64 SIO procs, 1 rosca por proc

* 32 volumes por nd

* 1 x arquivos por prod; os arquivos sdo 12000MB cada

64K gravagao sequencial

Detalhes:
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SIO Direct I/o ativado

2 nos

2 placas de interface de rede de dados (NICs) por n6

1 agregado de dados por n6 (RAID de hardware de 2TB GB), (RAID de software de 4TB GB)
128 SIO procs, 1 rosca por proc

Volumes por nd: 32 (RAID de hardware), 16 (RAID de software)

1 x arquivos por prod; os arquivos sao 30720MB cada

8K leitura aleatéria

Detalhes:

SIO Direct /o ativado

2 nos

2 x NICs de dados por no

1 agregado de dados por n6 (RAID de hardware de 2TB GB), (RAID de software de 4TB GB)
64 SIO procs, 8 threads por proc

Volumes por né: 32

1 x arquivos por prod; os arquivos sdo 12228MB cada

8K gravacao aleatéria

Detalhes:

SIO Direct /o ativado

2 nos

2 x NICs de dados por né

1 agregado de dados por né (RAID de hardware de 2TB GB), (RAID de software de 4TB GB)
64 SIO procs, 8 threads por proc

Volumes por no: 32

1 x arquivos por prod; os arquivos sao 8192MB cada

8K aleatoriamente 50% escrevem 50% de leitura

Detalhes:

SIO Direct I/o ativado

2 nos

2 x NICs de dados por no

1 agregado de dados por n6 (RAID de hardware de 2TB GB), (RAID de software de 4TB GB)
64 SIO proc208 threads por proc

Volumes por né: 32

1 x arquivos por prod; os arquivos sdo 12228MB cada
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Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
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recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
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POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
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A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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