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ONTAP Select

Requisitos do ONTAP Select e consideracoes de
Planejamento

Existem varios requisitos gerais que vocé deve considerar como parte do Planejamento
de uma implantagcdo do ONTAP Select.

Conhecimento e habilidades do Linux necessarias para KVM

O Linux com o hypervisor KVM é um ambiente complexo para trabalhar. Antes de implantar o ONTAP Select
no KVM, vocé deve ter o conhecimento e as habilidades necessarias.

Distribuigdo de servidores Linux

Vocé deve ter experiéncia com a distribuicao Linux especifica a ser usada para sua implantacdo do ONTAP
Select. Especificamente, vocé deve ser capaz de executar as seguintes tarefas:

* Instale a distribuicdo Linux
» Configure o sistema usando a CLI

» Adicione pacotes de software, bem como quaisquer dependéncias

Para obter mais informagbes sobre como preparar o servidor Linux, incluindo a configuracdo necessaria e os
pacotes de software, consulte a lista de verificagdo de configuragdo do host. Consulte os requisitos do
hypervisor para as distribuigdées Linux atualmente suportadas.

Implantagcao e administragdao de KVM

Vocé deve estar familiarizado com os conceitos gerais de virtualizagdo. Além disso, existem varios
comandos CLI do Linux que vocé deve usar como parte da instalagdo e administragdo do ONTAP Select
em um ambiente KVM:

°* virt-install
®* virsh

° 1sblk

* lvs

* vgs

* pvs

Configuracao de rede e vSwitch aberto

Vocé deve estar familiarizado com os conceitos de rede e a configuragdo de switches de rede. Além disso,
vocé deve ter experiéncia com Open vSwitch. Vocé deve usar os seguintes comandos de rede uma parte
da configuragédo da rede ONTAP Select em um ambiente KVM:

®* ovs-vsctl
.j—p

°* ip link



®* systemctl

Tamanho do cluster e consideragoes relacionadas
Ha varios problemas de Planejamento relacionados ao tamanho do cluster que vocé deve considerar.

Numero de nés no cluster

Um cluster ONTAP Select € composto por um, dois, quatro, seis, oito, dez ou doze nds. Vocé deve
determinar o tamanho do cluster com base nos requisitos da aplicagao. Por exemplo, se a capacidade de
alta disponibilidade for necessaria para uma implantagéo corporativa, um cluster com varios nés deve ser
usado.

Dedicado versus colocado

Com base no tipo de aplicativo, vocé deve determinar se a implantagdo segue o modelo dedicado ou
colocalizado. Observe que o modelo colocalizado pode ser mais complexo devido a diversidade de carga
de trabalho e integragcdo mais restrita.

Consideragoes sobre o host do hipervisor

Ha varios problemas de Planejamento relacionados ao host do hipervisor que vocé deve considerar.

Vocé nao deve modificar diretamente a configuragdo de uma maquina virtual ONTAP Select, a
menos que seja direcionado para fazé-lo pelo suporte do NetApp. Uma maquina virtual s6 deve

@ ser configurada e modificada por meio do utilitario de administragdo implantar. Fazer alteragbes
em uma maquina virtual ONTAP Select fora do utilitario implantar sem a ajuda do suporte do
NetApp pode fazer com que a maquina virtual falhe e inutilizavel.

Independente do hipervisor

Tanto o ONTAP Select quanto o utilitario de administragcado do ONTAP Select Deploy sao independentes de
hipervisor. Os hypervisors a seguir sdo compativeis com ambos.

* VMware ESXi
» Kernel-Based Virtual Machine (KVM)

A partir do ONTAP Select 9.14.1, o suporte ao hipervisor KVM foi reintegrado. Anteriormente, o

@ suporte para a implantagao de um novo cluster em um hipervisor KVM foi removido no ONTAP
Select 9.10.1 e o suporte para o gerenciamento de clusters e hosts KVM existentes, exceto
para ficar offline ou excluido, foi removido no ONTAP Select 9.11.1.

Consulte as informagdes de Planejamento especificas do hypervisor e as notas de verséo para obter detalhes
adicionais sobre as plataformas suportadas.

Hipervisor para nés ONTAP Select e utilitario de administragao

Tanto o utilitario de administragao de implantagéo quanto os nés do ONTAP Select sdo executados como
maquinas virtuais. O hypervisor que vocé escolher para o utilitario Deploy é independente do hypervisor
que vocé escolher para os nés do ONTAP Select. Vocé tem total flexibilidade ao emparelhar os dois:

+ O utilitario de implantagdo em execugao no VMware ESXi pode criar e gerenciar clusters do ONTAP
Select no VMware ESXi ou no KVM

+ O utilitario de implantagdo em execugao no KVM pode criar e gerenciar clusters do ONTAP Select no
VMware ESXi ou no KVM



Uma ou mais instancias de n6 ONTAP Select por host

Cada n6 do ONTAP Select é executado como uma maquina virtual dedicada. Vocé pode criar varios nés no
mesmo host de hipervisor, com as seguintes restrigbes:

* Varios nés de um unico cluster ONTAP Select ndo podem ser executados no mesmo host. Todos os
nos em um host especifico devem ser de diferentes clusters do ONTAP Select.
* Vocé deve usar o armazenamento externo.

» Se vocé usar RAID de software, s6 podera implantar um né ONTAP Select no host.

Consisténcia do hipervisor para os nés dentro de um cluster

Todos os hosts em um cluster do ONTAP Select devem ser executados na mesma versio e versio do
software do hypervisor.

Numero de portas fisicas em cada host
Vocé deve configurar cada host para usar uma, duas ou quatro portas fisicas. Embora vocé tenha

flexibilidade ao configurar as portas de rede, siga estas recomendagbes sempre que possivel:
* Um host em um cluster de né unico deve ter duas portas fisicas.

» Cada host em um cluster de varios nés deve ter quatro portas fisicas

Integracdo do ONTAP Select com um cluster baseado em hardware da ONTAP

N&o é possivel adicionar um n6 ONTAP Select diretamente a um cluster baseado em hardware da ONTAP.
No entanto, vocé pode, opcionalmente, estabelecer uma relagédo de peering de cluster entre um cluster
ONTAP Select e um cluster ONTAP baseado em hardware.

Consideragoes sobre armazenamento

Ha varios problemas de Planejamento relacionados ao storage de host que vocé deve considerar.

Tipo de RAID

Ao usar o armazenamento de conexao direta (DAS) no ESXi, vocé deve decidir se deve usar uma
controladora RAID de hardware local ou o recurso RAID de software incluido no ONTAP Select. Se vocé
usar o software RAID, consulte "Consideracdes sobre armazenamento e RAID" para obter mais
informacoes.

Armazenamento local
Ao usar o armazenamento local gerenciado por um controlador RAID, vocé deve decidir o seguinte:

* Quer utilize um ou mais grupos RAID
» Seja para usar um ou mais LUNs

Armazenamento externo
Ao usar a solugcdo ONTAP Select vNAS, vocé deve decidir onde os armazenamentos de dados remotos
estdo localizados e como eles sdo acessados. O ONTAP Select vNAS oferece suporte as seguintes
configuragdes:
* VMware VSAN

* Matriz de armazenamento externa genérica



Estimativa para o armazenamento necessario

Vocé deve determinar a quantidade de storage necessaria para os nés do ONTAP Select. Essas
informacdes sao necessarias como parte da aquisicao das licencas adquiridas com capacidade de
armazenamento. Consulte restricbes de capacidade de armazenamento para obter mais informacoes.

@ A capacidade de armazenamento ONTAP Select corresponde ao tamanho total permitido dos
discos de dados anexados a maquina virtual ONTAP Select.

Modelo de licenciamento para implantagao de produgao

Vocé deve selecionar as categorias de capacidade ou o modelo de licenciamento de pools de capacidade
para cada cluster do ONTAP Select implantado em ambiente de produgéo. Consulte a secdo Licenga para
obter mais informacgoes.

Autenticagao usando o armazenamento de credenciais

O armazenamento de credenciais ONTAP Select Deploy € uma base de dados contendo informacgdes de
conta. O Deploy usa as credenciais da conta para executar a autenticagdo do host como parte da criagédo e
gerenciamento do cluster. Vocé deve estar ciente de como o armazenamento de credenciais € usado como
parte do Planejamento de uma implantagao do ONTAP Select.

@ As informacgdes da conta sdo armazenadas de forma segura na base de dados usando o
algoritmo de criptografia AES (Advanced Encryption Standard) e o algoritmo de hash SHA-256.

Tipos de credenciais
Sao suportados os seguintes tipos de credenciais:

* host

A credencial host é usada para autenticar um host de hipervisor como parte da implantagdo de um no
ONTAP Select diretamente no ESXi ou KVM.

* vcenter

A credencial vcenter é usada para autenticar um servidor vCenter como parte da implantagao de um
noé ONTAP Select no ESXi quando o host & gerenciado pelo VMware vCenter.

Acesso

O armazenamento de credenciais € acessado internamente como parte da execucao de tarefas
administrativas normais usando o Deploy, como a adi¢ao de um host de hipervisor. Vocé também pode
gerenciar o armazenamento de credenciais diretamente por meio da interface de usuario da Web Deploy e
da CLI.

Informacgdes relacionadas

» "Consideragdes sobre armazenamento e RAID"

Consideragoes sobre hardware e hypervisor VMware do
ONTAP Select

Ha varios requisitos de hardware e problemas de Planejamento que vocé deve
considerar relacionados ao ambiente VMware.



Requisitos de hipervisor

Existem varios requisitos relacionados ao hypervisor em que o ONTAP Select é executado.

@ Vocé deve revisar 0"Notas de versao do ONTAP Select" para quaisquer outras restrigdes ou
limitacdes conhecidas.

Licenciamento da VMware

Para implantar um cluster do ONTAP Select, sua organizagao deve ter uma licenga valida do VMware vSphere
para os hosts de hypervisor em que o ONTAP Select é executado. Vocé deve usar as licengas apropriadas
para sua implantacéao.

Compatibilidade de software

Vocé pode implantar o ONTAP Select em hipervisores KVM e ESXi.

KVM
O ONTAP Select oferece suporte as seguintes versdes do hipervisor KVM:

* KVM no Red Hat Enterprise Linux (RHEL) 10.1, 10.0, 9.7, 9.6, 9.5, 9.4, 9.2, 9.1, 9.0, 8.8, 8.7, ¢ 8.6
* KVM no Rocky Linux 10.1, 10.0, 9.7, 9.6, 9.5,9.4,9.3,9.2,9.1,9.0,8.9,8.8,8.7 ¢ 8.6

ESXi
O ONTAP Select oferece suporte as seguintes versdes do hipervisor ESXi:

* VMware ESXi 9.0

* VMware ESXi 8,0 U3

* VMware ESXi 8,0 U2

* VMware ESXi 8,0 U1 (compilagao 21495797)
* VMware ESXi 8,0 GA (compilagdo 20513097)

@ O NetApp oferece suporte ao ONTAP Select nas versdes identificadas do ESXi, desde que
o VMware continue a suportar as mesmas versoes.

O ESXi 7.0 GA atingiu o fim da sua disponibilidade. Se vocé possui clusters ONTAP Select
@ com esta versao, é necessario atualizar para as versdes compativeis, conforme indicado
em [inserir aqui o caminho aqui]. "Ferramenta de Matriz de interoperabilidade (IMT)" .

VMware vCenter e hosts ESXi independentes

Se um host de hipervisor ESXi for gerenciado por um servidor vCenter, vocé devera Registrar o host no
utilitario de administragao implantar usando as credenciais do vCenter. Nao é possivel Registrar o host como
um host autdbnomo usando as credenciais ESXi.

Requisitos basicos de hardware

O host do hypervisor fisico onde vocé implantar o ONTAP Select deve atender a varios requisitos de
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hardware. Vocé pode escolher qualquer plataforma para o host do hypervisor, desde que atenda aos
requisitos minimos de hardware. Os seguintes fornecedores fornecem plataformas de hardware suportadas:
Cisco, Dell, HP, Fujitsu, Lenovo e Supermicro.

@ A partir da versao 9.9.1 do ONTAP Select , somente os modelos de CPU baseados em Intel
Xeon Sandy Bridge ou posteriores sao suportados.

Consulte a "Ferramenta de Matriz de interoperabilidade, janela em branco" para obter mais informacgoes.

Requisitos basicos de hardware

Existem varios requisitos comuns de hardware que se aplicam a todas as plataformas, independentemente do
tipo de instancia do né ou da oferta de licenga.

Processador
Os microprocessadores suportados incluem processadores Intel Xeon para servidor, consulte "Processadores

Intel Xeon, janela em branco" para maiores informacgoes.

@ Os processadores Advanced Micro Devices (AMD) nao sao compativeis com o ONTAP Select.

Configuragao Ethernet

Existem varias configura¢des Ethernet suportadas com base no tamanho do cluster.

Tamanho do cluster Requisitos minimos Requisitos recomendados
Cluster de n6 unico 2 x 1GbE 2 x 10GbE

Cluster de dois n6s ou 4 x 1GbE ou 1 x 10GbE 2 x 10GbE

MetroCluster SDS

Cluster de quatro, seis, 2 x 10GbE 4 x 10GbE ou 2 x 25/40GbE

oito, dez ou doze nds

Requisitos de hardware adicionais baseados no tipo de instancia

Existem varios requisitos adicionais de hardware com base no tipo de instancia do no.

"Entenda as ofertas de licenca da plataforma"Consulte para obter mais informacgdes.

Tamanho do n6 nucleos de CPU Memodria Oferta de licenga de
plataforma necessaria

Pequeno Seis nucleos fisicos ou 24 GB ou mais, com 16 Padrao, premium ou
mais, com quatro GB reservados para premium XL
reservados para o ONTAP ONTAP Select
Select

Média Dez nucleos fisicos ou 72 GB ou mais, com 64 Premium ou Premium XL

mais, com oito reservados GB reservados para
para o ONTAP Select ONTAP Select

Grande Dezoito nucleos fisicos ou 136 GB ou mais, com 128 XL premium
mais, com dezesseis GB reservados para
reservados para o ONTAP ONTAP Select
Select
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@ Existem requisitos de disco adicionais baseados na licenga da plataforma. Consulte
"Armazenamento e RAID" para obter mais informacdes.

Consideracoes sobre armazenamento ONTAP Select e RAID

Ha varios problemas de Planejamento relacionados ao storage de host do ONTAP Select
que vocé deve considerar.

@ As informacgdes de suporte de armazenamento externo estao descritas na "Requisitos do
ONTAP Select vNAS".

Requisitos do controlador RAID de hardware

O controlador RAID no host do hipervisor onde vocé implantar o ONTAP Select deve atender a varios
requisitos.

Um host em que o ONTAP Select é executado requer unidades fisicas locais ao usar um

@ controlador RAID de hardware ou o recurso RAID de software fornecido com o ONTAP Select.
Se vocé usar a solugdo ONTAP Select VNAS para acessar o armazenamento externo, um
controlador RAID local e o recurso RAID de software ndo seréo usados.

Os requisitos minimos para o controlador RAID incluem:

» Taxa de transferéncia de 12 Gbps

» Cache interno de 512 MB com bateria ou flash (SuperCAP)

» Configurado no modo write-back:
o Ativar o modo de failback para "gravar através" (se suportado)
o Ativar a politica "sempre leitura antecipada" (se suportada)

» Todos os discos locais atras da controladora RAID devem ser configurados como um unico grupo RAID;
varios controladores RAID podem ser usados, se necessario:

o Desative o cache de unidade local para o grupo RAID, que é fundamental para preservar a integridade
dos dados.

A configuracdo de LUN deve ser realizada com base nas seguintes diretrizes:

> Se o tamanho do grupo RAID exceder o tamanho maximo de LUN de 64TB GB, vocé deve configurar
varias LUNs de tamanho igual que consumam todo o armazenamento disponivel no grupo RAID.

> Se o tamanho do grupo RAID for menor do que o tamanho maximo de LUN de 64TB, vocé devera
configurar um LUN consumindo todo o armazenamento disponivel no grupo RAID.
Requisitos RAID de software

Ao implantar um cluster ONTAP Select no hypervisor, vocé pode utilizar o recurso RAID de software fornecido
pelo ONTAP Select em vez de um controlador RAID de hardware local. Ha varios requisitos e restrigbes que
vocé deve estar ciente antes de implantar um cluster usando RAID de software.

Requisitos gerais

O ambiente para uma implantagéo de RAID de software deve atender aos seguintes requisitos principais:



* VMware ESXi 8.0 GA (compilagdo 20513097) ou posterior
 Licenga ONTAP Select premium ou superior

» Apenas unidades SSD locais

» Separagéao de discos do sistema dos agregados raiz e dados

* Nenhum controlador RAID de hardware no host

@ Se houver uma controladora RAID de hardware, consulte "Armazenamento de mergulho
profundo"a segéo para obter os requisitos de configuragdo adicionais.

Requisitos especificos do ESXi

* VMware ESXi 8.0 GA (compilagdo 20513097) ou posterior
* O VMware VMotion, HA e DRS nao s&o compativeis

* Nao é possivel usar o RAID de software com um né que tenha sido atualizado do ONTAP Select 9,4 ou
anterior. Se for esse o caso, vocé precisara criar um novo né para a implantacdo de software RAID.

Requisitos especificos do KVM

Ha também requisitos especificos de configuragdo de pacotes de software. Veja o "preparacao do servidor
Linux" passo para mais informacoes.

Expectativas de Midia para a KVM
Os dispositivos de armazenamento flash SSD usados devem atender aos seguintes requisitos adicionais:

* Os dispositivos SSD devem reportar-se com precisao e persisténcia ao host Linux através dos
seguintes métodos:

o cat /sys/block/<device>/queue/rotational
O valor comunicado para estes comandos deve ser '0'.

» Espera-se que os dispositivos estejam conetados a um HBA ou, em alguns casos, a um controlador
RAID configurado para operar no modo JBOD. Ao usar um controlador RAID, a fungao do dispositivo
deve ser passada pelo host sem sobrecarregar qualquer funcionalidade RAID. Ao usar um controlador
RAID no modo JBOD, vocé deve revisar a documentagédo do RAID ou entrar em Contato com o
fornecedor conforme necessario para garantir que o dispositivo reporta a velocidade de rotagdo como
'0".

» Existem dois componentes de armazenamento separados:

o Armazenamento de maquinas virtuais
Este € um pool LVM (pool de armazenamento) que contém os dados do sistema usados para
hospedar a maquina virtual ONTAP Select. O pool de LVM precisa ter o respaldo de um dispositivo
flash de alta resisténcia e pode ser SAS, SATA ou NVMe. Um dispositivo NVMe é recomendado
para melhorar o desempenho.

> Discos de dados

Este € um conjunto de unidades SSD SAS ou SATA usadas para gerenciamento de dados. Os
dispositivos SSD devem ser de nivel empresarial e duraveis. A interface NVMe nao é compativel.

» Todos os dispositivos devem ser formatados com 512BPS.
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Configuracado de n6 ONTAP Select

Vocé deve configurar cada né ONTAP Select e host de hipervisor da seguinte forma para separar os discos do
sistema das agregados raiz e de dados:

 Criar um pool de storage do sistema vocé deve criar um pool de storage para os dados do sistema ONTAP
Select. E necessario anexar o pool de storage como parte da configuragdo do né ONTAP Select.

» Anexar discos fisicos necessarios o host do hipervisor deve ter os discos SSD necessarios conetados e
disponiveis para uso pela maquina virtual ONTAP Select. Essas unidades mantém os agregados de raiz e
dados. E necessario anexar os discos de storage como parte da configuracdo do né ONTAP Select.

Restricoes de capacidade de armazenamento

Como parte do Planejamento de uma implantagdo do ONTAP Select, vocé deve estar ciente das restricdes
relacionadas a alocagéo e uso do storage.

As restricbes de armazenamento mais importantes sao apresentadas abaixo. Vocé também deve rever o
"Ferramenta de Matriz de interoperabilidade" para obter informagdes mais detalhadas.

O ONTAP Select impbe varias restricdes relacionadas a alocagao e uso de storage. Antes de
implantar um cluster do ONTAP Select ou comprar uma licenga, vocé deve estar familiarizado
com essas restricdes. Consulte "Licenca"a secg¢ao para obter mais informagoes.

Calcular a capacidade bruta de storage

A capacidade de armazenamento ONTAP Select corresponde ao tamanho total permitido dos dados virtuais e
dos discos raiz conetados a maquina virtual ONTAP Select. Vocé deve considerar isso ao alocar a
capacidade.

Capacidade de storage minima para um cluster de né tnico

O tamanho minimo do pool de storage alocado para o né em um cluster de né Unico é:

* Avaliacao: 500 GB
* Producao: 1,0 TB

A alocacao minima para uma implantacao de producao consiste em 1 TB para dados do usuario, mais
aproximadamente 266 GB usados por varios processos internos do ONTAP Select, o que é considerado
sobrecarga necessaria.

Capacidade de storage minima para um cluster de varios nés
O tamanho minimo do pool de storage alocado para cada n6 em um cluster de varios nos é:
* Avaliacdo: 1,9 TB

* Producgdo: 2,0 TB

A alocagao minima para uma implantagao de produgéo consiste em 2 TB para dados do usuario, mais
aproximadamente 266 GB usados por varios processos internos do ONTAP Select, o que é considerado
sobrecarga necessaria.
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Cada n6 em um par de HA precisa ter a mesma capacidade de storage.

Ao estimar a quantidade de storage de um par de HA, vocé deve considerar que todos os
@ agregados (raiz e dados) sédo espelhados. Como resultado, cada Plex do agregado consome
uma quantidade igual de armazenamento.

Por exemplo, quando um agregado 2TB ¢é criado, ele aloca 2TB para duas instancias Plex (2TB
para plex0 e 2TB para plex1) ou 4TB da quantidade total de armazenamento licenciado.

Capacidade de storage e varios pools de storage

Vocé pode configurar cada n6 do ONTAP Select para usar até 400 TB de armazenamento ao usar
armazenamento de conexao direta local, VMware VSAN ou arrays de armazenamento externos. No entanto,
um unico pool de armazenamento tem um tamanho maximo de 64 TB ao usar armazenamento de conexao
direta ou matrizes de armazenamento externas. Portanto, se vocé planeja usar mais de 64 TB de
armazenamento nessas situagdes, deve alocar varios pools de armazenamento da seguinte forma:

* Atribua o pool de armazenamento inicial durante o processo de criagao do cluster

* Aumente o storage de nés alocando um ou mais pools de storage adicionais

Um buffer de 2% néao € utilizado em cada pool de storage e ndo requer licenga de capacidade.
Esse armazenamento ndo é usado pelo ONTAP Select, a menos que um limite de capacidade

@ seja especificado. Se um limite de capacidade for especificado, essa quantidade de
armazenamento sera usada, a menos que a quantidade especificada caia na zona de buffer de
2%. O buffer é necessario para evitar erros ocasionais que ocorrem ao tentar alocar todo o
espaco em um pool de armazenamento.

Capacidade de storage e VMware VSAN

Ao usar o VMware VSAN, um armazenamento de dados pode ser maior que 64 TB. No entanto, vocé s6 pode
alocar inicialmente até 64 TB ao criar o cluster ONTAP Select. Depois que o cluster é criado, vocé pode alocar
armazenamento adicional do armazenamento de dados VSAN existente. A capacidade do armazenamento de
dados VSAN que pode ser consumida pelo ONTAP Select € baseada no conjunto de politicas de
armazenamento de VM.

Praticas recomendadas

Vocé deve considerar as seguintes recomendacgdes em relagdo ao hardware do nucleo do hipervisor:

» Todas as unidades em um unico agregado ONTAP Select devem ser do mesmo tipo. Por exemplo, vocé
nao deve misturar unidades HDD e SSD no mesmo agregado.

Requisitos adicionais de unidade de disco com base na licenga da plataforma

As unidades que vocé escolher sao limitadas com base na oferta de licenca da plataforma.

Os requisitos de unidade de disco aplicam-se ao usar uma controladora RAID local e unidades,
bem como RAID de software. Esses requisitos ndo se aplicam ao storage externo acessado por
meio da solucdo ONTAP Select vNAS.

Padrao
+« HDD INTERNO DE 8 A 60 TB (NL-SAS, SATA, SAS DE 10K GB)
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Premium
+ HDD INTERNO DE 8 A60 TB (NL-SAS, SATA, SAS DE 10K GB)

* SSD interno de 4 GB a 60 GB

XL premium
* HDD INTERNO DE 8 A 60 TB (NL-SAS, SATA, SAS DE 10K GB)

e SSD interno de 4 GB a 60 GB
* NVMe interno de 4 a 14 GB

@ O RAID de software com unidades DAS locais € compativel com a licenga premium (somente
SSD) e a licenga XL premium (SSD ou NVMe).

Unidades NVMe com software RAID

Vocé pode configurar o RAID de software para usar unidades SSD NVMe. Seu ambiente precisa atender aos
seguintes requisitos:

* ONTAP Select com um utilitario de administragcao Deploy compativel

» Oferta de licenga de plataforma Premium XL ou uma licenga de avaliagdo de 90 dias

* VMware ESXi versao 8.0 ou posterior

+ Dispositivos NVMe em conformidade com a especificagcao 1,0 ou posterior

Vocé precisa configurar manualmente as unidades NVMe antes de usa-las. Consulte "Configurar um host para
usar unidades NVMe" para obter mais informagdes.

Requisitos de armazenamento externo

Requisitos do ONTAP Select VMware ESXi

O ONTAP Select vNAS é uma solucao que permite que os armazenamentos de dados
do ONTAP Select sejam externos ao host do hipervisor ESXi onde a maquina virtual
ONTAP Select é executada. Esses armazenamentos de dados remotos podem ser
acessados por meio do VMware VSAN ou de um storage array externo genérico.

Requisitos basicos e restricées

A solugao ONTAP Select vNAS pode ser usada com um cluster ONTAP Select de qualquer tamanho.

Todos os componentes de armazenamento relacionados, incluindo requisitos de hardware, software e
recursos, devem cumprir os requisitos descritos "Ferramenta de Matriz de interoperabilidade"no . Além disso,
o ONTAP Select oferece suporte a todos os storage arrays externos descritos na documentacéao de
compatibilidade de armazenamento/SAN do VMware, incluindo iSCSI, nas (NFSv3), Fibre Channel e Fibre
Channel over Ethernet. O suporte a array externo € limitado pela versdo ESXi suportada pelo ONTAP Select.

Os seguintes recursos da VMware sao suportados ao implantar um cluster com o ONTAP Select vNAS:

* VMotion
+ Alta disponibilidade (HA)
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» Agendador de recursos distribuidos (DRS)

Esses recursos da VMware sdo compativeis com clusters ONTAP Select de n6 Unico e varios
nos. Ao implantar um cluster de varios nds, vocé deve garantir que dois ou mais nés do mesmo
cluster ndo sejam executados no mesmo host de hipervisor.

Os seguintes recursos da VMware n&o sao suportados:

* Tolerancia a falhas (FT)

* Armazenamento de dados virtual (VVOL)

Requisitos de configuragao

Se vocé planeja usar um armazenamento de dados VMFS em um storage array externo (iISCSI, Fibre
Channel, Fibre Channel over Ethernet), crie um pool de armazenamento VMFS antes de configurar o ONTAP
Select para usar o armazenamento. Se vocé usar um datastore NFS, ndo sera necessario criar um datastore
VMFS separado. Todos os datastores VSAN devem ser definidos no mesmo cluster ESXi.

Vocé deve fornecer um limite de capacidade para cada armazenamento de dados no VMware
VSAN ou em um storage array externo ao configurar um host ou executar uma operagao de

@ adicao de storage. A capacidade especificada deve estar dentro dos limites de armazenamento
permitidos do armazenamento externo. Um erro ocorrera se vocé nao fornecer um limite de
capacidade ou o armazenamento externo ficar sem espago durante a operagéo de criagao de
disco.

Praticas recomendadas

Consulte a documentagéao disponivel da VMware e siga as praticas recomendadas aplicaveis identificadas
para hosts ESXi. Além disso:

« Definir portas de rede dedicadas, largura de banda e configuragdes vSwitch para as redes ONTAP Select
e armazenamento externo (VMware VSAN e trafego genérico de storage array ao usar iSCSI ou NFS)

» Configurar a opgao capacidade para restringir a utilizacdo do storage (0 ONTAP Select ndo pode consumir
toda a capacidade de um datastore vNAS externo)

« Certifique-se de que todos os storage arrays externos genéricos usem os recursos de redundancia e HA
disponiveis, sempre que possivel

Requisitos de KVM da ONTAP Select

Vocé pode configurar o ONTAP Select no hipervisor KVM com um storage array externo.

Requisitos basicos e restrigcées

Se vocé usar um array externo para os pools de armazenamento do ONTAP Select, as seguintes restricdes de
configuragao se aplicam:

* Vocé deve definir como o tipo de pool légico usando CLVM.

* Vocé precisa fornecer um limite de capacidade de storage.

A configuragéo so da suporte aos protocolos FC, Fibre Channel over Ethernet (FCoE) e iSCSI.

+ A configuragédo nao reconhece o armazenamento provisionado de forma fina.
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A capacidade de armazenamento especificada tem de estar dentro dos limites de

@ armazenamento permitidos do armazenamento externo. Um erro ocorre se vocé nao fornecer
um limite de capacidade ou o armazenamento externo ficar sem espago durante a operagao de
criacao de disco.

Praticas recomendadas

Vocé deve seguir as seguintes recomendagodes:
 Defina portas de rede dedicadas, largura de banda e configuragdes vSwitch para as redes ONTAP Select
e armazenamento externo

» Configurar a opgao capacidade para restringir a utilizagdo do storage (o0 ONTAP Select ndo pode consumir
toda a capacidade de um pool de storage externo)

* Verifique se todos os storages externos usam os recursos de redundancia e alta disponibilidade (HA)
disponiveis, sempre que possivel

Consideragoes sobre redes ONTAP Select

Vocé deve configurar a rede do hypervisor corretamente antes de implantar o ONTAP
Select.

Opcoes de switch virtual

Vocé deve configurar um switch virtual em cada um dos hosts ONTAP Select para oferecer suporte a rede
externa e a rede interna (somente clusters de varios nés). Como parte da implantagao de um cluster de varios
noés, vocé deve testar a conetividade de rede na rede interna do cluster.

@ Para saber mais sobre como configurar um vSwitch em um host de hipervisor e o recurso de
interface de alta velocidade, consulte a "Rede de mergulho profundo"segéao.

Upgrade para VMXNET3 (somente ESXi)

A partir do ONTAP Select 9,5 usando o Deploy 2,10, o VMXNET3 é o driver de rede padrao incluido nas
novas implantagdes de cluster no VMware ESXi. Se vocé atualizar um n6 ONTAP Select mais antigo para a
versao 9,5 ou posterior, o driver ndo sera atualizado automaticamente.

MTU do cluster

Uma rede interna separada é usada para conetar os nds do ONTAP Select em um cluster de varios nés.
Normalmente, o tamanho da MTU para esta rede € 9000. No entanto, ha situagdes em que esse tamanho de
MTU é muito grande para a rede que coneta os nés de ONTAP Select. Para acomodar os quadros menores, 0
tamanho da MTU usado pelo ONTAP Select na rede interna pode estar no intervalo de 7500-9000 bytes.

O tamanho da MTU é exibido na se¢ao Detalhes do cluster da pagina de criagéo do cluster. O valor é
determinado pelo utilitario de administragdo de implantacéo da seguinte forma:

1. Padréo inicial de 9000.

2. A medida que vocé adiciona os hosts e redes para os pares de HA, o valor MTU é reduzido conforme
necessario, com base na configuragéo dos vSwitches na rede.
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3. O valor final da MTU do cluster é definido depois de ter adicionado todos os pares de HA e estar pronto
para criar o cluster.

@ Vocé pode definir manualmente o valor MTU do cluster, se necessario, com base no design da
sua rede.

Host de duas NIC com vSwitch padrao (somente ESXi)

Para melhorar o desempenho do ONTAP Select em uma configuragéo de duas NIC, vocé deve isolar o trafego
de rede interno e externo usando dois grupos de portas. Esta recomendagéo se aplica a seguinte
configuracao especifica:

 Cluster de varios n6s ONTAP Select

» Duas NICs (NIC1 e NIC2)

* VVSwitch padrao
Neste ambiente, vocé deve configurar o trafego usando dois grupos de portas da seguinte forma:

Grupo de portas 1
* Rede interna (cluster, RSM, trafego HA-IC)

* O NIC1 esta ativo
* NIC2 em modo de espera
Grupo de portas 2
* Rede externa (dados e trafego de gerenciamento)
* NIC1 esta em espera

* NIC2 em ativo

Consulte "Rede de mergulho profundo”a segéo para obter mais informagbes sobre implantagdes de duas NIC.

Host de quatro NIC com vSwitch padrao (somente ESXi)

Para melhorar o desempenho do ONTAP Select em uma configuragao de quatro NIC, vocé deve isolar o
trafego de rede interno e externo usando quatro grupos de portas. Esta recomendacéao se aplica a seguinte
configuragao especifica:

* Cluster de varios nos ONTAP Select

* Quatro NICs (NIC1, NIC2, NIC3 e NIC4)

* VSwitch padrao
Neste ambiente, vocé deve configurar o trafego usando quatro grupos de portas da seguinte forma:

Grupo de portas 1
* Rede interna (cluster, trafego RSM)

* O NIC1 esta ativo
* NIC2, NIC3, NIC4 em modo de espera

Grupo de portas 2
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* Rede interna (cluster, trafego HA-IC)
* O NIC3 esta ativo
* NIC1, NIC2, NIC4 em modo de espera

Grupo de portas 3
* Rede externa (dados e trafego de gerenciamento)

* O NIC2 esta ativo
* NIC1, NIC3, NIC4 em modo de espera

Grupo de portas 4
* Rede externa (trafego de dados)

* O NIC4 esta ativo
* NIC1, NIC2, NIC3 em modo de espera

Consulte "Rede de mergulho profundo”a seg¢ao para obter mais informacdes sobre implantagdes de quatro

NIC.

Requisitos de trafego de rede

Vocé deve certificar-se de que seus firewalls estdo configurados corretamente para permitir que o trafego de
rede flua entre os varios participantes em um ambiente de implantagcdo do ONTAP Select.

Participantes

Existem varios participantes ou entidades que trocam trafego de rede como parte de uma implantagéo do
ONTAP Select. Estes sao introduzidos e, em seguida, utilizados na descrigao resumida dos requisitos de

trafego de rede.

* Implantar o utilitario de administragdo ONTAP Select Deploy

* VSphere (somente ESXi) um servidor vSphere ou host ESXi, dependendo de como o host é gerenciado
na implantagéo do cluster

 Servidor de hipervisor ESXi host de hipervisor ou host KVM Linux

* N6 OTS um n6 ONTAP Select
e Cluster do OTS um cluster ONTAP Select

» Estacao de trabalho administrativa local WS Admin

Resumo dos requisitos de trafego de rede

A tabela a seguir descreve os requisitos de trafego de rede para uma implantagcdo do ONTAP Select.

Protocolo / porta

ESXi/ KVM

KIT DE PROTEGAO ESXi

Direcédo Descricao

Implante no vCenter Server APl VMware VIX

Implante no vCenter Server APl VMware VIX

(443) (gerenciado) ou ESXi (gerenciado ou
nao gerenciado)

902 ESXi
(gerenciado) ou ESXi (ndo
gerenciado)

ICMP ESXi ou KVM

Implantar no servidor do hipervisor Ping
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Protocolo / porta ESXi/ KVM Diregao Descrigao

ICMP ESXi ou KVM Implante em cada n6 do OTS Ping

KIT DE MEIA (22) ESXi ou KVM Admin WS para cada n6 do OTS Administragcéao

KIT DE MEIA (22) KVM Implante nos nés do servidor do Acesse o servidor do

hipervisor hipervisor

KIT DE PROTECAO ESXi ou KVM Implante em nos e clusters de OTS  Acesse o ONTAP

(443)

KIT DE PROTECAO ESXi ou KVM Cada n6 do OTS a ser implantado Implantacao de acesso

(443) (licenciamento de pools
de capacidade)

ISCSI (3260) ESXi ou KVM Cada n6 do OTS a ser implantado Disco de mediador/caixa
de correio

ONTAP Select clusters de dois nés com HA

A implantacédo de um cluster de dois nés com HA envolve o mesmo Planejamento e
configuragdo usados com outras configuragdes de nos de cluster. No entanto, ha varias
diferencas que vocé deve estar ciente ao criar um cluster de dois nés.

Ambiente-alvo

O cluster de dois nés consiste em um par de HA e foi projetado especificamente para implantagées de
escritorios remotos e filiais.

@ Projetado principalmente para o ambiente de escritério remoto e filial, vocé também pode
implantar um cluster de dois nés no data center, se necessario.

Licenciamento

Vocé pode implantar um cluster de dois nés usando qualquer licenca do VMware vSphere. No entanto, as
licencas VMware ROBO Standard e Advanced sao ideais para implantagdes remotas e de filiais.

Servigo de mediador

Quando um cluster consiste em dois nds, ndo é possivel alcangar o quorum necessario quando um né falha
ou perde a comunicacao. Para resolver esses tipos de situagdes de split-brain, cada instancia do utilitario
ONTAP Select Deploy inclui um servigo de mediador. Esse servigo se conecta a cada noé nos clusters ativos
de dois nos para monitorar os pares de HA e auxiliar no gerenciamento de falhas. O servigo de mediador
mantém as informagdes de estado de HA em um destino iISCSI dedicado associado a cada cluster de dois
nés.

Se vocé tiver um ou mais clusters de dois nés ativos, a maquina virtual ONTAP Select Deploy
@ que administra os clusters devera estar em execugao o tempo todo. Se a maquina virtual do

ONTAP Select Deploy for interrompida ou falhar, o servigo de mediagéo ficara indisponivel e a

capacidade de alta disponibilidade (HA) sera perdida para os clusters de dois nos.

Localizagéo do cluster e do servigo de mediador

Como os clusters de dois nés sdo normalmente implantados em um escritério remoto ou filial, eles podem
estar distantes do centro de dados corporativo e do utilitario ONTAP Select Deploy, que fornece suporte
administrativo. Com essa configuragao, o trafego de gerenciamento entre o utilitario ONTAP Select Deploy e o
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cluster flui pela WAN. Consulte as notas da versao para obter mais informagdes sobre limitagbes e restrigdes.

Faca backup dos dados de configuragdao do Deploy

E uma boa pratica"Faca backup dos dados de configuracdo do ONTAP Select Deploy." Regularmente,
inclusive apos a criagdo de um cluster. Isso se torna particularmente importante em clusters de dois nos,
devido aos dados de configuragdo do mediador incluidos no backup.

Endereco IP estatico atribuido para implantagao

Vocé deve atribuir um endereco IP estatico ao utilitario de administragdo ONTAP Select Deploy. Este requisito
aplica-se a todas as instancias do ONTAP Select Deploy que gerenciam um ou mais clusters ONTAP Select
de dois nos.

Implantagoes remotas e filiais da ONTAP Select

Vocé pode implantar o ONTAP Select em um ambiente de escritério remoto/filial (ROBO).
Como parte do Planejamento de uma implantagdo ROBO, vocé deve selecionar a
configuragao que suporta seus objetivos.

Ha duas configuragdes principais disponiveis ao implantar o ONTAP Select em um ambiente ROBO.
@ Vocé pode usar qualquer licenga do VMware vSphere ao implantar o ONTAP Select.

Cluster de dois nés do ONTAP Select com ONTAP HA
O cluster de dois nés do ONTAP Select consiste em um par de HA e é ideal para implantagdes de ROBO.

Cluster de n6 unico ONTAP Select com suporte da VMware
Vocé pode implantar um cluster de né unico do ONTAP Select em um ambiente ROBO. Embora um unico né
nao ofereca funcionalidade de HA nativa, vocé pode implantar o cluster de uma das seguintes maneiras de
fornecer protegao ao storage:

» Storage externo compartilhado usando o VMware HA

* VMware VSAN

@ Se vocé usar o VSAN, vocé deve ter uma licengca VMware VSAN ROBO.

Prepare-se para uma implantacao do ONTAP Select
MetroCluster SDS

O MetroCluster SDS é uma opcéao de configuragao ao criar um cluster ONTAP Select de
dois nés. E semelhante a uma implantacéo de escritério remoto/filial (ROBO), no
entanto, a distancia entre os dois nds pode ser de até 10 km. Essa implantacéo
aprimorada de dois nés fornece cenarios adicionais de caso de uso. Vocé deve estar
ciente dos requisitos e restricdes como parte da preparacao para a implantacdo do
MetroCluster SDS.

Antes de implantar o MetroCluster SDS, verifique se os seguintes requisitos sao atendidos.

Licenciamento
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Cada no precisa ter uma licenga premium ou superior do ONTAP Select.

Plataformas de hipervisor

O MetroCluster SDS pode ser implantado nos mesmos hipervisores VMware ESXi e KVM compativeis com
um cluster de dois nés em um ambiente ROBO.

A partir do ONTAP Select 9.14.1, o suporte ao hipervisor KVM foi reintegrado. Anteriormente, o

@ suporte para a implantacdo de um novo cluster em um hipervisor KVM foi removido no ONTAP
Select 9.10.1 e o suporte para o gerenciamento de clusters e hosts KVM existentes, exceto
para ficar offline ou excluido, foi removido no ONTAP Select 9.11.1.

Configuragao de rede

A conetividade da camada 2 é necessaria entre os sites participantes. Tanto o 10GbE como o 1GbE séao
compativeis, incluindo as seguintes configuragdes:

* 1 x 10GbE
* 4 x 1GbE

@ As portas de fornecimento de dados e as portas de interconexao devem ser conetadas ao
mesmo primeiro switch.

Laténcia entre os nés

A rede entre os dois n6s deve suportar uma laténcia média de 5 ms com um jitter peridédico adicional de 5 ms.
Antes de implantar o cluster, vocé deve testar a rede usando o procedimento descrito na "Rede de mergulho
profundo"secéo.

Servigo de mediador

Assim como todos os clusters de dois nds do ONTAP Select, ha um servico de mediador separado contido na
magquina virtual de implantagdo que monitora os noés e auxilia no gerenciamento de falhas. Com a distancia
aprimorada disponivel com o MetroCluster SDS, isso cria trés locais distintos na topologia de rede. A laténcia
no link entre o mediador e um né deve ser de 125 ms de ida e volta ou menos.

Armazenamento

O armazenamento de conexao direta (DAS) é compativel com discos HDD e SSD. O vNAS também é
compativel, incluindo storage arrays externos e VSAN em um ambiente VMware.

@ Ao implantar o MetroCluster SDS, vocé nao pode usar o VSAN em uma topologia distribuida ou
"estendida".

Enderecgo IP estatico atribuido para implantagao

Vocé deve atribuir um endereco IP estatico ao utilitario de administragdo implantar. Esse requisito se aplica a
todas as instancias de implantagao que gerenciam um ou mais clusters de dois nés do ONTAP Select.

Servidor ONTAP Select VMware vCenter no ESXi

Vocé deve definir uma conta do vCenter Server e associa-la a uma fungéo que contenha
o Privileges administrativo necessario.

@ Vocé também precisa do nome de dominio ou endereco IP totalmente qualificado do servidor
vCenter que gerencia os hosts do hypervisor ESXi onde o ONTAP Select € implantado.
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Privileges administrativo

Os Privileges administrativos minimos necessarios para criar e gerenciar um cluster do ONTAP Select séo
apresentados abaixo.

Armazenamento de dados

» Alocar espaco

* Navegue pelo datastore

» Operagdes de arquivo de baixo nivel

* Atualize os arquivos da maquina virtual

* Atualize os metadados da maquina virtual

Host

Configuragao
» Configuracéo de rede

» Gerenciamento do sistema

Operacoées locais
* Criar maquina virtual

 Eliminar a maquina virtual
» Reconfigure a maquina virtual
Rede

e Atribuir rede

Maquina virtual

Configuragao
Todos Privileges na categoria.

Interagcao
Todos Privileges na categoria.

Inventario
Todos Privileges na categoria.

Provisionamento
Todos Privileges na categoria.

VApp

Todos Privileges na categoria.

Informagodes relacionadas
"Saiba mais sobre os privilégios do VMware vSphere para vSAN ESA no vCenter"
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dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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