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Configuracao NFS para ESXi usando VSC

Configuragcao NFS para ESXi usando visao geral do VSC

Usando a interface classica do ONTAP System Manager (ONTAP 9.7 e anterior), €
possivel configurar rapidamente o acesso NFS para hosts ESXi em datastores usando o
ONTAP volumes.

Use este procedimento se:
* Vocé esta usando uma versao compativel do Virtual Storage Console para VMware vSphere (VSC) para
provisionar um armazenamento de dados e criar um volume.

o A partir do VSC 7,0, o VSC faz parte do "Ferramentas do ONTAP para VMware vSphere" dispositivo
virtual, que inclui o VSC, o provedor vStorage APIs for Storage Awareness (VASA) e o Storage
Replication Adapter (SRA) para os recursos do VMware vSphere.

o Certifique-se de que verifica o "Ferramenta de Matriz de interoperabilidade do NetApp" para confirmar
a compatibilidade entre as versdes atuais do ONTAP e do VSC.

» Sua rede de dados usa o IPspace padréao, o dominio de broadcast padrao e o grupo de failover padrao.
Se sua rede de dados for plana, esses objetos padréo prescrevem que LIFs falhardo corretamente no
caso de uma falha de link. Se vocé nao estiver usando os objetos padrao, "Gerenciamento de rede"
consulte para obter informagdes sobre como configurar o failover de caminho LIF.

* Vocé deseja usar o plug-in para VMware VAAI.

o As APIs do VMware vStorage para Array Integration (VAAI) permitem que vocé execute descargas de
copia e reservas de espacgo. O plug-in para VMware VAAI usa isso para melhorar o desempenho do
host porque as operagdes nao precisam passar pelo host ESXi, aproveitando assim a clonagem com
uso eficiente de espaco e tempo no ONTAP.

o Usar o VMware VAAI para provisionamento de datastore € uma pratica recomendada.
o O plug-in NFS para VMware VAAI esta disponivel "Suporte a NetApp" no site.
* O acesso NFS sera até NFSv3 e NFSv4 para uso com o VMware VAAL.

Para obter mais informacdes, consulte "TR-4597: VMware vSphere for ONTAP" e a documentacao da versao
do VSC.

Configuracao do cliente NFS para fluxo de trabalho ESXi

Ao disponibilizar storage para um host ESXi usando NFS, vocé provisiona um volume no
usando para e, em seguida, se conecta a exportacdo NFS do host ESXi.


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://imt.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap/networking/index.html
https://mysupport.netapp.com/site/global/dashboard
https://docs.netapp.com/us-en/netapp-solutions/virtualization/vsphere_ontap_ontap_for_vsphere.html

Verify that the entire configuration is supported.

v

Complete the NF5 client configuration worksheet.

ra

Install VaC for VMware vSphere and register with vCenter.

—

Add the storage cluster to V5C, if necessary.

ra

Configure the NF5 network for best performance.

|

Configure the ESXI host,

—

Create a new aggregate, if necessary,

here to provision the volume?:

On the storage | | |
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Provision a datastore and its containing volume.

«—

Verify NFS access from an ESXi host.

On the E3Xi host

—

Install the MetApp MFS Plug-In for Vidware VAAIL

v

Mount the datastore on the ESXi host.

Verifique se a configuracao é suportada

Para uma operacao confiavel, vocé deve verificar se toda a configuracao € suportada. A
lista as configuragdes com suporte para NFS e para Virtual Storage Console.

Passos
1. Va para a para verificar se vocé tem uma combinagao suportada dos seguintes componentes:

"Ferramenta de Matriz de interoperabilidade do NetApp"

o Software ONTAP
> Protocolo de storage NFS

> Versao do sistema operacional ESXi


https://mysupport.netapp.com/matrix

o Tipo e versao do sistema operativo convidado
o Para software (VSC)
o Plug-in NFS para VAAI

2. Cliqgue no nome da configuragédo selecionada.
Os detalhes dessa configuragao séo exibidos na janela Detalhes da configuragéo.

3. Revise as informagdes nas guias a seguir:

> Notas
Lista alertas importantes e informacgdes especificas a sua configuragao.
> Politicas e Diretrizes

Fornece diretrizes gerais para todas as configuragdes nas.

Conclua a Planilha de configuragao do cliente NFS

Vocé precisa de enderegos de rede e informagdes de configuragdo de storage para
executar tarefas de configuracao de cliente NFS.
Enderecos de rede de destino

Vocé precisa de uma sub-rede com dois enderecos IP para LIFs de dados NFS para cada n6 no cluster. Deve
haver duas redes separadas para alta disponibilidade. Os enderecos IP especificos sédo atribuidos pelo
ONTAP quando vocé cria os LIFs como parte da criagdo do SVM.

Se possivel, separe o trafego de rede em redes fisicas separadas ou em VLANS.

Host :
]

o o -

Sub-rede para LIFs:



N6 ou LIF com Enderego IP Mascara de Gateway ID DA VLAN Porta inicial
porta para rede
switch

N6 1/ LIF para
switch 1

N6 2 / LIF para
switch 1

N6 3/ LIF para
switch 1

N6 4 / LIF para
switch 1

N6 1/ LIF para
switch 2

N6 2/ LIF para
switch 2

N6 3/ LIF para
switch 2

N6 4 / LIF para
switch 2

Configuracido de armazenamento

Se o0 agregado e ja estiverem criados, Registre seus nomes aqui; caso contrario, vocé pode cria-los conforme
necessario:

N6 para possuir exportagao de NFS

Nome agregado

nome

Informacgoes de exportagdao de NFS

Tamanho da exportagao

Nome da exportagao (opcional)

Descrigao da exportagéo (opcional)



Informagoes sobre SVM

Se vocé nao estiver usando um existente , vocé precisara das seguintes informagdes para criar uma nova:

Nome do SVM
Agregado para volume raiz da SVM Nome de usuario do SVM (opcional)
Senha do SVM (opcional) LIF de gerenciamento de SVM (opcional)
Sub-rede:
Endereco IP:
Mascara de rede:
Gateway:
N6 inicial:
Instale

O Virtual Storage Console para automatiza muitas das tarefas de configuracéo e
provisionamento necessarias para usar o armazenamento com um host ESXi. E um
plug-in do vCenter Server.

Antes de comecar
Vocé deve ter credenciais de administrador no vCenter Server usadas para gerenciar o host ESXi.

Sobre esta tarefa

» O Virtual Storage Console é instalado como um dispositivo virtual que inclui o Virtual Storage Console, o
provedor vStorage APIs for Storage Awareness (VASA) e o Storage Replication Adapter (SRA) para os
recursos do VMware vSphere.

Passos

1. Baixe a versdo que € suportada para sua configuragdo, como mostrado na ferramenta Matriz de
interoperabilidade.

"Suporte a NetApp"

2. Implante o dispositivo virtual e configure-o seguindo as etapas em Guia de implantagdo e configuragéo.

Adicione o cluster de armazenamento ao VSC

Antes de provisionar o primeiro armazenamento de dados a um host ESXi em seu
Datacenter, vocé deve adicionar o cluster ou uma maquina virtual de armazenamento
(SVM) especifica ao Virtual Storage Console para VMware vSphere. A adicdo do cluster
permite provisionar storage em qualquer SVM no cluster.


https://mysupport.netapp.com/site/global/dashboard

Antes de comecgar
Vocé deve ter credenciais de administrador para o cluster de storage ou para o que esta sendo adicionado.

Sobre esta tarefa

Dependendo da configuragéao, o cluster pode ter sido descoberto automaticamente ou pode ja ter sido
adicionado.

Passos
1. Faca login no vSphere Web Client.

2. Selecione Virtual Storage Console.
3. Selecione sistemas de armazenamento e clique no icone Adicionar.

4. Na caixa de didlogo Adicionar sistema de armazenamento, insira 0 nome do host e as credenciais de
administrador do cluster de armazenamento ou clique em OK.

Configure a rede para obter o melhor desempenho

As redes Ethernet variam muito no desempenho. Pode maximizar o desempenho da
rede selecionando valores de configuragéo especificos.

Passos
1. Conete o host e as portas de armazenamento a mesma rede.

E melhor conetar-se aos mesmos interrutores.

2. Selecione as portas de velocidade mais alta disponiveis.
As melhores portas de 10 GbE ou mais rapidas sao as melhores. As portas de 1 GbE sdo o0 minimo.

3. Ative frames jumbo se desejado e suportado pela sua rede.
Os frames grandes devem ter um MTU de 9000 para hosts ESXi e sistemas de armazenamento, e 9216
para a maioria dos switches. Todos os dispositivos de rede no caminho de dados - incluindo NICs ESXi,
NICs de armazenamento e switches - devem suportar quadros jumbo e devem ser configurados para seus
valores maximos de MTU.
Para obter mais informagoes, consulte "Verifique as definicoes de rede nos interrutores de dados" e a
documentagéao do fornecedor do switch.

Configure o host ESXi

A configuracao do host ESXi envolve a configuragao de portas e vSwitches e o uso das
configuragdes de praticas recomendadas do host ESXi. Depois de verificar se essas
configuragdes estao corretas, vocé pode criar um agregado e decidir onde provisionar o
novo volume.

Configurar portas de host e vSwitches
O host ESXi requer portas de rede para as conexdes NFS ao cluster de armazenamento.

Sobre esta tarefa


https://docs.netapp.com/us-en/ontap/performance-admin/check-network-settings-data-switches-task.html

E recomendavel que vocé use o IP Hash como a politica de agrupamento de NIC, que requer uma Unica porta
VMkernel em um unico vSwitch.

As portas do host e as portas do cluster de armazenamento usadas para NFS devem ter enderecos IP na
mesma sub-rede.

Esta tarefa lista as etapas de alto nivel para configurar o host ESXi. Se vocé precisar de instrugbes mais
detalhadas, consulte a publicagdo VMware Storage para sua versao do ESXi.

"VMware"

Passos
1. Faca login no vSphere Client e selecione o host ESXi no painel de inventario.

2. Na guia Gerenciar, clique em rede.

3. Clique em Add Networking e selecione VMkernel e Create a vSphere Standard switch para criar a
porta VMkernel e o vSwitch.

4. Configure quadros jumbo para o vSwitch (tamanho MTU de 9000, se usado).

Configure as configuragoes de praticas recomendadas do host ESXi

Vocé deve garantir que as configuracdes de praticas recomendadas do host ESXi
estejam corretas para que o host ESXi possa gerenciar corretamente a perda de uma
conexao NFS ou de um armazenamento.

Passos
1. Na pagina VMware vSphere Web Client Home, clique em vCenter > hosts.
2. Cliqgue com o botao direito no host e selecione agdes > NetApp VSC > Definir valores recomendados.
3. Na caixa de dialogo Configuragoes recomendadas do NetApp, verifique se todas as opgdes estdo
selecionadas e clique em OK.

As configuragées MPIO nao se aplicam ao NFS. No entanto, se vocé usar outros protocolos, deve garantir
que todas as opgdes estejam selecionadas.

O vCenter Web Client exibe o progresso da tarefa.

Crie um agregado

Se vocé nao quiser usar um agregado existente, crie um novo agregado para fornecer
armazenamento fisico ao volume que vocé esta provisionando.

Sobre esta tarefa
Se vocé tiver um agregado existente que deseja usar para o novo volume, ignore este procedimento.

Passos

1. Insira 0o URL https://IP-address-of-cluster-management-LIF em um navegador da Web e faca
login no usando sua credencial de administrador de cluster.

2. Navegue até a janela Adorments.

3. Clique em criar.


http://www.vmware.com

4. Siga as instru¢des na tela para criar o agregado usando a configuracdo RAID-DP padré&o e clique em
criar.

Create Aggregate

To create an aggregate, select a disk type then specify the number of disks.

MNarme: aggr2
&) Disk Type: SAS | Browse |
Mumber of Disks: 3 g Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4,968 TB (Estimated)
Resultados

O agregado é criado com a configuragéao especificada e adicionado a lista de agregados na janela agregados.

Decidir onde provisionar o novo volume

Antes de criar um volume NFS, vocé deve decidir se deve coloca-lo em um volume
existente e, em caso afirmativo, quanto de configuragao o requer. Esta decisao
determina o seu fluxo de trabalho.

Procedimento

» Se vOCé quiser um novo , siga as etapas que vocé faz para criar um habilitado para NFS em um SVM
existente.

"Criacdo de um novo SVM habilitado para NFS"
Vocé deve escolher essa opgéo se o NFS nao estiver habilitado em uma SVM existente.

» Se vocé quiser provisionar um volume em uma existente que tenha o NFS habilitado, mas nao
configurado, siga as etapas que vocé faz para configurar o acesso NFS a uma SVM existente.

"Configurando o acesso NFS a uma SVM existente"
Esse é o caso se vocé seguir esse procedimento para criar o SVM.

» Se vocé quiser provisionar um volume em uma existente totalmente configurada para o acesso NFS, siga
as etapas necessarias para verificar as configuragdes em uma SVM existente.

"Verificando configuragbes em um SVM existente"

Criar um novo SVM habilitado para NFS

A configuracao de um novo SVM passa pela criacdo do novo e ativagao do NFS. Em
seguida, vocé pode configurar o acesso NFS no host ESXi e verificar se o NFS esta



habilitado para ESXi usando o Virtual Storage Console.

Antes de comecgar

» Sua rede deve estar configurada e as portas fisicas relevantes devem estar conetadas a rede.

* Vocé deve saber quais dos seguintes componentes de rede o usara:

> O nod e a porta especifica nesse nd onde a interface logica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o

endereco IP especifico que vocé deseja atribuir ao LIF de dados

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a servigos
de rede.

Sobre esta tarefa

Vocé pode usar um assistente que o orienta no processo de criagao da SVM, configuragdo de DNS, criagéo
de um data LIF e habilitagdo de NFS.

Passos

1. Navegue até a janela SVMs.

2. Clique em criar.
3. Na janela Storage Virtual Machine (SVM) Setup, crie o SVM:

a.

Especifique um nome exclusivo para o SVM.

O nome deve ser um nome de dominio totalmente qualificado (FQDN) ou seguir outra convengéo que
garanta nomes exclusivos em um cluster.

Selecione NFS para o protocolo de dados.

Se vocé planeja usar protocolos adicionais no mesmo SVM, vocé deve seleciona-los mesmo que néao
queira configura-los imediatamente.

Mantenha a predefini¢do de idioma, C.UTF-8.

Esse idioma € herdado pelo volume que vocé cria mais tarde e o idioma de um volume n&o pode ser
alterado.

. Opcional: Se vocé ativou o protocolo CIFS, altere o estilo de seguranca para UNIX.

Selecionar o protocolo CIFS define o estilo de seguranga como NTFS por predefini¢cao.

. Opcional: Selecione o agregado raiz para conter o volume raiz.

O agregado selecionado para o volume raiz ndo determina o local do volume de dados.



4.

10

Storage Virtual Machine {5¥M] Setup

o (1) O
Enter SWM basic details

VM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com
@ IPspace: hd
(@ pataProtocalss M aFs B nFs [T iscsl [0 FOFcoE T

@ Default Language: | CUTF-2[ c.utf_2] i

The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.
@ Security Style: LML v

Root Aggregate: | data_01_agsr h

f. Opcional: Na area Configuragao de DNS, verifique se o dominio de pesquisa DNS padréo e os
servidores de nomes sao os que vocé deseja usar para este SVM.

DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
L) example.com

1" Name Servers: 182.0.2.145182.0. 2146 182.0.2.147

g. Clique em Enviar e continuar.
O é criado, mas os protocolos ainda nao estdo configurados.

Na secao Configuracao de LIF de dados da pagina Configurar protocolo CIFS/NFS, especifique os
detalhes do primeiro LIF de dados do primeiro datastore.

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Cligue em Browse e selecione um nd e uma porta que serdo associados ao LIF.



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

2 )Port abccorp_1:elb | Browse... |

N&o insira nenhuma informacgao para provisionar um volume. Vocé pode provisionar armazenamentos de
dados posteriormente usando

5. Clique em Enviar e continuar.
Os seguintes objetos s&o criados:

o Um LIF de dados nomeado apés o com o sufixo ™ nfs_lif1"
o Um servidor NFS

6. Para todas as outras paginas de configuragao de protocolo exibidas, clique em Skip e, em seguida,
configure o protocolo mais tarde.

7. Quando a pagina SVM Administration for exibida, configure ou defenda a configuragéo de um
administrador separado para este SVM:

> Clique em Skip e, em seguida, configure um administrador mais tarde, se necessario.

o Introduza as informagdes solicitadas e, em seguida, clique em Submit & Continue (Enviar e
continuar).

8. Reveja a pagina Summary, registe qualquer informagéo que possa necessitar mais tarde e, em seguida,
cliqgue em OK.

Os clientes NFS precisam saber o endereco IP do data LIF.

Resultados
Um novo SVM é criado com o NFS habilitado.

Adicionar acesso NFS a uma SVM existente

Para adicionar acesso NFS a uma SVM existente, vocé deve primeiro criar uma interface
|6gica de dados (LIF). Em seguida, vocé pode configurar o acesso NFS no host ESXi e
verificar se o NFS esta habilitado para ESXi usando o Virtual Storage Console.

Antes de comecar
* Vocé deve saber quais dos seguintes componentes de rede o usara:

> O no e a porta especifica nesse n6 onde o LIF de dados sera criado

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o
endereco IP especifico que vocé deseja atribuir ao LIF de dados

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir 0 acesso a servigos
de rede.

* O protocolo NFS deve ser permitido no SVM.

11



Esse é o caso se vocé nao seguir esse procedimento para criar o SVM ao configurar um protocolo
diferente.

Passos
1. Navegue até o painel Detalhes, onde vocé pode configurar os protocolos do SVM:

a. Selecione o SVM que vocé deseja configurar.

b. No painel Detalhes, ao lado de Protocolos, clique em NFS.

Protocols: Fs | ECIFCoE |

2. Na caixa de dialogo Configure NFS Protocol, crie um data LIF:
a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Clique em Browse e selecione um n6 e uma porta que serdo associados ao LIF.

+ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS

Assign IP Address: | Without a subnet hd
IP Address: 10.224.107.188  Change

) Port gbccarp_l:elb | Browsze... |

Nao insira nenhuma informagao para provisionar um volume. Vocé pode provisionar armazenamentos de
dados posteriormente usando o Virtual Storage Console.

3. Clique em Submit & Close e, em seguida, clique em OK.

Verifique se o NFS esta habilitado em uma SVM existente

Se vocé optar por usar uma SVM existente, primeiro vocé devera verificar se o NFS esta
habilitado no SVM. Em seguida, vocé pode configurar o acesso NFS e verificar se o NFS
esta habilitado para ESXi usando o ESXi usando o Virtual Storage Console.

Passos
1. Navegue até a janela SVMs.

2. Clique na guia Configuragdes da SVM.
3. No painel Protocolos, clique em NFS.

4. Verifique se o NFS ¢ exibido como ativado.

Se o NFS nao estiver ativado, vocé precisara habilita-lo ou criar uma nova SVM.

Provisione um datastore e crie seu volume contendo

Um datastore contém maquinas virtuais e seus VMDKSs no host ESXi. O armazenamento
de dados no host ESXi é provisionado em um volume no cluster de armazenamento.

12



Antes de comecgar

O Virtual Storage Console para VMware vSphere for (VSC) deve ser instalado e registrado no vCenter Server
que gerencia o host ESXi.

O VSC precisa ter cluster ou credenciais suficientes para criar o volume no SVM especificado.

Sobre esta tarefa

O VSC automatiza o provisionamento do armazenamento de dados, inclusive a criagdo de um volume na
SVM especificada.

Passos
1. Na pagina vSphere Web Client Home, clique em hosts and clusters.
2. No painel de navegacao, expanda o datacenter onde vocé deseja provisionar o datastore.
3. Clique com o botéo direito do Mouse no host ESXi e selecione NetApp VSC > armazenamento de dados
de provisionamento.

Como alternativa, vocé pode clicar com o botao direito do Mouse no cluster ao provisionar para tornar o
datastore disponivel para todos os hosts no cluster.

4. Forneca as informagdes necessarias no assistente:

| 1 Wotipp ihatastore Frovssning Wizard Tib

i Byalim

Specify the mame and type of dalasiore pou want Lo provision,

Dl Yo will Bo atie 1 selec Ma siage-sysiam for your datasiors in the ned page of thig wizand
4 Ready o comps
Hama

Type » [0 NFE I VMFS

Cantel

Verifique o acesso NFS a partir de um host ESXi

Depois de ter provisionado um datastore, vocé pode verificar se o host ESXi tem acesso
NFS criando uma maquina virtual no datastore e ligando-o.

Passos

1. Na pagina vSphere Web Client Home, clique em hosts and clusters.
2. No painel de navegacao, expanda o datacenter para localizar o datastore que vocé criou anteriormente.

3. Cliqgue em criar uma nova maquina virtual e fornega as informagdes necessarias no assistente.

Para verificar o acesso NFS, vocé deve selecionar o data center, o host ESXi e o datastore que vocé criou
anteriormente.

A maquina virtual aparece no inventario do vSphere Web Client.

4. Ligue a maquina virtual.
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Implante o plug-in NFS para VMware VAAI

O plug-in é uma biblioteca de software que integra as bibliotecas de disco virtual VMware
instaladas no host ESXi. O download e a instalacdo do plug-in NFS para VMware VAAI
permitem que vocé melhore a performance das operagdes de clonagem com o uso das
opgdes de descarga de copia e reserva de espacgo.

Sobre esta tarefa

Para fornecer acesso consistente as maquinas virtuais que residem no host ESXi no qual vocé esta instalando
o plug-in NFS, vocé pode migrar maquinas virtuais ou instalar o plug-in NFS durante a manutencao planejada.

Passos
1. Faca download do plug-in NFS para VMware VAAI.

"Suporte a NetApp"

Vocé deve baixar o pacote on-line (NetAppNasPlugIn.vib) do plug-in mais recente
2. Verifique se o VAAI esta ativado em cada host ESXi.

No VMware vSphere 5,0 e posterior, o VAAI é habilitado por padrao.

3. No Virtual Storage Console, va para Tools > NFS VAAI Tools.
4. Clique em Select File (Selecionar ficheiro) para carregar o NetAppNasPlugIn.vib ficheiro.

5. Clique em Upload.
Vocé vé uma uploaded successfully mensagem.

6. Clique em Instalar no host.

7. Selecione os hosts ESXi nos quais vocé deseja instalar o plug-in, clique em Instalar e, em seguida, clique
em OK.

8. Reinicie o0 host ESXi para ativar o plug-in.
Depois de instalar o plug-in, vocé deve reiniciar o host ESXi antes que a instalagéo seja concluida.

N&o é necessario reiniciar o sistema de armazenamento.

Montar datastores nos hosts

A montagem de um datastore da a um host acesso ao storage. Quando os
armazenamentos de dados sio provisionados pelo , eles sdo automaticamente
montados no host ou cluster. Talvez seja necessario montar um datastore em um host
depois de adicionar o host ao ambiente VMware.

Passos
1. Na pagina vSphere Web Client Home, clique em hosts and clusters:

2. No painel de navegacao, expanda o datacenter que contém o host:

3. Clique com o botao direito do Mouse no host e selecione NetApp VSC > Monte datastores.
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4. Selecione os datastores que vocé deseja montar e clique em OK.
Informacgoes relacionadas

"Console de armazenamento virtual, provedor VASA e adaptador de replicagdo de armazenamento para o
VMware vSphere Administration para a verséo 9,6"
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