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Configuração NFS para ESXi usando VSC

Configuração NFS para ESXi usando visão geral do VSC

Usando a interface clássica do ONTAP System Manager (ONTAP 9.7 e anterior), é
possível configurar rapidamente o acesso NFS para hosts ESXi em datastores usando o
ONTAP volumes.

Use este procedimento se:

• Você está usando uma versão compatível do Virtual Storage Console para VMware vSphere (VSC) para
provisionar um armazenamento de dados e criar um volume.

◦ A partir do VSC 7,0, o VSC faz parte do "Ferramentas do ONTAP para VMware vSphere" dispositivo
virtual, que inclui o VSC, o provedor vStorage APIs for Storage Awareness (VASA) e o Storage
Replication Adapter (SRA) para os recursos do VMware vSphere.

◦ Certifique-se de que verifica o "Ferramenta de Matriz de interoperabilidade do NetApp" para confirmar
a compatibilidade entre as versões atuais do ONTAP e do VSC.

• Sua rede de dados usa o IPspace padrão, o domínio de broadcast padrão e o grupo de failover padrão.

Se sua rede de dados for plana, esses objetos padrão prescrevem que LIFs falharão corretamente no
caso de uma falha de link. Se você não estiver usando os objetos padrão, "Gerenciamento de rede"
consulte para obter informações sobre como configurar o failover de caminho LIF.

• Você deseja usar o plug-in para VMware VAAI.

◦ As APIs do VMware vStorage para Array Integration (VAAI) permitem que você execute descargas de
cópia e reservas de espaço. O plug-in para VMware VAAI usa isso para melhorar o desempenho do
host porque as operações não precisam passar pelo host ESXi, aproveitando assim a clonagem com
uso eficiente de espaço e tempo no ONTAP.

◦ Usar o VMware VAAI para provisionamento de datastore é uma prática recomendada.

◦ O plug-in NFS para VMware VAAI está disponível "Suporte à NetApp" no site.

• O acesso NFS será até NFSv3 e NFSv4 para uso com o VMware VAAI.

Para obter mais informações, consulte "TR-4597: VMware vSphere for ONTAP" e a documentação da versão
do VSC.

Configuração do cliente NFS para fluxo de trabalho ESXi

Ao disponibilizar storage para um host ESXi usando NFS, você provisiona um volume no
usando para e, em seguida, se conecta à exportação NFS do host ESXi.
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Verifique se a configuração é suportada

Para uma operação confiável, você deve verificar se toda a configuração é suportada. A
lista as configurações com suporte para NFS e para Virtual Storage Console.

Passos

1. Vá para a para verificar se você tem uma combinação suportada dos seguintes componentes:

"Ferramenta de Matriz de interoperabilidade do NetApp"

◦ Software ONTAP

◦ Protocolo de storage NFS

◦ Versão do sistema operacional ESXi
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◦ Tipo e versão do sistema operativo convidado

◦ Para software (VSC)

◦ Plug-in NFS para VAAI

2. Clique no nome da configuração selecionada.

Os detalhes dessa configuração são exibidos na janela Detalhes da configuração.

3. Revise as informações nas guias a seguir:

◦ Notas

Lista alertas importantes e informações específicas à sua configuração.

◦ Políticas e Diretrizes

Fornece diretrizes gerais para todas as configurações nas.

Conclua a Planilha de configuração do cliente NFS

Você precisa de endereços de rede e informações de configuração de storage para
executar tarefas de configuração de cliente NFS.

Endereços de rede de destino

Você precisa de uma sub-rede com dois endereços IP para LIFs de dados NFS para cada nó no cluster. Deve
haver duas redes separadas para alta disponibilidade. Os endereços IP específicos são atribuídos pelo
ONTAP quando você cria os LIFs como parte da criação do SVM.

Se possível, separe o tráfego de rede em redes físicas separadas ou em VLANs.

Sub-rede para LIFs:
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Nó ou LIF com
porta para
switch

Endereço IP Máscara de
rede

Gateway ID DA VLAN Porta inicial

Nó 1 / LIF para
switch 1

Nó 2 / LIF para
switch 1

Nó 3 / LIF para
switch 1

Nó 4 / LIF para
switch 1

Nó 1 / LIF para
switch 2

Nó 2 / LIF para
switch 2

Nó 3 / LIF para
switch 2

Nó 4 / LIF para
switch 2

Configuração de armazenamento

Se o agregado e já estiverem criados, Registre seus nomes aqui; caso contrário, você pode criá-los conforme
necessário:

Nó para possuir exportação de NFS

Nome agregado

nome

Informações de exportação de NFS

Tamanho da exportação

Nome da exportação (opcional)

Descrição da exportação (opcional)
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Informações sobre SVM

Se você não estiver usando um existente , você precisará das seguintes informações para criar uma nova:

Nome do SVM

Agregado para volume raiz da SVM Nome de usuário do SVM (opcional)

Senha do SVM (opcional) LIF de gerenciamento de SVM (opcional)

Sub-rede:

Endereço IP:

Máscara de rede:

Gateway:

Nó inicial:

Instale

O Virtual Storage Console para automatiza muitas das tarefas de configuração e
provisionamento necessárias para usar o armazenamento com um host ESXi. É um
plug-in do vCenter Server.

Antes de começar

Você deve ter credenciais de administrador no vCenter Server usadas para gerenciar o host ESXi.

Sobre esta tarefa

• O Virtual Storage Console é instalado como um dispositivo virtual que inclui o Virtual Storage Console, o
provedor vStorage APIs for Storage Awareness (VASA) e o Storage Replication Adapter (SRA) para os
recursos do VMware vSphere.

Passos

1. Baixe a versão que é suportada para sua configuração, como mostrado na ferramenta Matriz de
interoperabilidade.

"Suporte à NetApp"

2. Implante o dispositivo virtual e configure-o seguindo as etapas em Guia de implantação e configuração.

Adicione o cluster de armazenamento ao VSC

Antes de provisionar o primeiro armazenamento de dados a um host ESXi em seu
Datacenter, você deve adicionar o cluster ou uma máquina virtual de armazenamento
(SVM) específica ao Virtual Storage Console para VMware vSphere. A adição do cluster
permite provisionar storage em qualquer SVM no cluster.
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Antes de começar

Você deve ter credenciais de administrador para o cluster de storage ou para o que está sendo adicionado.

Sobre esta tarefa

Dependendo da configuração, o cluster pode ter sido descoberto automaticamente ou pode já ter sido
adicionado.

Passos

1. Faça login no vSphere Web Client.

2. Selecione Virtual Storage Console.

3. Selecione sistemas de armazenamento e clique no ícone Adicionar.

4. Na caixa de diálogo Adicionar sistema de armazenamento, insira o nome do host e as credenciais de
administrador do cluster de armazenamento ou clique em OK.

Configure a rede para obter o melhor desempenho

As redes Ethernet variam muito no desempenho. Pode maximizar o desempenho da
rede selecionando valores de configuração específicos.

Passos

1. Conete o host e as portas de armazenamento à mesma rede.

É melhor conetar-se aos mesmos interrutores.

2. Selecione as portas de velocidade mais alta disponíveis.

As melhores portas de 10 GbE ou mais rápidas são as melhores. As portas de 1 GbE são o mínimo.

3. Ative frames jumbo se desejado e suportado pela sua rede.

Os frames grandes devem ter um MTU de 9000 para hosts ESXi e sistemas de armazenamento, e 9216
para a maioria dos switches. Todos os dispositivos de rede no caminho de dados - incluindo NICs ESXi,
NICs de armazenamento e switches - devem suportar quadros jumbo e devem ser configurados para seus
valores máximos de MTU.

Para obter mais informações, consulte "Verifique as definições de rede nos interrutores de dados" e a
documentação do fornecedor do switch.

Configure o host ESXi

A configuração do host ESXi envolve a configuração de portas e vSwitches e o uso das
configurações de práticas recomendadas do host ESXi. Depois de verificar se essas
configurações estão corretas, você pode criar um agregado e decidir onde provisionar o
novo volume.

Configurar portas de host e vSwitches

O host ESXi requer portas de rede para as conexões NFS ao cluster de armazenamento.

Sobre esta tarefa

6

https://docs.netapp.com/us-en/ontap/performance-admin/check-network-settings-data-switches-task.html


É recomendável que você use o IP Hash como a política de agrupamento de NIC, que requer uma única porta
VMkernel em um único vSwitch.

As portas do host e as portas do cluster de armazenamento usadas para NFS devem ter endereços IP na
mesma sub-rede.

Esta tarefa lista as etapas de alto nível para configurar o host ESXi. Se você precisar de instruções mais
detalhadas, consulte a publicação VMware Storage para sua versão do ESXi.

"VMware"

Passos

1. Faça login no vSphere Client e selecione o host ESXi no painel de inventário.

2. Na guia Gerenciar, clique em rede.

3. Clique em Add Networking e selecione VMkernel e Create a vSphere Standard switch para criar a
porta VMkernel e o vSwitch.

4. Configure quadros jumbo para o vSwitch (tamanho MTU de 9000, se usado).

Configure as configurações de práticas recomendadas do host ESXi

Você deve garantir que as configurações de práticas recomendadas do host ESXi
estejam corretas para que o host ESXi possa gerenciar corretamente a perda de uma
conexão NFS ou de um armazenamento.

Passos

1. Na página VMware vSphere Web Client Home, clique em vCenter > hosts.

2. Clique com o botão direito no host e selecione ações > NetApp VSC > Definir valores recomendados.

3. Na caixa de diálogo Configurações recomendadas do NetApp, verifique se todas as opções estão
selecionadas e clique em OK.

As configurações MPIO não se aplicam ao NFS. No entanto, se você usar outros protocolos, deve garantir
que todas as opções estejam selecionadas.

O vCenter Web Client exibe o progresso da tarefa.

Crie um agregado

Se você não quiser usar um agregado existente, crie um novo agregado para fornecer
armazenamento físico ao volume que você está provisionando.

Sobre esta tarefa

Se você tiver um agregado existente que deseja usar para o novo volume, ignore este procedimento.

Passos

1. Insira o URL https://IP-address-of-cluster-management-LIF em um navegador da Web e faça
login no usando sua credencial de administrador de cluster.

2. Navegue até a janela Adorments.

3. Clique em criar.
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4. Siga as instruções na tela para criar o agregado usando a configuração RAID-DP padrão e clique em
criar.

Resultados

O agregado é criado com a configuração especificada e adicionado à lista de agregados na janela agregados.

Decidir onde provisionar o novo volume

Antes de criar um volume NFS, você deve decidir se deve colocá-lo em um volume
existente e, em caso afirmativo, quanto de configuração o requer. Esta decisão
determina o seu fluxo de trabalho.

Procedimento

• Se você quiser um novo , siga as etapas que você faz para criar um habilitado para NFS em um SVM
existente.

"Criação de um novo SVM habilitado para NFS"

Você deve escolher essa opção se o NFS não estiver habilitado em uma SVM existente.

• Se você quiser provisionar um volume em uma existente que tenha o NFS habilitado, mas não
configurado, siga as etapas que você faz para configurar o acesso NFS a uma SVM existente.

"Configurando o acesso NFS a uma SVM existente"

Esse é o caso se você seguir esse procedimento para criar o SVM.

• Se você quiser provisionar um volume em uma existente totalmente configurada para o acesso NFS, siga
as etapas necessárias para verificar as configurações em uma SVM existente.

"Verificando configurações em um SVM existente"

Criar um novo SVM habilitado para NFS

A configuração de um novo SVM passa pela criação do novo e ativação do NFS. Em
seguida, você pode configurar o acesso NFS no host ESXi e verificar se o NFS está
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habilitado para ESXi usando o Virtual Storage Console.

Antes de começar

• Sua rede deve estar configurada e as portas físicas relevantes devem estar conetadas à rede.

• Você deve saber quais dos seguintes componentes de rede o usará:

◦ O nó e a porta específica nesse nó onde a interface lógica de dados (LIF) será criada

◦ A sub-rede a partir da qual o endereço IP do LIF de dados será provisionado ou, opcionalmente, o
endereço IP específico que você deseja atribuir ao LIF de dados

• Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a serviços
de rede.

Sobre esta tarefa

Você pode usar um assistente que o orienta no processo de criação da SVM, configuração de DNS, criação
de um data LIF e habilitação de NFS.

Passos

1. Navegue até a janela SVMs.

2. Clique em criar.

3. Na janela Storage Virtual Machine (SVM) Setup, crie o SVM:

a. Especifique um nome exclusivo para o SVM.

O nome deve ser um nome de domínio totalmente qualificado (FQDN) ou seguir outra convenção que
garanta nomes exclusivos em um cluster.

b. Selecione NFS para o protocolo de dados.

Se você planeja usar protocolos adicionais no mesmo SVM, você deve selecioná-los mesmo que não
queira configurá-los imediatamente.

c. Mantenha a predefinição de idioma, C.UTF-8.

Esse idioma é herdado pelo volume que você cria mais tarde e o idioma de um volume não pode ser
alterado.

d. Opcional: Se você ativou o protocolo CIFS, altere o estilo de segurança para UNIX.

Selecionar o protocolo CIFS define o estilo de segurança como NTFS por predefinição.

e. Opcional: Selecione o agregado raiz para conter o volume raiz.

O agregado selecionado para o volume raiz não determina o local do volume de dados.
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f. Opcional: Na área Configuração de DNS, verifique se o domínio de pesquisa DNS padrão e os
servidores de nomes são os que você deseja usar para este SVM.

g. Clique em Enviar e continuar.

O é criado, mas os protocolos ainda não estão configurados.

4. Na seção Configuração de LIF de dados da página Configurar protocolo CIFS/NFS, especifique os
detalhes do primeiro LIF de dados do primeiro datastore.

a. Atribua um endereço IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereço.

b. Clique em Browse e selecione um nó e uma porta que serão associados ao LIF.
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Não insira nenhuma informação para provisionar um volume. Você pode provisionar armazenamentos de
dados posteriormente usando

5. Clique em Enviar e continuar.

Os seguintes objetos são criados:

◦ Um LIF de dados nomeado após o com o sufixo "'_nfs_lif1"

◦ Um servidor NFS

6. Para todas as outras páginas de configuração de protocolo exibidas, clique em Skip e, em seguida,
configure o protocolo mais tarde.

7. Quando a página SVM Administration for exibida, configure ou defenda a configuração de um
administrador separado para este SVM:

◦ Clique em Skip e, em seguida, configure um administrador mais tarde, se necessário.

◦ Introduza as informações solicitadas e, em seguida, clique em Submit & Continue (Enviar e
continuar).

8. Reveja a página Summary, registe qualquer informação que possa necessitar mais tarde e, em seguida,
clique em OK.

Os clientes NFS precisam saber o endereço IP do data LIF.

Resultados

Um novo SVM é criado com o NFS habilitado.

Adicionar acesso NFS a uma SVM existente

Para adicionar acesso NFS a uma SVM existente, você deve primeiro criar uma interface
lógica de dados (LIF). Em seguida, você pode configurar o acesso NFS no host ESXi e
verificar se o NFS está habilitado para ESXi usando o Virtual Storage Console.

Antes de começar

• Você deve saber quais dos seguintes componentes de rede o usará:

◦ O nó e a porta específica nesse nó onde o LIF de dados será criado

◦ A sub-rede a partir da qual o endereço IP do LIF de dados será provisionado ou, opcionalmente, o
endereço IP específico que você deseja atribuir ao LIF de dados

• Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a serviços
de rede.

• O protocolo NFS deve ser permitido no SVM.
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Esse é o caso se você não seguir esse procedimento para criar o SVM ao configurar um protocolo
diferente.

Passos

1. Navegue até o painel Detalhes, onde você pode configurar os protocolos do SVM:

a. Selecione o SVM que você deseja configurar.

b. No painel Detalhes, ao lado de Protocolos, clique em NFS.

2. Na caixa de diálogo Configure NFS Protocol, crie um data LIF:

a. Atribua um endereço IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereço.

b. Clique em Browse e selecione um nó e uma porta que serão associados ao LIF.

Não insira nenhuma informação para provisionar um volume. Você pode provisionar armazenamentos de
dados posteriormente usando o Virtual Storage Console.

3. Clique em Submit & Close e, em seguida, clique em OK.

Verifique se o NFS está habilitado em uma SVM existente

Se você optar por usar uma SVM existente, primeiro você deverá verificar se o NFS está
habilitado no SVM. Em seguida, você pode configurar o acesso NFS e verificar se o NFS
está habilitado para ESXi usando o ESXi usando o Virtual Storage Console.

Passos

1. Navegue até a janela SVMs.

2. Clique na guia Configurações da SVM.

3. No painel Protocolos, clique em NFS.

4. Verifique se o NFS é exibido como ativado.

Se o NFS não estiver ativado, você precisará habilitá-lo ou criar uma nova SVM.

Provisione um datastore e crie seu volume contendo

Um datastore contém máquinas virtuais e seus VMDKs no host ESXi. O armazenamento
de dados no host ESXi é provisionado em um volume no cluster de armazenamento.
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Antes de começar

O Virtual Storage Console para VMware vSphere for (VSC) deve ser instalado e registrado no vCenter Server
que gerencia o host ESXi.

O VSC precisa ter cluster ou credenciais suficientes para criar o volume no SVM especificado.

Sobre esta tarefa

O VSC automatiza o provisionamento do armazenamento de dados, inclusive a criação de um volume na
SVM especificada.

Passos

1. Na página vSphere Web Client Home, clique em hosts and clusters.

2. No painel de navegação, expanda o datacenter onde você deseja provisionar o datastore.

3. Clique com o botão direito do Mouse no host ESXi e selecione NetApp VSC > armazenamento de dados
de provisionamento.

Como alternativa, você pode clicar com o botão direito do Mouse no cluster ao provisionar para tornar o
datastore disponível para todos os hosts no cluster.

4. Forneça as informações necessárias no assistente:

Verifique o acesso NFS a partir de um host ESXi

Depois de ter provisionado um datastore, você pode verificar se o host ESXi tem acesso
NFS criando uma máquina virtual no datastore e ligando-o.

Passos

1. Na página vSphere Web Client Home, clique em hosts and clusters.

2. No painel de navegação, expanda o datacenter para localizar o datastore que você criou anteriormente.

3. Clique em criar uma nova máquina virtual e forneça as informações necessárias no assistente.

Para verificar o acesso NFS, você deve selecionar o data center, o host ESXi e o datastore que você criou
anteriormente.

A máquina virtual aparece no inventário do vSphere Web Client.

4. Ligue a máquina virtual.
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Implante o plug-in NFS para VMware VAAI

O plug-in é uma biblioteca de software que integra as bibliotecas de disco virtual VMware
instaladas no host ESXi. O download e a instalação do plug-in NFS para VMware VAAI
permitem que você melhore a performance das operações de clonagem com o uso das
opções de descarga de cópia e reserva de espaço.

Sobre esta tarefa

Para fornecer acesso consistente às máquinas virtuais que residem no host ESXi no qual você está instalando
o plug-in NFS, você pode migrar máquinas virtuais ou instalar o plug-in NFS durante a manutenção planejada.

Passos

1. Faça download do plug-in NFS para VMware VAAI.

"Suporte à NetApp"

Você deve baixar o pacote on-line (NetAppNasPlugIn.vib) do plug-in mais recente

2. Verifique se o VAAI está ativado em cada host ESXi.

No VMware vSphere 5,0 e posterior, o VAAI é habilitado por padrão.

3. No Virtual Storage Console, vá para Tools > NFS VAAI Tools.

4. Clique em Select File (Selecionar ficheiro) para carregar o NetAppNasPlugIn.vib ficheiro.

5. Clique em Upload.

Você vê uma uploaded successfully mensagem.

6. Clique em Instalar no host.

7. Selecione os hosts ESXi nos quais você deseja instalar o plug-in, clique em Instalar e, em seguida, clique
em OK.

8. Reinicie o host ESXi para ativar o plug-in.

Depois de instalar o plug-in, você deve reiniciar o host ESXi antes que a instalação seja concluída.

Não é necessário reiniciar o sistema de armazenamento.

Montar datastores nos hosts

A montagem de um datastore dá a um host acesso ao storage. Quando os
armazenamentos de dados são provisionados pelo , eles são automaticamente
montados no host ou cluster. Talvez seja necessário montar um datastore em um host
depois de adicionar o host ao ambiente VMware.

Passos

1. Na página vSphere Web Client Home, clique em hosts and clusters:

2. No painel de navegação, expanda o datacenter que contém o host:

3. Clique com o botão direito do Mouse no host e selecione NetApp VSC > Monte datastores.
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4. Selecione os datastores que você deseja montar e clique em OK.

Informações relacionadas

"Console de armazenamento virtual, provedor VASA e adaptador de replicação de armazenamento para o
VMware vSphere Administration para a versão 9,6"
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