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Provisionamento de storage NAS

Configuracao NFS

Visao geral da configuragao NFS

Vocé pode configurar rapidamente o acesso NFS a um novo volume em uma maquina
virtual de storage (SVM) nova ou existente usando a interface classica do ONTAP
System Manager (ONTAP 9.7 e anterior).

Utilize este procedimento se pretender configurar o acesso a um volume da seguinte forma:

* O acesso NFS sera por meio do NFSv3, ndao do NFSv4 ou do NFSv4,1.

» Vocé quer usar as praticas recomendadas, néo explorar todas as opgbes disponiveis.

* Sua rede de dados usa o |IPspace padréo, o dominio de broadcast padréao e o grupo de failover padréo.
Se sua rede de dados for plana, usar esses objetos padrao garante que LIFs falhardo corretamente em
caso de falha de link. Se vocé n&o estiver usando os objetos padrao, "Documentacao de gerenciamento
de rede" consulte para obter informagdes sobre como configurar o failover de caminho LIF.

* As permissdes de arquivo UNIX serdo usadas para proteger o novo volume.

* LDAP, se usado, ¢é fornecido pelo ative Directory.

Se quiser obter detalhes sobre a gama de capacidades do protocolo NFS da ONTAP, consulte o "Visao geral
de referéncia de NFS".

Outras maneiras de fazer isso em ONTAP

Para executar estas tarefas com... Consulte...

O Gerenciador de sistema redesenhado (disponivel  "Provisione storage nas para servidores Linux usando
com o ONTAP 9.7 e posterior) NFS"

Ainterface da linha de comando ONTAP "Visao geral da configuragédo de NFS com a CLI"

Fluxo de trabalho de configuragao NFS

A configuragdo do NFS envolve, como opgéao, a criagdo de um agregado e a escolha de
um fluxo de trabalho especifico a sua meta: Criar um novo SVM habilitado para NFS,
configurar o acesso NFS a uma SVM existente ou simplesmente adicionar um volume
NFS a uma SVM existente que ja esteja totalmente configurada para acesso ao NFS.

Crie um agregado

Se vocé ndo quiser usar um agregado existente, crie um novo agregado para fornecer
armazenamento fisico ao volume que vocé esta provisionando.

Sobre esta tarefa


https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/networking/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/nfs-admin/index.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/task_nas_provision_linux_nfs.html
https://docs.netapp.com/us-en/ontap/nfs-config/index.html

Se vocé tiver um agregado existente que deseja usar para o novo volume, ignore este procedimento.

Passos

1. Insira 0o URL https://IP-address-of-cluster-management-LIF em um navegador da Web e faga
login no System Manager usando sua credencial de administrador de cluster.

2. Navegue até a janela Adorments.
3. Clique em criar.

4. Siga as instrugdes na tela para criar o agregado usando a configuracdo RAID-DP padréao e clique em
criar.

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizks.

MName: aggr?
&) Disk Type: GAS | Browse |
MNumnber of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TB (Estimated)
Resultados

O agregado é criado com a configuracao especificada e adicionado a lista de agregados na janela agregados.

Decidir onde provisionar o novo volume

Antes de criar um novo volume NFS, vocé precisa decidir se deve coloca-lo em uma
maquina virtual de storage (SVM) existente e, em caso afirmativo, em quanta
configuragdo o SVM precisa. Esta decisdo determina o seu fluxo de trabalho.

Procedimento

» Se vocé quiser provisionar um volume em uma nova SVM, crie um novo SVM habilitado para NFS.
"Criacdo de um novo SVM habilitado para NFS"
Vocé deve escolher essa opcao se o NFS nao estiver habilitado em uma SVM existente.

» Se vocé quiser provisionar um volume em uma SVM existente no qual o NFS esteja ativado, mas néao
configurado, configure o acesso NFS no SVM atual.

"Configuragédo do acesso ao NFS em uma SVM existente"

Esse é o caso se vocé nao seguir esse procedimento para criar o SVM ao configurar um protocolo
diferente.

« Se vocé quiser provisionar um volume em uma SVM atual totalmente configurada para acesso NFS,
adicione um volume NFS ao SVM habilitado para NFS.



"Adi¢do de um volume NFS a uma SVM habilitada para NFS"

Criar um novo SVM habilitado para NFS

A configuracdo de um SVM habilitado para NFS envolve a criacdo do novo SVM com um
volume NFS e exportacéo, a abertura da politica de exportagdo padrao do volume raiz
do SVM e a verificagcado do acesso NFS a partir de um host de administracdo UNIX. Em
seguida, vocé pode configurar o acesso do cliente NFS.

Criar um novo SVM com um volume NFS e exportagao

Vocé pode usar um assistente que orienta vocé pelo processo de criacdo da maquina
virtual de armazenamento (SVM), configuragao do sistema de nomes de dominio (DNS),
criacdo de uma interface logica de dados (LIF), ativagdo do NFS, configurag&o opcional
do NIS e, em seguida, criacao e exportagdo de um volume.

Antes de comecar
» Sua rede deve estar configurada e as portas fisicas relevantes devem estar conetadas a rede.

* Vocé deve saber quais dos seguintes componentes de rede o SVM usara:
> O no e a porta especifica nesse nd onde a interface logica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o
endereco IP especifico que vocé deseja atribuir ao LIF de dados

o Informacodes sobre NIS, se o seu site usar NIS para servicos de nome ou mapeamento de nomes

» A sub-rede deve ser roteavel para todos os servidores externos necessarios para servicos como NIS
(Network Information Service), LDAP (Lightweight Directory Access Protocol), AD (ative Directory) e DNS.

» Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a servigos
de rede.

* O tempo nos controladores de dominio do AD, clientes e SVM deve ser sincronizado em até cinco minutos
um do outro.

Passos
1. Navegue até a janela SVMs.

2. Clique em criar.
3. Na caixa de dialogo Storage Virtual Machine (SVM) Setup, criec 0 SVM:

a. Especifigue um nome exclusivo para o SVM.

O nome deve ser um nome de dominio totalmente qualificado (FQDN) ou seguir outra convengéo que
garanta nomes exclusivos em um cluster.

b. Selecione todos os protocolos para os quais vocé tem licengas e que vocé eventualmente usara no
SVM, mesmo que vocé ndo queira configurar todos os protocolos imediatamente.

Se o0 acesso CIFS for necessario eventualmente, vocé deve selecionar CIFS agora para que 0s
clientes CIFS e NFS possam compartilhar o mesmo LIF de dados.

¢. Mantenha a predefinigcéo de idioma, C.UTF-8.



Se vocé oferecer suporte a exibigao de carateres internacionais em clientes NFS e
@ SMB/CIFS, considere usar o cédigo de idioma UTF8MB4, que esta disponivel a partir
do ONTAP 9.5.

Esse idioma é herdado pelo volume que vocé cria mais tarde e o idioma de um volume nao pode ser
alterado.

d. Opcional: Se vocé ativou o protocolo CIFS, altere o estilo de seguranga para UNIX.
Selecionar o protocolo CIFS define o estilo de seguranga como NTFS por predefinigéo.
e. Opcional: Selecione o agregado raiz para conter o volume raiz SVM.

O agregado selecionado para o volume raiz ndo determina o local do volume de dados. O agregado
para o volume de dados € selecionado automaticamente quando vocé provisiona o storage em uma
etapa posterior.

Storage Virtual Machine {5¥M] Setup

o (1) O

Enter SWM basic details
SVYM Details

@ Specify a unigue nare and the data protocols for the SYA

Suh hMarme: wall.example cam
@ IPspace: W
(@ pataProtocals: W aFs W nFs [T iscsl 0 FOFCoE T

() Default Language | CUTE-&[ cutf 2] h

The language of the Swh specifles the default language encoding setting for the Sk and

Itz volumes. Usinga settingthat Incorporates UTF-8 character encoding 15 recommended.
(@) security Style: UNIX ¥

Root Aggregate: | data_01_agsr i

f. Na area Configuragao de DNS, verifique se o dominio de pesquisa DNS padrao e os servidores de
nomes sao 0s que vocé deseja usar para este SVM.



DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
L) example.com

1" Name Servers: 182.0.2.145182.0. 2146 182.0.2.147

g. Clique em Enviar e continuar.
O SVM foi criado, mas os protocolos ainda ndo estao configurados.
4. Na secao Configuracao de LIF de dados da pagina Configurar protocolo CIFS/NFS, especifique os
detalhes do LIF que os clientes usardo para acessar dados:

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Clique em Browse e selecione um n6 e uma porta que serdo associados ao LIF.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.198  Change

2 )Port gbccarp_l:elb | Browse... |

5. Se a area NIS Configuration estiver colapsada, expanda-a.

6. Se o seu site usar NIS para servigcos de nomes ou mapeamento de nomes, especifique o dominio € os
enderecos IP dos servidores NIS.

| MI5 Configuration {Optional}

Canfigure M5 domain an the 5Wh to autharize MFS users.

Dormain Mames: example.com

IP Addresses: 182.0.2.145,192.0.2.146,152.0.2.147

7. Criar e exportar um volume para o acesso NFS:

a. Para Nome da exportacgao, digite um nome que sera o nome da exportagdo e o inicio do nome do
volume.

b. Especifique um tamanho para o volume que contera os arquivos.



Provision a volume for NFS storage.

Export

MName: Eng
Size: 10 GB v
Permission: Change

Vocé nao precisa especificar o agregado para o volume porque ele esta localizado automaticamente
no agregado com o espago mais disponivel.

¢. No campo permissao, clique em alterar e especifique uma regra de exportagdo que dé acesso
NFSv3 a um host de administragao UNIX, incluindo acesso a superusuario.

Create Export Rule

Client Specification: | 3dmin host

Enter comma-zeparated values for multiple client specifications

Access Protocols: [ CIFS
| T = T I =AY

[T Flexcache

ﬂ If yvou do not =elect any protocol, accezs is provided
through any of the abowve protocols |CIF5 MF5 or FlexCache)
configured on the 3torage YWirtual Machine {34}

Access Details: v Read-Cnhy IV Readinrite
UMY 3 7
Kerberos 5 r v
Kerberos 5i r v
Kerberos Sp r 3
NTLM I 7

I allow Superuser Access

Superuser access is set to all

Vocé pode criar um volume de 10 GB chamado Eng, exporta-lo como Eng e adicionar uma regra que da
ao cliente "admin_host™ acesso total a exportagao, incluindo acesso ao superusuario.

8. Clique em Enviar e continuar.

Os seguintes objetos s&o criados:

o

Um LIF de dados nomeado apés o SVM com o sufixo ™ nfs_[if1"
Um servidor NFS

o

o Um volume que esta localizado no agregado com o espac¢o mais disponivel e tem um nome que
corresponde ao nome da exportagdo e termina no sufixo ™ NFS_volume™

o Uma exportagao para o volume

o Uma politica de exportagdo com o mesmo nome que a exportacao



9.

10.

1.

Para todas as outras paginas de configuragéo de protocolo exibidas, clique em Skip e configure o
protocolo mais tarde.

Quando a pagina SVM Administration for exibida, configure ou defenda a configuragdo de um
administrador separado para este SVM:

> Clique em Skip e configure um administrador mais tarde, se necessario.

o Insira as informacdes solicitadas e clique em Submit & Continue.
Reveja a pagina Summary, registe qualquer informagéo que possa necessitar mais tarde e, em seguida,
clique em OK.

Os clientes NFS precisam saber o endereco IP do data LIF.

Resultados

Um novo SVM é criado com um servidor NFS que contém um novo volume exportado para um administrador.

Abrir a politica de exportagao do volume raiz da SVM (criar um novo SVM habilitado para NFS)

Vocé deve adicionar uma regra a politica de exportagao padrao para permitir que todos
os clientes acessem através do NFSv3. Sem essa regra, todos os clientes NFS tém
acesso negado a maquina virtual de storage (SVM) e seus volumes.

Sobre esta tarefa

Vocé deve especificar todo o acesso NFS como a politica de exportagdo padrao e, posteriormente, restringir o
acesso a volumes individuais criando politicas de exportacao personalizadas para volumes individuais.

Passos

1.

o o A0 N

Navegue até a janela SVMs.
Clique na guia Configuragoes da SVM.
No painel politicas, clique em politicas de exportagao.
Selecione a politica de exportagdo chamada default, que é aplicada ao volume raiz SVM.
No painel inferior, clique em Add.
Na caixa de dialogo criar regra de exportacao, crie uma regra que abra o acesso a todos os clientes
para clientes NFS:
a. No campo especificagao do cliente, insira 0.0.0.0/0 para que a regra se aplique a todos os
clientes.
b. Mantenha o valor padrédo como 1 para o indice de regras.
c. Selecione NFSv3.
d. Desmarque todas as caixas de selegdo, exceto UNIX, em somente leitura.

e. Cligue em OK.



Create Export Rule ><

Client Specification: | 0.0.0.0/0
Rule Index: 1 3
Access Protocols: L CIFS
Ll NFs ¥ WFSw3 || MFSvd
|| Flexcache
o If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virusl Machine

[SVI).

Access Details: |#| Read-Onhy | Readn\rite
UMD |+ [}
Kerberos 5 [} [}
Kerberos Si [} [}
MTLM I ||

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

Resultados
Os clientes do NFSv3 agora podem acessar todos os volumes criados no SVM.

Configurar o LDAP (criar um novo SVM habilitado para NFS)

Se vocé quiser que a maquina virtual de storage (SVM) obtenha informagdes de usuario
do LDAP (Lightweight Directory Access Protocol) baseado no ative Directory, crie um
cliente LDAP, ative-o para o SVM e dé prioridade LDAP sobre outras fontes de
informacdes de usuario.

Antes de comecar
» A configuragédo LDAP deve estar usando o ative Directory (AD).

Se vocé usar outro tipo de LDAP, vocé deve usar a interface de linha de comando (CLI) e outra
documentagao para configurar o LDAP. Para obter mais informagdes, "Visao geral do uso do
LDAP"consulte .

* Vocé deve conhecer o dominio e os servidores do AD, bem como as seguintes informagodes de vinculagao:
O nivel de autenticagao, o usuario e a senha do Bind, o DN base e a porta LDAP.

Passos
1. Navegue até a janela SVMs.

2. Selecione 0 SVM necessario
3. Clique na guia Configuragdes da SVM.
4. Configure um cliente LDAP para o SVM usar:


https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html
https://docs.netapp.com/us-en/ontap/nfs-config/using-ldap-concept.html

a. No painel Servigos, clique em Cliente LDAP.
b. Na janela Configuracao do cliente LDAP, clique em Adicionar.

c. Na guia Geral da janela criar cliente LDAP, digite 0 nome da configuragao do cliente LDAP, como
vsOclientl por exemplo .

d. Adicione o dominio AD ou os servidores AD.

Create LDAP Client

General Binding

LDAP Client valclient
Configuration:

Servers

® Active Directory Domain example.com

Preferred Active Directory Servers
Server | Add |
192.0.2.145

Active Directory Servers

e. Cliqgue em Binding e especifique o nivel de autenticagdo, o usuario Bind e a senha, o DN base e a
porta.

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): user

Bind user password:

Base DN: DC=example, DC=com

Tep port: 389 ﬁ

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage VWirtual Machine reguires CIFS user information
during data access.

f. Clique em Salvar e fechar.

Um novo cliente é criado e esta disponivel para uso do SVM.

5. Habilite o novo cliente LDAP para o SVM:



a. No painel de navegacao, clique em Configuragédo LDAP.
b. Clique em Editar.
c. Certifique-se de que o cliente que acabou de criar esta selecionado em Nome do cliente LDAP.

d. Selecione Ativar cliente LDAP e clique em OK.

Active LDAP Client

LDAP client name: valclientt hd

#| Enable LDAP client

Active Directory Domain example.com

Servers

O SVM usa o novo cliente LDAP.

6. Dé prioridade ao LDAP sobre outras fontes de informagdes do usuario, como o Network Information
Service (NIS) e usuarios e grupos locais:
a. Navegue até a janela SVMs.
b. Selecione o SVM e clique em Editar.
c. Clique na guia Servigos.

d. Em Name Service Switch, especifique LDAP como a origem preferencial do switch de servigo de
nomes para os tipos de banco de dados.

e. Clique em Salvar e fechar.

Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame senvice switches gre used to ook up and retrieve user information to
provide proper gccess to clients. The order of the sendces listed determings in
which order the name senvice sources gre consulted to retrieve information.

Marme Service Switch

hosts: files ¥ dns M
narnemap: ldap Y files M
Eroup: Idap ¥ [files ¥ |nis hd
neteroup: Idap ¥ files ¥ |nis i
passwd: Idap ¥ files ¥ |nis h

O LDAP ¢ a principal fonte de informagbes do usuario para servigos de nome e mapeamento de nomes
neste SVM.
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Verificar o acesso NFS a partir de um host de administragao UNIX

Depois de configurar o acesso NFS a maquina virtual de storage (SVM), vocé devera
verificar a configuragao fazendo login em um host de administracdo NFS, lendo e
gravando dados no SVM.

Antes de comecgar
» O sistema cliente deve ter um endereco IP permitido pela regra de exportagao especificada anteriormente.

* Vocé deve ter as informagdes de login para o usuario root.
Passos
1. Faca login como usuario raiz no sistema cliente.
2. Introduza cd /mnt/ para alterar o diretorio para a pasta de montagem.

3. Crie e monte uma nova pasta usando o endereco IP do SVM:

a. Digite mkdir /mnt/folder para criar uma nova pasta.

b. Introduza mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder
para montar o volume neste novo diretdrio.

C. Introduza cd folder para alterar o diretorio para a nova pasta.

Os comandos a seguir criam uma pasta chamada test1, montam o volume vol1 no enderego IP
192.0.2.130 na pasta de montagem test1 e mudam para o novo diretério test1:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Crie um novo arquivo, verifique se ele existe e escreva texto nele:

a. Digite touch filename para criar um arquivo de teste.

b. Digite 1s -1 filename para verificar se o arquivo existe.

c. “cat >filename’Digite um texto e pressione Ctrl e D para escrever texto no arquivo de teste.
d. Introduza cat filename para apresentar o contetdo do ficheiro de teste.

€. Introduza rm filename para remover o ficheiro de teste.

f. Digite cd .. para retornar ao diretorio pai.

11



host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r-- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Resultados
Vocé confirmou que ativou o acesso NFS ao SVM.

Configurar e verificar o acesso do cliente NFS (criar um novo SVM habilitado para NFS)

Quando estiver pronto, vocé pode dar aos clientes selecionados acesso ao
compartilhamento definindo permissdes de arquivo UNIX em um host de administragao
UNIX e adicionando uma regra de exportacdo no System Manager. Em seguida, vocé
deve testar se os usuarios ou grupos afetados podem acessar o volume.

Passos
1. Decida quais clientes e usuarios ou grupos terao acesso ao compartilhamento.

2. Em um host de administracdo UNIX, use o usuario raiz para definir a propriedade e as permissoes do
UNIX no volume.

3. No System Manager, adicione regras a politica de exportagdo para permitir que clientes NFS acessem o
compartilhamento.
Selecione a maquina virtual de armazenamento (SVM) e clique em SVM Settings.

a.
b. No painel politicas, clique em politicas de exportagao.

(9]

. Selecione a politica de exportacdo com o0 mesmo nome do volume.
d. Na guia regras de exportagao, clique em Adicionar e especifique um conjunto de clientes.

e. Selecione 2 para o Rule Index para que esta regra seja executada apos a regra que permite o acesso
ao host de administracao.

f. Selecione NFSv3.
g. Especifique os detalhes de acesso desejados e clique em OK.
Vocé pode dar acesso completo de leitura/gravagéo aos clientes digitando a sub-rede 10.1.1.0/24

como especificagao do cliente e selecionando todas as caixas de selegao Access, exceto permitir
acesso ao superusuario.

12



Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index: 2 3
Access Protocols: L CIFS
| NFS |« NFSv3 | NFSv4
| Flexcache
o If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVIM).
Access Details: #| Read-Onhy «| Readiirite
UM L Ll
Kerberos 5 | Ll
Kerberos Si L |
MTLHM bl bl

| Allow Superuser Access

Superuzer secess iz 2ef fo &l

4. Em um cliente UNIX, faga login como um dos usuarios que agora tem acesso ao volume e verifique se
vocé pode montar o volume e criar um arquivo.

Configurar o acesso NFS a uma SVM existente

Adicionar acesso a clientes NFS a um SVM existente envolve a adigao de configuragdes
NFS ao SVM, abertura da politica de exportagao do volume raiz do SVM, configuracao
opcional de LDAP e verificagcdo do acesso NFS a partir de um host de administracéo
UNIX. Em seguida, vocé pode configurar o acesso do cliente NFS.

Adicionar acesso NFS a uma SVM existente

A adicéo de acesso NFS a uma SVM existente envolve a criagédo de um LIF de dados,
configuragao opcional de NIS, provisionamento de um volume, exportacéo do volume e
configuragao da politica de exportagao.

Antes de comecgar
» Vocé deve saber quais dos seguintes componentes de rede o SVM usara:

> O no e a porta especifica nesse nd onde a interface logica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o
endereco IP especifico que vocé deseja atribuir ao LIF de dados

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a servigos
de rede.

* O protocolo NFS deve ser permitido no SVM.

Para obter mais informacgodes, consulte "Documentacao de gerenciamento de rede".

13


https://docs.netapp.com/us-en/ontap/networking/index.html

Passos
1. Navegue até a area onde vocé pode configurar os protocolos do SVM:

a. Selecione o0 SVM que vocé deseja configurar.

b. No painel Detalhes, ao lado de Protocolos, clique em NFS.

Protocols: Fs | ECIFCoE |

2. Na caixa de dialogo Configure NFS Protocol, crie um data LIF.

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Clique em Browse e selecione um n6 e uma porta que serdo associados ao LIF.

+ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS

Assign IP Address: | Without a subnet hd

IP Address: 10.224.107.188  Change

3,! Port: gbcoorp_1:edb | Browse... |

3. Se o seu site usar NIS para servicos de nome ou mapeamento de nomes, especifique o dominio e os
enderecos IP dos servidores NIS e selecione os tipos de banco de dados para os quais vocé deseja
adicionar a origem do servigo de nomes NIS.

| NI5 Configuration {Optional}

Configure M5 domain on the 5%h to guthorize MFS users.

Dormain Marmes: example.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

'L,: Database Type: g Eraup i passird ¥ netgraup

Se os servigos NIS nao estiverem disponiveis, néo tente configura-los. Os servigos NIS configurados
incorretamente podem causar problemas de acesso ao datastore.

4. Criar e exportar um volume para o acesso NFS:

a. Para Nome da exportagao, digite um nome que sera o nome da exportagdo e o inicio do nome do
volume.

b. Especifique um tamanho para o volume que contera os arquivos.

Provision a volume for NFS storage.

Export

MName: Eng

Size: 10 GB v
Permission: Change
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Vocé nao precisa especificar o agregado para o volume porque ele esta localizado automaticamente
no agregado com o espago mais disponivel.

c. No campo permissao, clique em alterar e especifique uma regra de exportacdo que dé acesso
NFSv3 a um host de administracdo UNIX, incluindo acesso a superusuario.

Create Export Rule

Client Specification: | 3dmin host

Access Protocols:

Access Details:

Enter comma-zeparated values for multiple client specifications

[T ciFs
= (= I =

|_ Flexcache

ﬂ If wyou do not =elect any protocol, access iz provided
through any of the abowe protocols {CIF5 MF5 or FlexCache)
configured on the 3torage Wirtual Machine {34}

IV Read-Only ¥ Readinrite
UMY 3 3
Kerberos 5 r ¥
Kerberos 5i r v
Kerberos Sp r v
NTLM r 3

I allow SUperuser Access

Superuser access iz =8t to all

Vocé pode criar um volume de 10 GB chamado Eng, exporta-lo como Eng e adicionar uma regra que da

ao cliente

admin_host™ acesso total a exportacao, incluindo acesso ao superusuario.

5. Clique em Submit & Close e, em seguida, clique em OK.

Abrir a politica de exportagcao do volume raiz da SVM (Configurar acesso NFS a uma SVM existente)

Vocé deve adicionar uma regra a politica de exportagéo padrao para permitir que todos
os clientes acessem através do NFSv3. Sem essa regra, todos os clientes NFS tém
acesso negado a maquina virtual de storage (SVM) e seus volumes.

Sobre esta tarefa

Vocé deve especificar todo o acesso NFS como a politica de exportagédo padrao e, posteriormente, restringir o
acesso a volumes individuais criando politicas de exportagao personalizadas para volumes individuais.

Passos

1. Navegue até a janela SVMs.

. Clique na guia Configuragdes da SVM.

. No painel politicas, clique em politicas de exportagao.

2
3
4. Selecione a politica de exportagdo chamada default, que é aplicada ao volume raiz SVM.
5

. No painel inferior, clique em Add.

15



6. Na caixa de dialogo criar regra de exportagao, crie uma regra que abra o acesso a todos os clientes
para clientes NFS:

a.

No campo especificagado do cliente, insira 0.0.0.0/0 para que a regra se aplique a todos os
clientes.

Mantenha o valor padrdo como 1 para o indice de regras.

Selecione NFSv3.

Desmarque todas as caixas de selegéo, exceto UNIX, em somente leitura.
Cliqgue em OK.

Create Export Rule ¥

Client Specification: | 0.0.0.0/0

Rule Index: 1 :
Access Protocols: ] CIFS
Ll NFS e NFSv3 L] MNFSw4
| Flexcache
o If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virusl Machine

[SVI).

Access Details: |#| Read-Onhy | Readn\rite
UMD |+ [}
Kerberos 5 [} [}
Kerberos Si [} [}
MTLM [} [}

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

Resultados

Os clientes do NFSv3 agora podem acessar todos os volumes criados no SVM.

Configurar LDAP (Configurar acesso NFS a uma SVM existente )

Se vocé quiser que a maquina virtual de storage (SVM) obtenha informagdes de usuario

do LDAP (Lightweight Directory Access Protocol) baseado no ative Directory, crie um
cliente LDAP, ative-o para o SVM e dé prioridade LDAP sobre outras fontes de
informacdes de usuario.

Antes de comecgar

» A configuragédo LDAP deve estar usando o ative Directory (AD).

Se vocé usar outro tipo de LDAP, vocé deve usar a interface de linha de comando (CLI) e outra
documentagao para configurar o LDAP. Para obter mais informagdes, "Visao geral do uso do
LDAP"consulte .
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* Vocé deve conhecer o dominio e os servidores do AD, bem como as seguintes informagodes de vinculagao:
O nivel de autenticagéo, o usuario e a senha do Bind, o DN base e a porta LDAP.

Passos
1. Navegue até a janela SVMs.

2. Selecione o SVM necessario
3. Clique na guia Configuragdées da SVM.
4. Configure um cliente LDAP para o SVM usar:

a. No painel Servigos, clique em Cliente LDAP.
b. Na janela Configuracao do cliente LDAP, clique em Adicionar.

c. Na guia Geral da janela criar cliente LDAP, digite o nome da configuragao do cliente LDAP, como
vsOclientl por exemplo .

d. Adicione o dominio AD ou os servidores AD.

Create LDAP Client

General Binding

LOAP Client velclient
Configuration:

Servers

#* Active Directory Domain example.com

Preferred Active Directory Servers
Server

182.0.2.145

Active Directory Servers

e. Clique em Binding e especifique o nivel de autenticagéo, o usuario Bind e a senha, o DN base e a
porta.
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Edit LDAP Client

General Binding

Authentication level: sasl W
Bind DN (User): uzer

Bind user password:

Base DN: DC=example,DC=com

Tep port: 389 E

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information
during data access.

f. Clique em Salvar e fechar.

Um novo cliente é criado e esta disponivel para uso do SVM.

5. Habilite o novo cliente LDAP para o SVM:

a. No painel de navegacao, clique em Configuragao LDAP.

b. Clique em Editar.

c. Certifique-se de que o cliente que acabou de criar esta selecionado em Nome do cliente LDAP.

d. Selecione Ativar cliente LDAP e clique em OK.

Active LDAP Client

LDAP client name: valclient w7

|#| Enable LDWP client

Active Directory Domain gxample.com

Servers

O SVM usa o novo cliente LDAP.

6. Dé prioridade ao LDAP sobre outras fontes de informagdes do usuario, como o Network Information
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Service (NIS) e usuarios e grupos locais:

a. Navegue até a janela SVMs.
b. Selecione o SVM e clique em Editar.
c. Clique na guia Servigos.

d. Em Name Service Switch, especifique LDAP como a origem preferencial do switch de servigo de
nomes para os tipos de banco de dados.

e. Clique em Salvar e fechar.



Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

O LDAP ¢ a principal fonte de informagbes do usuario para servicos de nome e mapeamento de nomes
neste SVM.

Verificar o acesso NFS a partir de um host de administragao UNIX

Depois de configurar o acesso NFS a maquina virtual de storage (SVM), vocé devera
verificar a configuragao fazendo login em um host de administragdo NFS, lendo e
gravando dados no SVM.

Antes de comecar
» O sistema cliente deve ter um endereco IP permitido pela regra de exportagdo especificada anteriormente.

* Vocé deve ter as informagbes de login para o usuario root.
Passos
1. Facga login como usuario raiz no sistema cliente.
2. Introduza cd /mnt/ para alterar o diretorio para a pasta de montagem.

3. Crie e monte uma nova pasta usando o endereco IP do SVM:

a. Digite mkdir /mnt/folder para criar uma nova pasta.

b. Introduza mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder
para montar o volume neste novo diretdrio.

C. Introduza cd folder para alterar o diretério para a nova pasta.

Os comandos a seguir criam uma pasta chamada test1, montam o volume vol1 no enderego IP
192.0.2.130 na pasta de montagem test1 e mudam para o novo diretério test1:
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4.

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

Crie um novo arquivo, verifique se ele existe e escreva texto nele:

a. Digite touch filename para criar um arquivo de teste.

b. Digite 1s -1 filename para verificar se o arquivo existe.

c. “cat >filename’Digite um texto e pressione Ctrl e D para escrever texto no arquivo de teste.
d. Introduza cat filename para apresentar o conteddo do ficheiro de teste.

€. Introduza rm filename para remover o ficheiro de teste.

f. Digite cd .. para retornar ao diretorio pai.

host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Resultados

Vocé confirmou que ativou o acesso NFS ao SVM.

Configurar e verificar o acesso do cliente NFS (Configurar o acesso NFS a uma SVM existente)

Quando estiver pronto, vocé pode dar aos clientes selecionados acesso ao
compartilhamento definindo permissdes de arquivo UNIX em um host de administragéao
UNIX e adicionando uma regra de exportacdo no System Manager. Em seguida, vocé
deve testar se os usuarios ou grupos afetados podem acessar o volume.

Passos

1.
2.
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Decida quais clientes e usuarios ou grupos terdo acesso ao compartilhamento.

Em um host de administragdo UNIX, use o usuario raiz para definir a propriedade e as permissdes do
UNIX no volume.

No System Manager, adicione regras a politica de exportagao para permitir que clientes NFS acessem o
compartilhamento.
a. Selecione a maquina virtual de armazenamento (SVM) e clique em SVM Settings.

b. No painel politicas, clique em politicas de exportagao.



c. Selecione a politica de exportacao com o mesmo nome do volume.
d. Na guia regras de exportagao, clique em Adicionar e especifique um conjunto de clientes.

e. Selecione 2 para o Rule Index para que esta regra seja executada apos a regra que permite o acesso
ao host de administracao.

f. Selecione NFSv3.

g. Especifique os detalhes de acesso desejados e clique em OK.

Vocé pode dar acesso completo de leitura/gravagao aos clientes digitando a sub-rede 10.1.1.0/24
como especificagao do cliente e selecionando todas as caixas de selegao Access, exceto permitir
acesso ao superusuario.

Create Export Rule ¥

Client Specification: | 10.1.1.0/24

Rule Index: 2 3
Access Protocols: L) CIFS
| NFS o] NFSv3 | NFSw4
| Flexcache
If you do not zelect any profocol, sccess iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
SV
Access Details: #| Read-Onhy #| Read/\Write
UM Ll Ll
Kerberos 5 Ll Ll
Kerberos Si Ll |
MTLHM Ll bl

| Allow Superuser ACcess

Superuzer sccess iz zef fo all

4. Em um cliente UNIX, faga login como um dos usuarios que agora tem acesso ao volume e verifique se
vocé pode montar o volume e criar um arquivo.

Adicionar um volume NFS a um SVM habilitado para NFS

Adicionar um volume NFS a um SVM habilitado para NFS envolve a criacéo e
configuragdo de um volume, a criagdo de uma politica de exportacéo e a verificacdo do
acesso a partir de um host de administragcdo UNIX. Em seguida, vocé pode configurar o
acesso do cliente NFS.

Antes de comecar
O NFS precisa estar completamente configurado no SVM.
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Criar e configurar um volume

Vocé deve criar um FlexVol volume para conter seus dados. Opcionalmente, vocé pode
alterar o estilo de segurancga padrao do volume, que € herdado do estilo de segurancga do
volume raiz. Vocé também pode alterar o local padrdo do volume no namespace, que
esta no volume raiz da maquina virtual de storage (SVM).

Passos
1. Navegue até a janela volumes.

2. Clique em Create > Create FlexVol.
A caixa de dialogo criar volume ¢é exibida.

3. Se quiser alterar o nome padréo, que termina em um carimbo de data e hora, especifique um novo nome,
como voll .

4. Selecione um agregado para o volume.

5. Especifique o tamanho do volume.

6. Clique em criar.
Qualquer novo volume criado no System Manager € montado por padréo no volume raiz usando o nome

do volume como o nome da jungado. Os clientes NFS usam o caminho de jungcédo e o nome da jungéo ao
montar o volume.

7. Se vocé nao quiser que o volume esteja localizado na raiz do SVM, modifique o local do novo volume no
namespace existente:

. Navegue até a janela namespace.

a
b. Selecione SVM no menu suspenso.

3]

Clique em montar.

d. Na caixa de dialogo Mount volume, especifique o volume, 0 nome de seu caminho de jungéo € o
caminho de jungao no qual vocé deseja que o volume seja montado.

e. Verifique o novo caminho de jungéo na janela namespace.

Se vocé quiser organizar certos volumes sob um volume principal chamado "data", vocé pode mover o
novo volume "vol1™ do volume raiz para o volume "data".

Path - Storage Object Path - Storage Object

45/ B vslexamplecom_root F B velexamplecom_root
“§ data B data 4 "L data B data
% voll 8 ot = voll 8 ot

8. Reveja o estilo de segurancga do volume e altere-o, se necessario:

a. Na janela volume, selecione o volume que acabou de criar e clique em Editar.

A caixa de dialogo Editar volume ¢é exibida, mostrando o estilo de seguranga atual do volume, que é
herdado do estilo de seguranga do volume raiz SVM.

b. Certifigue-se de que o estilo de seguranca é UNIX.
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Edit Volume

General Sto

Name:

Security style:

UMLK permissions

rage Efficiency | Advanced

woll

NTFS b
NTFS

LMD

Read Write Execute

Mixed

Crie uma politica de exportagao para o volume

Antes que qualquer cliente NFS possa acessar um volume, vocé deve criar uma politica
de exportagao para o volume, adicionar uma regra que permita o acesso por um host de
administracéo e aplicar a nova politica de exportagcéo ao volume.

Passos

1. Navegue até a janela SVMs.

2. Clique na guia Configuracdes da SVM.

3. Criar uma nova politica de exportacao:

a. No painel Policies, clique em Export Policies €, em seguida, clique em Create.

b. Na janela Create Export Policy (criar politica de exportagéo), especifique um nome de politica.

c. Em regras de exportagao, clique em Adicionar para adicionar uma regra a nova politica.

| Create Export Policy

Policy Name:

| Copy Rules from

Export Rules;

fnl Add

Rule Index

4. Na caixa de didlogo

ExportPolicyl

W === | &

Client Access Protocols = Read-Only Rule

Create Export Rule (criar regra de exportagéo), crie uma regra que permita a um

administrador ter acesso total a exportagcéo através de todos os protocolos:

a. Especifique o endereco IP ou o nome do cliente, como admin_host, a partir do qual o volume
exportado sera administrado.
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b. Selecione NFSv3.

c. Certifique-se de que todos os detalhes de acesso Read/Write estdo selecionados, bem como Allow
superuser access.

Create Export Rule ¥

Client Specification: | admin_host

Access Protocols: ¥ CIFS
Ll NFS  |# NFSv3 ] NFSw4
|| Flexcache
If you do not zelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5S, or

FlexCache) configured on the Storage Virual Machine

[SVI).

Access Details: || Read-Only |#| Read/rite
UMD I v
Kerberos 5 I |w#]
Kerberos Si I Cal
NTLK L ]

|| Alow Superuser Access

Superuzer secess iz 2ef fo &l

d. Cligue em OK e, em seguida, clique em criar.

A nova politica de exportacao é criada, juntamente com sua nova regra.

5. Aplique a nova politica de exportagdo ao novo volume para que o host administrador possa acessar o
volume:

a. Navegue até a janela namespace.
b. Selecione o volume e clique em alterar politica de exportagao.

c. Selecione a nova politica e clique em alterar.
Informagoes relacionadas

Verificando o acesso NFS a partir de um host de administracdo UNIX

Verificar o acesso NFS a partir de um host de administragao UNIX

Depois de configurar o acesso NFS a maquina virtual de storage (SVM), vocé devera
verificar a configuragao fazendo login em um host de administracao NFS, lendo e
gravando dados no SVM.

Antes de comecgar
» O sistema cliente deve ter um enderego IP permitido pela regra de exportagdo especificada anteriormente.

* Vocé deve ter as informagbes de login para o usuario root.

Passos
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1. Faca login como usuario raiz no sistema cliente.
2. Introduza cd /mnt/ para alterar o diretorio para a pasta de montagem.

3. Crie e monte uma nova pasta usando o endereco IP do SVM:

a. Digite mkdir /mnt/folder para criar uma nova pasta.

b. Introduza mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder
para montar o volume neste novo diretorio.

C. Introduza cd folder para alterar o diretério para a nova pasta.

Os comandos a seguir criam uma pasta chamada test1, montam o volume vol1 no enderego IP
192.0.2.130 na pasta de montagem test1 e mudam para o novo diretorio test1:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Crie um novo arquivo, verifique se ele existe e escreva texto nele:

a. Digite touch filename para criar um arquivo de teste.

b. Digite 1s -1 filename para verificar se o arquivo existe.

c. ‘cat >filename Digite um texto e pressione Ctrl e D para escrever texto no arquivo de teste.
d. Introduza cat filename para apresentar o contetido do ficheiro de teste.

€. Introduza rm filename para remover o ficheiro de teste.

f. Digite cd .. para retornar ao diretério pai.

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r—-- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Resultados
Vocé confirmou que ativou o acesso NFS ao SVM.

Configurar e verificar o acesso do cliente NFS (Adicionar um volume NFS a um SVM habilitado para
NFS)

Quando estiver pronto, vocé pode dar aos clientes selecionados acesso ao
compartilhamento definindo permissdes de arquivo UNIX em um host de administragao

25



UNIX e adicionando uma regra de exportacdo no System Manager. Em seguida, vocé
deve testar se os usuarios ou grupos afetados podem acessar o volume.

Passos
1. Decida quais clientes e usuarios ou grupos terao acesso ao compartilhamento.

2. Em um host de administracdo UNIX, use o usuario raiz para definir a propriedade e as permissoes do
UNIX no volume.

3. No System Manager, adicione regras a politica de exportagao para permitir que clientes NFS acessem o
compartilhamento.
. Selecione a maquina virtual de armazenamento (SVM) e clique em SVM Settings.

a
b. No painel politicas, clique em politicas de exportacao.

o

. Selecione a politica de exportacdo com o mesmo nome do volume.
d. Na guia regras de exportagao, clique em Adicionar e especifique um conjunto de clientes.

e. Selecione 2 para o Rule Index para que esta regra seja executada apos a regra que permite o acesso
ao host de administracao.

f. Selecione NFSv3.

g. Especifique os detalhes de acesso desejados e clique em OK.

Vocé pode dar acesso completo de leitura/gravacao aos clientes digitando a sub-rede 10.1.1.0/24
como especificagao do cliente e selecionando todas as caixas de selecdo Access, exceto permitir
acesso ao superusuario.

Create Export Rule *

Client Specification: | 10.1.1.0/24

Rulg Index:

Access Protocols: ) CIFS
L) NFs v NFSv3 [ NFSv4
|| Flexcache
If you do not 2elect any protocol, access iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Vidusl Machine

[SVI).

Access Details: [#| Read-Only |#| Readnirite
UM | L]
Kerberos S o] [+
Kerberos 5 (] ||
NTLK | o]

| Allow Superuser Access

Superuzer sccess iz zef fo all

4. Em um cliente UNIX, faca login como um dos usuarios que agora tem acesso ao volume e verifique se
vocé pode montar o volume e criar um arquivo.
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Configuracao NFS para ESXi usando VSC

Configuragao NFS para ESXi usando visao geral do VSC

Usando a interface classica do ONTAP System Manager (ONTAP 9.7 e anterior), €
possivel configurar rapidamente o acesso NFS para hosts ESXi em datastores usando o
ONTAP volumes.

Use este procedimento se:
* Vocé esta usando uma versao compativel do Virtual Storage Console para VMware vSphere (VSC) para
provisionar um armazenamento de dados e criar um volume.

o A partir do VSC 7,0, o VSC faz parte do "Ferramentas do ONTAP para VMware vSphere" dispositivo
virtual, que inclui o VSC, o provedor vStorage APIs for Storage Awareness (VASA) e o Storage
Replication Adapter (SRA) para os recursos do VMware vSphere.

o Certifique-se de que verifica o "Ferramenta de Matriz de interoperabilidade do NetApp" para confirmar
a compatibilidade entre as versdes atuais do ONTAP e do VSC.

» Sua rede de dados usa o IPspace padrao, o dominio de broadcast padréao e o grupo de failover padrao.
Se sua rede de dados for plana, esses objetos padréo prescrevem que LIFs falhardo corretamente no
caso de uma falha de link. Se vocé nao estiver usando os objetos padrao, "Gerenciamento de rede"
consulte para obter informagdes sobre como configurar o failover de caminho LIF.

* Vocé deseja usar o plug-in para VMware VAAL.

> As APIs do VMware vStorage para Array Integration (VAAI) permitem que vocé execute descargas de
copia e reservas de espacgo. O plug-in para VMware VAAI usa isso para melhorar o desempenho do
host porque as operagdes nao precisam passar pelo host ESXi, aproveitando assim a clonagem com
uso eficiente de espaco e tempo no ONTAP.

o Usar o VMware VAAI para provisionamento de datastore € uma pratica recomendada.
> O plug-in NFS para VMware VAAI esta disponivel "Suporte a NetApp" no site.
* O acesso NFS sera até NFSv3 e NFSv4 para uso com o VMware VAAL.

Para obter mais informacdes, consulte "TR-4597: VMware vSphere for ONTAP" e a documentacao da versao
do VSC.

Configuragao do cliente NFS para fluxo de trabalho ESXi

Ao disponibilizar storage para um host ESXi usando NFS, vocé provisiona um volume no
usando para e, em seguida, se conecta a exportacao NFS do host ESXi.
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Verify that the entire configuration is supported.

v

Complete the NF5 client configuration worksheet.

ra

Install VaC for VMware vSphere and register with vCenter.

—

Add the storage cluster to V5C, if necessary.

ra

Configure the NF5 network for best performance.

|

Configure the ESXI host,

—

Create a new aggregate, if necessary,

here to provision the volume?:

On the storage | | |

cluster Existing 5w with NFS anabled Existing S¥M without MFS gnablad Hew SV
. . Enable MF5 on an existing Create a new SV and
Ve that NF5 bled.
rify tha = Enable SWhA. enable MF5.

Provision a datastore and its containing volume.

«—

Verify NFS access from an ESXi host.

On the E3Xi host

—

Install the MetApp MFS Plug-In for Vidware VAAIL

v

Mount the datastore on the ESXi host.

Verifique se a configuragao é suportada

Para uma operagao confiavel, vocé deve verificar se toda a configuracao € suportada. A
lista as configuragdes com suporte para NFS e para Virtual Storage Console.

Passos

1. Va para a para verificar se vocé tem uma combinagao suportada dos seguintes componentes:
"Ferramenta de Matriz de interoperabilidade do NetApp"

o Software ONTAP
> Protocolo de storage NFS

> Versao do sistema operacional ESXi
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o Tipo e versao do sistema operativo convidado
o Para software (VSC)
o Plug-in NFS para VAAI

2. Clique no nome da configuragéo selecionada.
Os detalhes dessa configuragao séo exibidos na janela Detalhes da configuragéo.

3. Revise as informagdes nas guias a seguir:

> Notas
Lista alertas importantes e informacgdes especificas a sua configuragao.
> Politicas e Diretrizes

Fornece diretrizes gerais para todas as configuragdes nas.

Conclua a Planilha de configuragdo do cliente NFS

Vocé precisa de enderecos de rede e informacgdes de configuracio de storage para
executar tarefas de configuragao de cliente NFS.
Enderecgos de rede de destino

Vocé precisa de uma sub-rede com dois enderecos IP para LIFs de dados NFS para cada n6 no cluster. Deve
haver duas redes separadas para alta disponibilidade. Os enderecos IP especificos s&o atribuidos pelo
ONTAP quando vocé cria os LIFs como parte da criagao do SVM.

Se possivel, separe o trafego de rede em redes fisicas separadas ou em VLANS.

Host :
]

e oo oo o o= =

Sub-rede para LIFs:
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N6 ou LIF com Enderego IP Mascara de Gateway ID DA VLAN Porta inicial
porta para rede
switch

N6 1/ LIF para
switch 1

N6 2 / LIF para
switch 1

N6 3/ LIF para
switch 1

N6 4 / LIF para
switch 1

N6 1/ LIF para
switch 2

N6 2/ LIF para
switch 2

N6 3/ LIF para
switch 2

N6 4 / LIF para
switch 2

Configuragao de armazenamento

Se o agregado e ja estiverem criados, Registre seus nomes aqui; caso contrario, vocé pode cria-los conforme
necessario:

No para possuir exportacao de NFS

Nome agregado

nome

Informacgoes de exportacdo de NFS

Tamanho da exportagao

Nome da exportagao (opcional)

Descrigao da exportagao (opcional)
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Informagoes sobre SVM

Se vocé nao estiver usando um existente , vocé precisara das seguintes informagdes para criar uma nova:

Nome do SVM
Agregado para volume raiz da SVM Nome de usuario do SVM (opcional)
Senha do SVM (opcional) LIF de gerenciamento de SVM (opcional)
Sub-rede:
Endereco IP:
Mascara de rede:
Gateway:
No inicial:
Instale

O Virtual Storage Console para automatiza muitas das tarefas de configuragéo e
provisionamento necessarias para usar o armazenamento com um host ESXi. E um
plug-in do vCenter Server.

Antes de comecar
Vocé deve ter credenciais de administrador no vCenter Server usadas para gerenciar o host ESXi.

Sobre esta tarefa

» O Virtual Storage Console ¢ instalado como um dispositivo virtual que inclui o Virtual Storage Console, o
provedor vStorage APIs for Storage Awareness (VASA) e o Storage Replication Adapter (SRA) para os
recursos do VMware vSphere.

Passos

1. Baixe a verséo que € suportada para sua configuragdo, como mostrado na ferramenta Matriz de
interoperabilidade.

"Suporte a NetApp"

2. Implante o dispositivo virtual e configure-o seguindo as etapas em Guia de implantagdo e configuragéo.

Adicione o cluster de armazenamento ao VSC

Antes de provisionar o primeiro armazenamento de dados a um host ESXi em seu
Datacenter, vocé deve adicionar o cluster ou uma maquina virtual de armazenamento
(SVM) especifica ao Virtual Storage Console para VMware vSphere. A adicdo do cluster
permite provisionar storage em qualquer SVM no cluster.
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Antes de comecgar
Vocé deve ter credenciais de administrador para o cluster de storage ou para o que esta sendo adicionado.

Sobre esta tarefa

Dependendo da configuragéao, o cluster pode ter sido descoberto automaticamente ou pode ja ter sido
adicionado.

Passos
1. Faca login no vSphere Web Client.

2. Selecione Virtual Storage Console.
3. Selecione sistemas de armazenamento e clique no icone Adicionar.

4. Na caixa de didlogo Adicionar sistema de armazenamento, insira 0 nome do host e as credenciais de
administrador do cluster de armazenamento ou clique em OK.

Configure a rede para obter o melhor desempenho

As redes Ethernet variam muito no desempenho. Pode maximizar o desempenho da
rede selecionando valores de configuragéo especificos.

Passos

1. Conete o host e as portas de armazenamento a mesma rede.
E melhor conetar-se aos mesmos interrutores.

2. Selecione as portas de velocidade mais alta disponiveis.
As melhores portas de 10 GbE ou mais rapidas sao as melhores. As portas de 1 GbE sdo o minimo.

3. Ative frames jumbo se desejado e suportado pela sua rede.
Os frames grandes devem ter um MTU de 9000 para hosts ESXi e sistemas de armazenamento, e 9216
para a maioria dos switches. Todos os dispositivos de rede no caminho de dados - incluindo NICs ESXi,
NICs de armazenamento e switches - devem suportar quadros jumbo e devem ser configurados para seus

valores maximos de MTU.

Para obter mais informagoées, consulte "Verifique as definicoes de rede nos interrutores de dados" e a
documentacao do fornecedor do switch.

Configure o host ESXi

A configuracdo do host ESXi envolve a configuragcado de portas e vSwitches e o uso das
configuragdes de praticas recomendadas do host ESXi. Depois de verificar se essas
configuragdes estéo corretas, vocé pode criar um agregado e decidir onde provisionar o
novo volume.

Configurar portas de host e vSwitches
O host ESXi requer portas de rede para as conexdes NFS ao cluster de armazenamento.

Sobre esta tarefa
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E recomendavel que vocé use o IP Hash como a politica de agrupamento de NIC, que requer uma Unica porta
VMkernel em um unico vSwitch.

As portas do host e as portas do cluster de armazenamento usadas para NFS devem ter enderecos IP na
mesma sub-rede.

Esta tarefa lista as etapas de alto nivel para configurar o host ESXi. Se vocé precisar de instrugbes mais
detalhadas, consulte a publicagdo VMware Storage para sua versao do ESXi.

"VMware"

Passos
1. Faca login no vSphere Client e selecione o host ESXi no painel de inventario.

2. Na guia Gerenciar, clique em rede.

3. Clique em Add Networking e selecione VMkernel e Create a vSphere Standard switch para criar a
porta VMkernel e o vSwitch.

4. Configure quadros jumbo para o vSwitch (tamanho MTU de 9000, se usado).

Configure as configuragdes de praticas recomendadas do host ESXi

Vocé deve garantir que as configuracdes de praticas recomendadas do host ESXi
estejam corretas para que o host ESXi possa gerenciar corretamente a perda de uma
conexao NFS ou de um armazenamento.

Passos
1. Na pagina VMware vSphere Web Client Home, clique em vCenter > hosts.
2. Cliqgue com o botao direito no host e selecione agées > NetApp VSC > Definir valores recomendados.
3. Na caixa de dialogo Configuragdes recomendadas do NetApp, verifique se todas as opgdes estéo
selecionadas e clique em OK.

As configuragdes MPIO nao se aplicam ao NFS. No entanto, se vocé usar outros protocolos, deve garantir
que todas as opgdes estejam selecionadas.

O vCenter Web Client exibe o progresso da tarefa.

Crie um agregado

Se vocé nao quiser usar um agregado existente, crie um novo agregado para fornecer
armazenamento fisico ao volume que vocé esta provisionando.

Sobre esta tarefa
Se vocé tiver um agregado existente que deseja usar para o novo volume, ignore este procedimento.

Passos

1. Insira 0o URL https://IP-address-of-cluster-management-LIF em um navegador da Web e faga
login no usando sua credencial de administrador de cluster.

2. Navegue até a janela Adorments.

3. Clique em criar.
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4. Siga as instru¢des na tela para criar o agregado usando a configuracdo RAID-DP padré&o e clique em
criar.

Create Aggregate

To create an aggregate, select a disk type then specify the number of disks.

MNarme: aggr2
9 Disk Type: SAC | Browse |
Mumber of Disks: 3 E—Jl Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4,968 TB (Estimated)
Resultados

O agregado é criado com a configuragéao especificada e adicionado a lista de agregados na janela agregados.

Decidir onde provisionar o novo volume

Antes de criar um volume NFS, vocé deve decidir se deve coloca-lo em um volume
existente e, em caso afirmativo, quanto de configuragao o requer. Esta deciséo
determina o seu fluxo de trabalho.

Procedimento

» Se vocé quiser um novo , siga as etapas que vocé faz para criar um habilitado para NFS em um SVM
existente.

"Criacdo de um novo SVM habilitado para NFS"
Vocé deve escolher essa opcao se o NFS nédo estiver habilitado em uma SVM existente.

» Se vocé quiser provisionar um volume em uma existente que tenha o NFS habilitado, mas nao
configurado, siga as etapas que vocé faz para configurar o acesso NFS a uma SVM existente.

"Configurando o acesso NFS a uma SVM existente"
Esse é o caso se vocé seguir esse procedimento para criar o SVM.

+ Se vocé quiser provisionar um volume em uma existente totalmente configurada para o acesso NFS, siga
as etapas necessarias para verificar as configuragdes em uma SVM existente.

"Verificando configuragbes em um SVM existente"

Criar um novo SVM habilitado para NFS

A configuragcdo de um novo SVM passa pela criagdo do novo e ativagao do NFS. Em
seguida, vocé pode configurar o acesso NFS no host ESXi e verificar se o NFS esta
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habilitado para ESXi usando o Virtual Storage Console.

Antes de comecgar

» Sua rede deve estar configurada e as portas fisicas relevantes devem estar conetadas a rede.

* Vocé deve saber quais dos seguintes componentes de rede o usara:

> O nod e a porta especifica nesse nd onde a interface logica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o

endereco IP especifico que vocé deseja atribuir ao LIF de dados

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a servigos
de rede.

Sobre esta tarefa

Vocé pode usar um assistente que o orienta no processo de criagao da SVM, configuragdo de DNS, criagéo
de um data LIF e habilitagdo de NFS.

Passos

1. Navegue até a janela SVMs.

2. Clique em criar.
3. Na janela Storage Virtual Machine (SVM) Setup, crie o SVM:

a.

Especifique um nome exclusivo para o SVM.

O nome deve ser um nome de dominio totalmente qualificado (FQDN) ou seguir outra convengéo que
garanta nomes exclusivos em um cluster.

Selecione NFS para o protocolo de dados.

Se vocé planeja usar protocolos adicionais no mesmo SVM, vocé deve seleciona-los mesmo que néao
queira configura-los imediatamente.

Mantenha a predefini¢do de idioma, C.UTF-8.

Esse idioma € herdado pelo volume que vocé cria mais tarde e o idioma de um volume n&o pode ser
alterado.

. Opcional: Se vocé ativou o protocolo CIFS, altere o estilo de seguranca para UNIX.

Selecionar o protocolo CIFS define o estilo de seguranga como NTFS por predefini¢cao.

. Opcional: Selecione o agregado raiz para conter o volume raiz.

O agregado selecionado para o volume raiz ndo determina o local do volume de dados.
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4.

36

Storage Virtual Machine {5¥M] Setup

o (1) O
Enter SWM basic details

VM Details

@ Specify a unigue name and the data protocols for the SYA

WA Marme: wslexdmple.com
@ IPspace: hd
(@ pataProtocalss M aFs B nFs [T iscsl [0 FOFcoE T

@ Default Language: | CUTF-2[ c.utf_2] i

The language of the Swh specifies the default language encoding setting for the Sk and

tsvolumes. Usinga settingthat Incarparates UTF-8 character encoding |5 recommended.
@ Security Style: LML v

Root Aggregate: | data_01_agsr h

f. Opcional: Na area Configuragao de DNS, verifique se o dominio de pesquisa DNS padréo e os
servidores de nomes sao os que vocé deseja usar para este SVM.

DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
L) example.com

1" Name Servers: 182.0.2.145182.0. 2146 182.0.2.147

g. Clique em Enviar e continuar.
O é criado, mas os protocolos ainda nao estdo configurados.

Na secao Configuracao de LIF de dados da pagina Configurar protocolo CIFS/NFS, especifique os
detalhes do primeiro LIF de dados do primeiro datastore.

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Cligue em Browse e selecione um nd e uma porta que serdo associados ao LIF.



< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

2 )Port abccorp_1:elb | Browse... |

N&o insira nenhuma informacgao para provisionar um volume. Vocé pode provisionar armazenamentos de
dados posteriormente usando

5. Clique em Enviar e continuar.
Os seguintes objetos s&o criados:

o Um LIF de dados nomeado apés o com o sufixo ™ nfs_lif1"
o Um servidor NFS

6. Para todas as outras paginas de configuragao de protocolo exibidas, clique em Skip e, em seguida,
configure o protocolo mais tarde.

7. Quando a pagina SVM Administration for exibida, configure ou defenda a configuragéo de um
administrador separado para este SVM:

> Clique em Skip e, em seguida, configure um administrador mais tarde, se necessario.

o Introduza as informagdes solicitadas e, em seguida, clique em Submit & Continue (Enviar e
continuar).

8. Reveja a pagina Summary, registe qualquer informagéo que possa necessitar mais tarde e, em seguida,
cliqgue em OK.

Os clientes NFS precisam saber o endereco IP do data LIF.

Resultados
Um novo SVM é criado com o NFS habilitado.

Adicionar acesso NFS a uma SVM existente

Para adicionar acesso NFS a uma SVM existente, vocé deve primeiro criar uma interface
l6gica de dados (LIF). Em seguida, vocé pode configurar o acesso NFS no host ESXi e
verificar se o NFS esta habilitado para ESXi usando o Virtual Storage Console.

Antes de comecgar
* Vocé deve saber quais dos seguintes componentes de rede o usara:

o O no e a porta especifica nesse n6é onde o LIF de dados sera criado

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o
endereco IP especifico que vocé deseja atribuir ao LIF de dados

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a servigos
de rede.

* O protocolo NFS deve ser permitido no SVM.
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Esse é o caso se vocé nao seguir esse procedimento para criar o SVM ao configurar um protocolo
diferente.

Passos
1. Navegue até o painel Detalhes, onde vocé pode configurar os protocolos do SVM:

a. Selecione o SVM que vocé deseja configurar.

b. No painel Detalhes, ao lado de Protocolos, clique em NFS.

Protocols: Fs | ECIFCoE |

2. Na caixa de dialogo Configure NFS Protocol, crie um data LIF:
a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Clique em Browse e selecione um n6 e uma porta que serdo associados ao LIF.

+ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS

Assign IP Address: | Without a subnet hd
IP Address: 10.224.107.188  Change

':J Fort:

gbccorp_T:edb | Browse... |

Nao insira nenhuma informagao para provisionar um volume. Vocé pode provisionar armazenamentos de
dados posteriormente usando o Virtual Storage Console.

3. Clique em Submit & Close e, em seguida, clique em OK.

Verifique se o NFS esta habilitado em uma SVM existente

Se vocé optar por usar uma SVM existente, primeiro vocé devera verificar se o NFS esta
habilitado no SVM. Em seguida, vocé pode configurar o acesso NFS e verificar se o NFS
esta habilitado para ESXi usando o ESXi usando o Virtual Storage Console.

Passos
1. Navegue até a janela SVMs.

2. Clique na guia Configuragdes da SVM.
3. No painel Protocolos, clique em NFS.

4. Verifique se o NFS é exibido como ativado.

Se o NFS néo estiver ativado, vocé precisara habilita-lo ou criar uma nova SVM.

Provisione um datastore e crie seu volume contendo

Um datastore contém maquinas virtuais e seus VMDKSs no host ESXi. O armazenamento
de dados no host ESXi € provisionado em um volume no cluster de armazenamento.
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Antes de comecgar

O Virtual Storage Console para VMware vSphere for (VSC) deve ser instalado e registrado no vCenter Server
que gerencia o host ESXi.

O VSC precisa ter cluster ou credenciais suficientes para criar o volume no SVM especificado.

Sobre esta tarefa

O VSC automatiza o provisionamento do armazenamento de dados, inclusive a criagdo de um volume na
SVM especificada.

Passos

1. Na pagina vSphere Web Client Home, clique em hosts and clusters.
2. No painel de navegacao, expanda o datacenter onde vocé deseja provisionar o datastore.

3. Clique com o botéo direito do Mouse no host ESXi e selecione NetApp VSC > armazenamento de dados
de provisionamento.

Como alternativa, vocé pode clicar com o botao direito do Mouse no cluster ao provisionar para tornar o
datastore disponivel para todos os hosts no cluster.

4. Forneca as informagdes necessarias no assistente:

'H. Ao b o P — Tib

Cpecily the pame and Bype of dalasiode you want Lo provisios,

Dl Yo will Bo atie 1 selec Ma siage-sysiam for your datasiors in the ned page of thig wizand

Hama

Type » [0 NFE I VMFS

Cantel

Verifique o acesso NFS a partir de um host ESXi

Depois de ter provisionado um datastore, vocé pode verificar se o host ESXi tem acesso
NFS criando uma maquina virtual no datastore e ligando-o.

Passos
1. Na pagina vSphere Web Client Home, clique em hosts and clusters.

2. No painel de navegacgao, expanda o datacenter para localizar o datastore que vocé criou anteriormente.

3. Clique em criar uma nova maquina virtual e fornega as informagdes necessarias no assistente.

Para verificar o acesso NFS, vocé deve selecionar o data center, o host ESXi e o datastore que vocé criou
anteriormente.

A maquina virtual aparece no inventario do vSphere Web Client.

4. Ligue a maquina virtual.

Implante o plug-in NFS para VMware VAAI

O plug-in é uma biblioteca de software que integra as bibliotecas de disco virtual VMware
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instaladas no host ESXi. O download e a instalagdo do plug-in NFS para VMware VAAI
permitem que vocé melhore a performance das operacdes de clonagem com o uso das
opc¢oes de descarga de copia e reserva de espaco.

Sobre esta tarefa

Para fornecer acesso consistente as maquinas virtuais que residem no host ESXi no qual vocé esta instalando
o plug-in NFS, vocé pode migrar maquinas virtuais ou instalar o plug-in NFS durante a manutengéao planejada.

Passos
1. Faga download do plug-in NFS para VMware VAAI.

"Suporte a NetApp"

Vocé deve baixar o pacote on-line (NetAppNasPlugIn.vib) do plug-in mais recente
2. Verifique se o VAAI esta ativado em cada host ESXi.

No VMware vSphere 5,0 e posterior, o0 VAAI é habilitado por padréo.

3. No Virtual Storage Console, va para Tools > NFS VAAI Tools.
4. Clique em Select File (Selecionar ficheiro) para carregar o NetAppNasPlugIn.vib ficheiro.

5. Clique em Upload.
Vocé vé uma uploaded successfully mensagem.

6. Clique em Instalar no host.

7. Selecione os hosts ESXi nos quais vocé deseja instalar o plug-in, clique em Instalar e, em seguida, clique
em OK.

8. Reinicie o host ESXi para ativar o plug-in.
Depois de instalar o plug-in, vocé deve reiniciar o host ESXi antes que a instalagao seja concluida.

N&o é necessario reiniciar o sistema de armazenamento.

Montar datastores nos hosts

A montagem de um datastore da a um host acesso ao storage. Quando os
armazenamentos de dados sio provisionados pelo , eles sdo automaticamente
montados no host ou cluster. Talvez seja necessario montar um datastore em um host
depois de adicionar o host ao ambiente VMware.

Passos
1. Na pagina vSphere Web Client Home, clique em hosts and clusters:

2. No painel de navegacao, expanda o datacenter que contém o host:
3. Clique com o botao direito do Mouse no host e selecione NetApp VSC > Monte datastores.

4. Selecione os datastores que vocé deseja montar e clique em OK.

Informagoes relacionadas
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"Console de armazenamento virtual, provedor VASA e adaptador de replicagdo de armazenamento para o
VMware vSphere Administration para a verséo 9,6"

Configuracao multiprotocolo SMB/CIFS e NFS

Visao geral da configuragao multiprotocolo SMB e NFS

Com a interface classica do ONTAP System Manager (ONTAP 9.7 e anterior), é possivel
configurar rapidamente o acesso SMB e NFS a um novo volume em uma maquina virtual
de storage (SVM) nova ou existente.

Utilize este procedimento se pretender configurar o acesso a um volume da seguinte forma:

* O acesso NFS sera por meio do NFSv3, ndo do NFSv4 ou do NFSv4,1.
* Vocé quer usar as praticas recomendadas, nao explorar todas as opg¢des disponiveis.

» Sua rede de dados usa o IPspace padrao, o dominio de broadcast padrao e o grupo de failover padrao.

Se sua rede de dados for plana, usar esses objetos padrdo garante que LIFs falhardo corretamente em
caso de falha de link. Se vocé nao estiver usando os objetos padrao, "Gerenciamento de rede"consulte
para obter informagdes sobre como configurar o failover de caminho LIF.

» LDAP, se usado, é fornecido pelo ative Directory.

Se vocé quiser detalhes sobre a variedade de recursos de protocolo NFS e SMB do ONTAP, consulte a
seguinte documentacéo:

» "Gerenciamento de NFS"

» "Gerenciamento de SMB"

Outras maneiras de fazer isso em ONTAP

Para executar estas tarefas com... Consulte...

O Gerenciador de sistema redesenhado (disponivel  "Provisionar storage nas para Windows e Linux

com o ONTAP 9.7 e posterior) usando NFS e SMB"

A interface da linha de comando ONTAP "Visao geral da configuragdo SMB com a CLI" "Viséo

geral da configuragdo de NFS com a CLI" "Quais sao
os estilos de segurancga e seus efeitos" "Sensibilidade
de casos de nomes de arquivos e diretérios em um
ambiente multiprotocolo”

Fluxo de trabalho de configuragao multiprotocolo

A configuracao de SMB/CIFS e NFS envolve, como opg¢ao, a criacdo de um agregado, a
criacédo de um novo SVM ou a configuragcdo de um existente, a criagdo de um volume,
compartilhamento e exportacao e a verificagao do acesso de hosts de administracao
UNIX e Windows. Em seguida, € possivel abrir acesso a clientes SMB/CIFS e NFS.
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Create an aggregate, if necessary.

Where to provision the
volume?

I L}
Newlsx,rm Existing SVM Existing SVM
¢ without CIFS and NFS enabled with CIFS andlﬁl’FS configured

. Add CIFS and NFS access
Create a basic SVM. T T

 J

Open the export policy of the SVM root volume.

v
On the DNS server,
map the CIFS server name to the data LIF IP.

v

Configure LDAP, if necessary.

v

Map UNIX and Windows user names, if necessary.
|
 J
Create and configure a volume.

v

Create a share and set its permissions.

v

Create an export policy for the volume.

v

Verify CIFS access as a Windows administrator.

v

Verify NF5 access from a UNIX administration host.

v

Configure and verify CIFS and NFS client access.

Crie um agregado

Se vocé nao quiser usar um agregado existente, crie um novo agregado para fornecer
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armazenamento fisico ao volume que vocé esta provisionando.

Sobre esta tarefa
Se vocé tiver um agregado existente que deseja usar para o novo volume, ignore este procedimento.

Passos

1. Insira 0o URL https://IP-address-of-cluster-management-LIF em um navegador da Web e faca
login no System Manager usando sua credencial de administrador de cluster.

2. Navegue até a janela Adorments.
3. Clique em criar.

4. Siga as instrugdes na tela para criar o agregado usando a configuragédo RAID-DP padréo e clique em
criar.

Create Aggregate

To create an aggregate, select a disk type then specify the number of dizsks.

Name: aggr2
&) Disk Type: gAS | Browse |
Mumber of Disks: 2 g Mzx: 8 (excluding 1 hot spare), min: 5 for RAID-DFP
RAID Configuration: RAID-DP; RAID group size of 16 disks Change
Mew Usable Capacity: 4558 TB (Estimated)
Resultados

O agregado é criado com a configuracao especificada e adicionado a lista de agregados na janela agregados.

Decidir onde provisionar o novo volume

Antes de criar um novo volume multiprotocolo, vocé deve decidir se deseja colocar o
volume em uma maquina virtual de storage (SVM) existente e, em caso afirmativo,
quanta configuracdo o SVM precisa. Esta decisdo determina o seu fluxo de trabalho.

Procedimento

» Se vocé quiser provisionar um volume em um novo SVM, crie um SVM basico.
"Criacdo de um SVM basico"

Vocé deve escolher essa opcao se o CIFS e o NFS ainda nao estiverem habilitados em uma SVM
existente.

* Se vocé quiser provisionar um volume em uma SVM existente que tenha CIFS e NFS habilitados, mas nao
configurados, adicione acesso CIFS e NFS ao SVM atual.

"Adicao de acesso CIFS e NFS em uma SVM existente"
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« Se vocé quiser provisionar um volume em uma SVM atual totalmente configurada para acesso
multiprotocolo CIFS e NFS, podera criar e configurar o volume diretamente.

"Criando e configurando um volume"

Criar um SVM basico

Vocé pode usar um assistente que o orienta no processo de criagao de uma nova
maquina virtual de armazenamento (SVM), configuragéo do sistema de nomes de
dominio (DNS), criacdo de uma interface légica de dados (LIF), configuragcdo de um
servidor CIFS, ativagcdo do NFS e, opcionalmente, configuragdo do NIS.

Antes de comegar
» Sua rede deve estar configurada e as portas fisicas relevantes devem estar conetadas a rede.

* Vocé deve saber quais dos seguintes componentes de rede o SVM usara:
> O no e a porta especifica nesse nd onde a interface logica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o
endereco IP especifico que vocé deseja atribuir ao LIF de dados

> Dominio do ative Directory (AD) que este SVM associara, juntamente com as credenciais necessarias
para adicionar o SVM a ele

o Informacodes sobre NIS, se o seu site usar NIS para servicos de nome ou mapeamento de nomes

* A sub-rede deve ser roteavel para todos os servidores externos necessarios para servicos como NIS
(Network Information Service), LDAP (Lightweight Directory Access Protocol), AD (ative Directory) e DNS.

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a servigos
de rede.

* O tempo nos controladores de dominio do AD, clientes e SVM deve ser sincronizado em até cinco minutos
um do outro.

Sobre esta tarefa

Ao criar um SVM para acesso multiprotocolo, vocé nao deve usar as segdes de provisionamento da janela
Configuragdo da Maquina Virtual de Storage (SVM), que cria dois volumes, nao um unico volume com acesso
multiprotocolo. Vocé pode provisionar o volume posteriormente no fluxo de trabalho.

Passos
1. Navegue até a janela SVMs.

2. Clique em criar.
3. Na caixa de dialogo Storage Virtual Machine (SVM) Setup, crie o SVM:

a. Especifique um nome exclusivo para o SVM.

O nome deve ser um nome de dominio totalmente qualificado (FQDN) ou seguir outra convengéo que
garanta nomes exclusivos em um cluster.

b. Selecione todos os protocolos para os quais vocé tem licengas e que vocé eventualmente usara no
SVM, mesmo que vocé nao queira configurar todos os protocolos imediatamente.

c. Mantenha a predefinicdo de idioma, C.UTF-8.
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Se vocé oferecer suporte a exibigao de carateres internacionais em clientes NFS e

@ SMB/CIFS, considere usar o cédigo de idioma UTF8MB4, que esta disponivel a partir

do ONTAP 9.5.

d. Opcional: Certifique-se de que o estilo de seguranca esta definido de acordo com sua preferéncia.

Selecionar o protocolo CIFS define o estilo de seguranga como NTFS por predefinicao.

e. Opcional: Selecione o agregado raiz para conter o volume raiz SVM.

O agregado selecionado para o volume raiz ndo determina o local do volume de dados. O agregado

para o volume de dados € selecionado separadamente em uma etapa posterior.

Storage Virtual Machine {S¥M) Setup

o () o

Enter SWh basic details

SVM Details

@ Specify a unique name and the data protocols for the Sk

WM Mame: wslexdmple.com

@ IPspace: 7

(@ DataProtocalss. M QFs W NFs W iscsl W OFOFCoE T

@ Default Language: | CUTF-8[ c.utf 3] v

The language of the Sk specifles the default language encoding setting for the Sk and

Itswolumes. Usinga settingthat Incorporates UTF-2 character encoding 15 recomme nded.

@ Security Style: MTFS w7

Root Aggregate: | data_O1_aggr i

f. Opcional: Na area Configuragao de DNS, verifique se o0 dominio de pesquisa DNS padréao e os
servidores de nomes sdo os que vocé deseja usar para este SVM.

DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
2 example.com

":J Name Servers: 192.0.2.145152.0 2146 192.0.2.147

g. Clique em Enviar e continuar.

45



O SVM foi criado, mas os protocolos ainda ndo estao configurados.
4. Na secao Configuracao de LIF de dados da pagina Configurar protocolo CIFS/NFS, especifique os
detalhes do LIF que os clientes usardo para acessar dados:

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Clique em Browse e selecione um n6 e uma porta que serdo associados ao LIF.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface detdils for CIF;

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.198  Change

?)Fort gbccarp_l:elb | Browse... |

5. Na secgdo Configuragao do servidor CIFS, defina o servidor CIFS e configure-o para acessar o dominio
AD:
a. Especifigue um nome para o servidor CIFS exclusivo no dominio AD.
b. Especifique o FQDN do dominio AD que o servidor CIFS pode ingressar.

c. Se vocé quiser associar uma unidade organizacional (ou) dentro do dominio do AD que nao seja
computadores CN, insira a UO.

d. Especifique 0 nome e a senha de uma conta administrativa que tenha Privileges suficiente para
adicionar o servidor CIFS a UO.

e. Para evitar o acesso nao autorizado a todos os compartilhamentos neste SVM, selecione a opgao para
criptografar dados usando o SMB 3,0.

& | CIFS Server Configuration

CIFS Server Mame: vall example com

Active Directary: AUTH.SEC.EXARMPLE CCh
Organizational Lnit: CH=Computers
Adminiztrator Mame: adadmin

Administrator Pazsword, | sesssww

6. Ignore a area provisione um volume para armazenamento CIFS porque ele provisiona um volume
apenas para acesso CIFS - ndo para acesso multiprotocolo.

7. Se a area NIS Configuration estiver colapsada, expanda-a.

8. Se o seu site usar NIS para servicos de nomes ou mapeamento de nomes, especifique o dominio e os
enderecos |IP dos servidores NIS.
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10.

1.

12.

13.

4« | MI5 Configuration {Optional}
Canfigure M5 domain an the 5Wh to autharize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,182.0.2.746,192.0.2.147

2) Database Type: M group ¥ passwd B netgroup
Ignore a area provisione um volume para armazenamento NFS porque ele provisiona um volume
somente para acesso NFS - ndo para acesso multiprotocolo.

Clique em Enviar e continuar.
Os seguintes objetos s&o criados:

o Um LIF de dados nomeado apés o SVM com o sufixo ™ cifs_nfs_lif1"
o Um servidor CIFS que faz parte do dominio AD
o Um servidor NFS

Para todas as outras paginas de configuragéo de protocolo exibidas, clique em Skip e configure o
protocolo mais tarde.

Quando a pagina SVM Administration for exibida, configure ou defenda a configuragéo de um
administrador separado para este SVM:

> Clique em Skip e configure um administrador mais tarde, se necessario.

o Insira as informacdes solicitadas e clique em Submit & Continue.
Reveja a pagina Summary, registe qualquer informagao que possa necessitar mais tarde e, em seguida,
clique em OK.

O administrador DNS precisa saber o nome do servidor CIFS e o endereco IP do LIF de dados. Os
clientes Windows precisam saber o nome do servidor CIFS. Os clientes NFS precisam saber o endereco
IP do data LIF.

Resultados

E criado um novo SVM que tenha um servidor CIFS e um servidor NFS acessiveis através do mesmo LIF de
dados.

O que fazer a seguir

Agora € necessario abrir a politica de exportagao do volume raiz da SVM.

Informacgoes relacionadas

Abertura da politica de exportacédo do volume raiz da SVM (criacdo de um novo SVM habilitado para NFS)

Adicionar acesso CIFS e NFS a uma SVM existente

Adicionar acesso CIFS/SMB e NFS a uma SVM existente envolve a criagdo de um data
LIF, configuragcdo de um servidor CIFS, ativacdo do NFS e, opcionalmente, configuragéo
NIS.
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Antes de comecgar
* Vocé deve saber quais dos seguintes componentes de rede o SVM usara:

> O no e a porta especifica nesse n6 onde a interface logica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o
endereco IP especifico que vocé deseja atribuir ao LIF de dados

> O dominio do ative Directory (AD) que este SVM associara, juntamente com as credenciais
necessarias para adicionar o SVM a ele

> Informagdes sobre NIS se o seu site usar NIS para servigos de nome ou mapeamento de nomes

» Quaisquer firewalls externos devem ser adequadamente configurados para permitir o acesso a servigos
de rede.

» O tempo nos controladores de dominio do AD, clientes e SVM deve ser sincronizado dentro de cinco
minutos um do outro.

» Os protocolos CIFS e NFS devem ser permitidos na SVM.

Esse é o caso se vocé nao seguir esse procedimento para criar o SVM ao configurar um protocolo
diferente.

Sobre esta tarefa
A ordem na qual vocé configura o CIFS e o NFS afeta as caixas de dialogo exibidas. Nesse procedimento,
vocé deve configurar o CIFS primeiro e o NFS segundo.

Passos
1. Navegue até a area onde vocé pode configurar os protocolos do SVM:

a. Selecione o SVM que vocé deseja configurar.

b. No painel Detalhes, ao lado de Protocolos, clique em CIFS.

Frotocols: | NES ciFe [ EClECeE |
2. Na secao Configuragao de LIF de dados da caixa de dialogo Configurar protocolo CIFS, crie um LIF
de dados para o SVM:

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Clique em Browse e selecione um n6 e uma porta que serdo associados ao LIF.

< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS

Aszign IP Address: | Without a subnet h

IP Address: 10224107188 Change

?,,}P':"T: gbccorp_1:edb | Browse... |

3. Na secgéo Configuragao do servidor CIFS, defina o servidor CIFS e configure-o para acessar o dominio
AD:

a. Especifigue um nome para o servidor CIFS exclusivo no dominio AD.
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b. Especifique o FQDN do dominio AD que o servidor CIFS pode ingressar.

c. Se vocé quiser associar uma unidade organizacional (ou) dentro do dominio do AD que nao seja
computadores CN, insira a UO.

d. Especifigue o nome e a senha de uma conta administrativa que tenha Privileges suficiente para
adicionar o servidor CIFS a UO.

e. Para evitar o acesso nao autorizado a todos os compartilhamentos neste SVM, selecione a opgéo para
criptografar dados usando o SMB 3,0.

| CIFS Server Configuration

CIFS Server Mame: vl example .com

Artive Directory: AITH.SEC EXAMPLE (O
Organizational Linit; CH=Computers
Administrator Mame: adacmin

Adminiztrator Pazzword, | sesssss

4. Crie um volume para acesso CIFS/SMB e provisione um compartilhamento nele:
a. Nomeie o compartilhamento que os clientes CIFS/SMB usarao para acessar o volume.
O nome introduzido para a partilha também sera utilizado como 0 nome do volume.

b. Especifique um tamanho para o volume.

Provigion a volume for CIFS storage (Optional).
Share Mame: |Eng

Size: 10 GB v

Permission: Change

Vocé nao precisa especificar o agregado para o volume porque ele esta localizado automaticamente no
agregado com o espago mais disponivel.

5. Ignore a area provisione um volume para armazenamento CIFS, porque ele provisiona um volume
apenas para acesso CIFS - ndo para acesso multiprotocolo.
6. Cligue em Submit & Close e, em seguida, clique em OK.
7. Ativar NFS:
a. Na guia SVMs, selecione o SVM para o qual vocé deseja ativar o NFS e clique em Gerenciar.
b. No painel Protocolos, clique em NFS e, em seguida, clique em Ativar.

8. Se o seu site usar NIS para servigos de nome ou mapeamento de nomes, configure NIS:

a. Na janela Servigos, clique em NIS.
b. Na janela NIS, clique em Create.

c. Especifique o dominio dos servidores NIS.
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d. Adicione os enderecos IP dos servidores NIS.

e. Selecione Ativar o dominio para Storage Virtual Machine e clique em criar.

Create NIS Domain ¥

MI5 domain: example.com

NIS Servers

Server Address i [ Add
192:0.2.145 g

192.0.2.146

192.0.2.147

I#| Activate the domain for Storage Virtual Machine

A Storage Wirlual Maching can have only one active NIS domain. The
current active domain will become inactive.

O que fazer a seguir

Abra a politica de exportagao do volume raiz da SVM.

Abrir a politica de exportagao do volume raiz da SVM (criar um novo SVM habilitado para NFS)

Vocé deve adicionar uma regra a politica de exportagédo padrao para permitir que todos
os clientes acessem através do NFSv3. Sem essa regra, todos os clientes NFS tém
acesso negado a maquina virtual de storage (SVM) e seus volumes.

Sobre esta tarefa

Vocé deve especificar todo o acesso NFS como a politica de exportagédo padrao e, posteriormente, restringir o
acesso a volumes individuais criando politicas de exportagao personalizadas para volumes individuais.

Passos

1.

© o k~ w0 BN
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Navegue até a janela SVMs.
Clique na guia Configuragoées da SVM.

No painel politicas, clique em politicas de exportagao.

Selecione a politica de exportagdo chamada default, que é aplicada ao volume raiz SVM.

No painel inferior, clique em Add.

Na caixa de dialogo criar regra de exportagao, crie uma regra que abra o acesso a todos os clientes

para clientes NFS:

a. No campo especificagao do cliente, insira 0.0.0.0/0 para que a regra se aplique a todos os

clientes.
b. Mantenha o valor padrédo como 1 para o indice de regras.

c. Selecione NFSv3.



d. Desmarque todas as caixas de selecéo, exceto UNIX, em somente leitura.

e. Cligue em OK.

Create Export Rule *

Client Specification: | 0.0.0.0/0

Rule Index: 1 $
Access Protocols: ¢ CIFS
L) NFs v NFSv3 [ NFSv4
|| Flexcache
If you do not 2elect any protocol, access iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Vidusl Machine

[SVI).

Access Details: [#| Read-Only || Readnirite
UM |+ o
Kerberos & [ I
Kerberos i [} [}
MTLM I o

| Allow Superuser Access

Superuzer sccess iz zef fo all

Resultados

Os clientes do NFSv3 agora podem acessar todos os volumes criados no SVM.

Mapeie o servidor SMB no servidor DNS

O servidor DNS do seu site deve ter uma entrada apontando o nome do servidor SMB e
quaisquer aliases NetBIOS para o endereco IP do LIF de dados para que os usuarios do
Windows possam mapear uma unidade para o nome do servidor SMB.

Antes de comecar
Vocé deve ter acesso administrativo ao servidor DNS do seu site. Se ndo tiver acesso administrativo, devera

pedir ao administrador DNS para executar esta tarefa.
Sobre esta tarefa
Se vocé usar aliases NetBIOS para o nome do servidor SMB, é uma pratica recomendada criar pontos de
entrada de servidor DNS para cada alias.
Passos
1. Inicie sess&o no servidor DNS.

2. Criar entradas de pesquisa direta (A - Registro de endereco) e inversa (PTR - Registro de ponteiro) para
mapear o nome do servidor SMB para o endereco IP do LIF de dados.

3. Se vocé usar aliases NetBIOS, crie uma entrada de pesquisa de nome candnico Alias (CNAME resource
record) para mapear cada alias para o enderego IP do LIF de dados do servidor SMB.
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Resultados

Depois que o0 mapeamento € propagado pela rede, os usuarios do Windows podem mapear uma unidade para
o nome do servidor SMB ou seus aliases NetBIOS.

Configurar o LDAP (criar um novo SVM habilitado para NFS)

Se vocé quiser que a maquina virtual de storage (SVM) obtenha informagdes de usuario
do LDAP (Lightweight Directory Access Protocol) baseado no ative Directory, crie um
cliente LDAP, ative-o para o SVM e dé prioridade LDAP sobre outras fontes de
informacdes de usuario.

Antes de comecgar
» A configuragédo LDAP deve estar usando o ative Directory (AD).

Se vocé usar outro tipo de LDAP, vocé deve usar a interface de linha de comando (CLI) e outra
documentagéao para configurar o LDAP.

"Relatorio técnico da NetApp 4067: NFS em NetApp ONTAP"
"Relatorio técnico do NetApp 4616: Kerberos NFS no ONTAP com o Microsoft ative Directory”
"Relatorio técnico do NetApp 4835: Como configurar o LDAP no ONTAP"

* Vocé deve conhecer o dominio e os servidores do AD, bem como as seguintes informagodes de vinculagao:
O nivel de autenticagéo, o usuario € a senha do Bind, o DN base e a porta LDAP.

Passos
1. Navegue até a janela SVMs.

2. Selecione o SVM necessario
3. Clique na guia Configuragoes da SVM.
4. Configure um cliente LDAP para o SVM usar:

a. No painel Servigos, clique em Cliente LDAP.
b. Na janela Configuragao do cliente LDAP, clique em Adicionar.

c. Na guia Geral da janela criar cliente LDAP, digite o nome da configuragao do cliente LDAP, como
vsOclientl por exemplo .

d. Adicione o dominio AD ou os servidores AD.
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https://www.netapp.com/pdf.html?item=/media/19423-tr-4835.pdf

Create LDAP Client

General Binding

LOAP Client valclientl
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers

Server | Add |

182.0.2.145

Active Directory Servers

e. Cliqgue em Binding e especifique o nivel de autenticagdo, o usuario Bind e a senha, o DN base e a
porta.

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): user

Bind user password:

Base DN: DC=example, DC=com

Tep port: 389 ﬁ

oThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage VWirtual Machine reguires CIFS user information
during data access.

f. Clique em Salvar e fechar.

Um novo cliente é criado e esta disponivel para uso do SVM.
5. Habilite o novo cliente LDAP para o SVM:

a. No painel de navegacéo, cligue em Configuracdo LDAP.

b. Clique em Editar.

c. Certifique-se de que o cliente que acabou de criar esta selecionado em Nome do cliente LDAP.

d. Selecione Ativar cliente LDAP e clique em OK.
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Active LDAP Client

LDAP client name: valclientl hd
#| Enable LDWAP client

Active Directory Domain example.com

Servers

O SVM usa o novo cliente LDAP.

6. Dé prioridade ao LDAP sobre outras fontes de informacgdes do usuario, como o Network Information
Service (NIS) e usuarios e grupos locais:

o

a. Navegue até a janela SVMs.
b.

Selecione o SVM e clique em Editar.
Clique na guia Servigos.

Em Name Service Switch, especifique LDAP como a origem preferencial do switch de servigo de
nomes para os tipos de banco de dados.

Clique em Salvar e fechar.

Edit Storage ¥irtual Machine

Details Resource Allocation Services

tame senvice switches gre used to ook up and retrieve user information to
provide proper gccess to clients. The order of the senvices listed determines in
which arder the name service sources are consulted to retrieve information.

Mame Service Switch

hosts: files h dns 7
narnemap: ldap ¥ files hd
Eroup: Idap ¥ fileg ¥ |nis hd
neteroup: Idap ¥ files ¥ |nis v
passwd: Idap ¥ files ¥ |nis h

O LDAP ¢ a principal fonte de informagées do usuario para servigos de nome e mapeamento de nomes
neste SVM.

Mapeie nomes de usuario UNIX e Windows

Se o seu site tiver contas de usuario do Windows e UNIX, use o mapeamento de nomes
para garantir que os usuarios do Windows possam acessar arquivos com permissoes de
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arquivo UNIX e garantir que os usuarios do UNIX possam acessar arquivos com
permissdes de arquivo NTFS. O mapeamento de nhomes pode envolver qualquer
combinagao de mapeamento implicito, regras de conversao e usuarios padrao.

Sobre esta tarefa

Vocé deve usar este procedimento somente se seu site tiver contas de usuario do Windows e UNIX que ndo
mapeem implicitamente, que é quando a versao mindscula de cada nome de usuario do Windows
corresponde ao nome de usuario UNIX. Isso pode ser feito usando NIS, LDAP ou usuarios locais. Se vocé
tiver dois conjuntos de usuarios que nao correspondem, vocé deve configurar o mapeamento de nomes.
Passos

1. Decida sobre um método de mapeamento de nomes - regras de conversdo de mapeamento de nomes,
mapeamentos de usuarios padrdo ou ambos - considerando os seguintes fatores:

> As regras de conversao usam expressoes regulares para converter um nome de usuario para outro, o
que é util se vocé quiser controlar ou rastrear o acesso em um nivel individual.

Por exemplo, vocé pode mapear usuarios UNIX para usuarios do Windows em um dominio e vice-
versa.

o Os usuarios padréo permitem que vocé atribua um nome de usuario a todos os usuarios que nao sao
mapeados por mapeamentos implicitos ou regras de conversdo de mapeamento de nomes.

Cada SVM tem um usuario UNIX padrao chamado "pcuser", mas nao tem um usuario padréo do
Windows.
2. Navegue até a janela SVMs.
3. Selecione o SVM que vocé deseja configurar.
4. Clique na guia Configuragoes da SVM.
5. Opcional: Crie um mapeamento de nomes que converte contas de usuario UNIX em contas de usuario do
Windows e vice-versa:
a. No painel Host Users and Groups, clique em Name Mapping.

b. Clique em Add, mantenha a diregdo padrao Windows to UNIX e, em seguida, crie uma expressao
regular que produz uma credencial UNIX quando um usuario do Windows tenta acessar um arquivo
que usa permissodes de arquivo UNIX.

Use a seguinte entrada para converter qualquer usuario do Windows no dominio ENG em um usuario
UNIX com o mesmo nome. O padrao ENG\\ (.+) localiza qualquer nome de usuario do Windows com
o prefixo ENG\ \, e a substituigdo \1 cria a versao UNIX removendo tudo, exceto o nome de usuario.

Add Name Mapping Entry

Direction: Windows to UNE w
Position: 1

Pattern: ENGW.+}

Replacement: V1

c. Clique em Adicionar*, selecione a direcao *UNIX para Windows e, em seguida, crie 0 mapeamento
correspondente que produz uma credencial do Windows quando um usuario UNIX tenta acessar um
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arquivo com permissoes de arquivo NTFS.

Use a seguinte entrada para converter cada usuario UNIX em um usuario do Windows com o0 mesmo
nome no dominio ENG. O padrédo (.+) localiza qualquer nome UNIX e a substituicdo ENG\\\1 cria a
versdo do Windows inserindo ENG\ \ antes do nome de usuario.

Add Name Mapping Entry

Direction: UNIK to Windows R
Position: Z

Pattern: [.+)

Replacement: ENGYT

a. Como a posigao de cada regra determina a ordem em que as regras sao aplicadas, vocé deve revisar
o resultado e confirmar se o pedido corresponde as suas expetativa.

Name Mapping

@ Acd Efedit B oeiete odlswap | R Refresh
Position = Pattern Replacement

= UNIX to Windows
2 (+) ENGW

= Windows to UNIX
1 ENGW(.+) \

b. Repita as etapas de 5b a 5D para mapear todos os dominios e nomes no SVM.

6. Opcional: Crie um usuario padrao do Windows:
a. Crie uma conta de usuario do Windows em LDAP, NIS ou usuarios locais do SVM.

Se vocé usar usuarios locais, podera criar uma conta em Windows no painel usuarios e grupos do
host.

b. Defina o usuario padrao do Windows selecionando NFS > Edit no painel Protocols e inserindo o
nome de usuario.

Vocé pode criar um usuario local do Windows chamado "unixusers" e configura-lo como o usuario padrao
do Windows.

7. Opcional: Configure o usuario UNIX padréao se vocé quiser um usuario diferente do valor padréo, que € o
usuario "

pcuser™.
a. Crie uma conta de usuario UNIX em LDAP, NIS ou usuarios locais do SVM.
Se vocé usar usuarios locais, podera criar uma conta em UNIX no painel usuarios e grupos do host.

b. Defina o usuario UNIX padrao selecionando CIFS > Opg¢des no painel Protocolos e inserindo o nome
de usuario.
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Vocé pode criar um usuario UNIX local chamado "winusers" e configura-lo como o usuario UNIX padrao.

O que fazer a seguir

Se vocé configurou usuarios padrao, ao configurar permissdes de arquivo mais tarde no fluxo de trabalho,
vocé deve definir permissdes para o usuario padrao do Windows e o usuario padrdo do UNIX.

Criar e configurar um volume

Vocé deve criar um FlexVol volume para conter seus dados. Opcionalmente, vocé pode
alterar o estilo de seguranca padrao do volume, que € herdado do estilo de segurancga do
volume raiz. Vocé também pode alterar o local padrdo do volume no namespace, que
esta no volume raiz da maquina virtual de storage (SVM).

Passos

1.
2.

Navegue até a janela volumes.

Clique em Create > Create FlexVol.

A caixa de dialogo criar volume é exibida.

. Se quiser alterar o nome padrao, que termina em um carimbo de data e hora, especifique um novo nome,

como voll.

. Selecione um agregado para o volume.

5. Especifique o tamanho do volume.

. Clique em criar.

Qualquer novo volume criado no System Manager € montado por padréo no volume raiz usando o nome
do volume como o nome da jung¢ao. Vocé usa o caminho de jungdo e 0 nome da jungao ao configurar
compartilhamentos CIFS, e os clientes NFS usam o caminho de jungdo e o nome da jungdo ao montar o
volume.

. Opcional: Se vocé ndo quiser que o volume esteja localizado na raiz do SVM, modifique o lugar do novo

volume no namespace existente:

Navegue até a janela namespace.

a.
b. Selecione SVM no menu suspenso.

9]

Clique em montar.

d. Na caixa de dialogo Mount volume, especifique o volume, o nome de seu caminho de jungéo € o
caminho de jungao no qual vocé deseja que o volume seja montado.

e. Verifique o novo caminho de jungéo na janela namespace.

Se vocé quiser organizar certos volumes sob um volume principal chamado "data", vocé pode mover o
novo volume "vol1™ do volume raiz para o volume "data".

Path - Storage Object Path = Storage Object

45/ B vslexamplecom_root F B velexamplecom_root
“§ data B data 4 "L data B data
% voll 8 ot = voll 8 ot
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8. Reveja o estilo de seguranca do volume e altere-o, se necessario:

a. Na janela volume, selecione o volume que acabou de criar e clique em Editar.

A caixa de didlogo Editar volume é exibida, mostrando o estilo de seguranga atual do volume, que &
herdado do estilo de seguranga do volume raiz SVM.

b. Selecione o estilo de seguranga que preferir e clique em Salvar e fechar.

Edit Volume X

General Storage Efficiency || Advanced

Name: woll
Security style: UMLK hd
NTFS
UMLK permissions Read Write Execute
UMD
Owener Mixed
W ixe
Group |:|

Crie um compartilhamento e defina suas permissoées

Antes que os usuarios do Windows possam acessar um volume, vocé deve criar um
compartilhamento CIFS no volume e restringir o acesso ao compartilhamento
modificando a lista de controle de acesso (ACL) para o compartilhamento.

Sobre esta tarefa

Para fins de teste, vocé deve permitir o acesso apenas aos administradores. Mais tarde, depois de ter
verificado que o volume esta acessivel, vocé pode permitir o acesso a mais clientes.

Passos
1. Navegue até a janela shares.

2. Crie um compartilhamento para que os clientes SMB possam acessar o volume:

a. Clique em criar compartilhamento.

b. Na caixa de dialogo criar compartilhamento, clique em Procurar, expanda a hierarquia do
namespace e selecione o volume que vocé criou anteriormente.

c. Se pretender que o nome da partilha seja diferente do nome do volume, altere o nome da partilha.
d. Clique em criar.

O compartilhamento é criado com uma ACL padrao definida como Controle Total para o grupo todos.
3. Restringir o acesso ao compartilhamento modificando a ACL de compartilhamento:

a. Selecione o compartilhamento e clique em Editar.
b. Na guia permissées, selecione o grupo todos e cligue em Remover.

c. Clique em Adicionar e insira o nome de um grupo de administradores definido no dominio do ative
Directory do Windows que inclui o SVM.

d. Com o novo grupo de administradores selecionado, selecione todas as permissdes para ele.
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e. Clique em Salvar e fechar.

As permissdes de acesso de compartilhamento atualizadas sao listadas no painel Controle de acesso de
compartilhamento.

Crie uma politica de exportagao para o volume

Antes que qualquer cliente NFS possa acessar um volume, vocé deve criar uma politica
de exportacao para o volume, adicionar uma regra que permita o acesso por um host de
administracéo e aplicar a nova politica de exportacdo ao volume.

Passos
1. Navegue até a janela SVMs.

2. Clique na guia Configuragdes da SVM.

3. Criar uma nova politica de exportacao:

a. No painel Policies, clique em Export Policies €, em seguida, clique em Create.
b. Na janela Create Export Policy (criar politica de exportagéo), especifique um nome de politica.

c. Em regras de exportagao, clique em Adicionar para adicionar uma regra a nova politica.

| Create Export Policy

Policy Name: ExportPolicyd

.| Copy Rules from

Export Rules;
I__.{';.". Add '_._ i Edit ¥
Rule Index Client Access Profocols | Read-Only Rule

4. Na caixa de dialogo Create Export Rule (criar regra de exportagéo), crie uma regra que permita a um
administrador ter acesso total a exportacao através de todos os protocolos:

a. Especifique o endereco IP ou o nome do cliente, como admin_host, a partir do qual o volume
exportado sera administrado.
b. Selecione CIFS e NFSv3.

c. Certifique-se de que todos os detalhes de acesso Read/Write estdo selecionados, bem como Allow
superuser access.
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Create Export Rule w

Client Specification: | admin_host

Arccess Protocols: ¢ CIFS
Ll NFS  |# NFSv3 L] NFSv4
I_| Flexcache
If you do not zelect any protocol, accese iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virdwsl Machine

SV

Access Details: || Read-Onty |#*| Readfirite
LINEE [ L]
Kerberos 5 [ ||
Kerberos Si I ¥
MNTLM [ L]

|#| Allow Superuser Access

Superuzer sccess iz 2ef fo all

d. Cligue em OK e, em seguida, clique em criar.
A nova politica de exportagao € criada, juntamente com sua nova regra.
5. Aplique a nova politica de exportagdo ao novo volume para que o host administrador possa acessar o
volume:
a. Navegue até a janela namespace.
b. Selecione o volume e clique em alterar politica de exportagao.

c. Selecione a nova politica e clique em alterar.

Verifique o acesso do cliente SMB

Vocé deve verificar se configurou o SMB corretamente acessando e gravando dados no
compartilhamento. Vocé deve testar o acesso usando o nome do servidor SMB e
quaisquer aliases NetBIOS.

Passos
1. Faca login em um cliente Windows.

2. Teste o acesso usando o nome do servidor SMB:

a. No Explorador do Windows, mapeie uma unidade para a partilha no seguinte formato: \
\\SMB_Server Name\Share Name

Se o mapeamento nao for bem-sucedido, é possivel que o mapeamento DNS ainda nao tenha se
propagado pela rede. Vocé deve testar o acesso usando o nome do servidor SMB posteriormente.

Se o servidor SMB tiver o nome vs1.example.com e o compartilhamento tiver o nome SHARE1, vocé
devera inserir o seguinte: \\vs0.example.com\SHARE1
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b. Na unidade recém-criada, crie um arquivo de teste e exclua o arquivo.

Vocé verificou 0 acesso de gravagao ao compartilhamento usando o nome do servidor SMB.

3. Repita a Etapa 2 para qualquer alias NetBIOS.

Verificar o acesso NFS a partir de um host de administragao UNIX

Depois de configurar o acesso NFS a maquina virtual de storage (SVM), vocé devera
verificar a configuragao fazendo login em um host de administragdo NFS, lendo e
gravando dados no SVM.

Antes de comecgar
» O sistema cliente deve ter um enderecgo IP permitido pela regra de exportagdo especificada anteriormente.

* Vocé deve ter as informagbes de login para o usuario root.
Passos
1. Faca login como usuario raiz no sistema cliente.
2. Introduza cd /mnt/ para alterar o diretorio para a pasta de montagem.

3. Crie e monte uma nova pasta usando o endereco IP do SVM:

a. Digite mkdir /mnt/folder para criar uma nova pasta.

b. Introduza mount -t nfs -o nfsvers=3,hard IPAddress:/volume name /mnt/folder
para montar o volume neste novo diretorio.

C. Introduza cd folder para alterar o diretério para a nova pasta.

Os comandos a seguir criam uma pasta chamada test1, montam o volume vol1 no enderego IP
192.0.2.130 na pasta de montagem test1 e mudam para o novo diretério test1:

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4. Crie um novo arquivo, verifique se ele existe e escreva texto nele:

a. Digite touch filename para criar um arquivo de teste.

b. Digite 1s -1 filename para verificar se o arquivo existe.

c. “cat >filename Digite um texto e pressione Ctrl e D para escrever texto no arquivo de teste.
d. Introduza cat filename para apresentar o contetido do ficheiro de teste.

€. Introduza rm filename para remover o ficheiro de teste.

f. Digite cd .. para retornar ao diretério pai.
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host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r-- 1 root root 0 Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd

Resultados
Vocé confirmou que ativou o acesso NFS ao SVM.

Configurar e verificar o acesso de clientes CIFS e NFS

Quando estiver pronto, vocé pode configurar o acesso do cliente definindo permissbées
de arquivo UNIX ou NTFS, modificando a ACL de compartilhamento e adicionando uma
regra de exportagdo. Em seguida, vocé deve testar se os usuarios ou grupos afetados
podem acessar o volume.

Passos
1. Decida quais clientes e usuarios ou grupos terao acesso ao compartilhamento.

2. Defina permissdes de arquivo usando um método que corresponde ao estilo de seguranga do volume:

Se o estilo de seguranga do volume for este... Faca isso...

NTFS a. Faca login em um cliente Windows como
administrador que tenha direitos administrativos
suficientes para gerenciar permissées NTFS.

b. No Windows Explorer, clique com o botéao
direito do Mouse na unidade e selecione
Propriedades.

c. Selecione a guia Segurancga e ajuste as
configuragbes de seguranga para 0s grupos e
usuarios, conforme necessario.

UNIX Em um host de administracdo UNIX, use o usuario
raiz para definir a propriedade e as permissdes do
UNIX no volume.

3. No System Manager, modifique a ACL de compartilhamento para dar aos usuarios ou grupos do Windows
acesso ao compartilhamento.

a. Navegue até a janela shares.
b. Selecione o compartilhamento e clique em Editar.

c. Selecione a guia permissodes e dé aos usuarios ou grupos acesso ao compartilhamento.
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4. No System Manager, adicione regras a politica de exportagao para permitir que clientes NFS acessem o
compartilhamento.

. Selecione a maquina virtual de armazenamento (SVM) e clique em SVM Settings.

a
b. No painel politicas, clique em politicas de exportagao.

(9]

. Selecione a politica de exportacao aplicada ao volume.
d. Na guia regras de exportagao, clique em Adicionar e especifique um conjunto de clientes.

e. Selecione 2 para o Rule Index para que esta regra seja executada apds a regra que permite o acesso
ao host de administracao.

f. Selecione CIFS e NFSv3.

g. Especifique os detalhes de acesso desejados e clique em OK.

Vocé pode dar acesso completo de leitura/gravacao aos clientes digitando a sub-rede 10.1.1.0/24
como especificagao do cliente e selecionando todas as caixas de selegao Access, exceto permitir
acesso ao superusuario.

Create Export Rule w

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: ] CIFS
Ll NFS e NFSv3 L] MFSv4
|| Flexcache
If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virusl Machine

[SVI).

Access Details: |#| Read-Onhy |#| Read/\rite
UMD |+ [+
Kerberos & ] ||
Kerberos Si |+ ||
MTLM | ||

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

5. Em um cliente Windows, faga login como um dos usuarios que agora tem acesso ao compartilhamento e
aos arquivos e verifique se vocé pode acessar o compartilhamento e criar um arquivo.

6. Em um cliente UNIX, faga login como um dos usuarios que agora tem acesso ao volume e verifique se
vocé pode montar o volume e criar um arquivo.

Configuracao SMB/CIFS
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Visao geral da configuragao SMB/CIFS

Com a interface classica do ONTAP System Manager (ONTAP 9.7 e anterior), é possivel
configurar rapidamente o acesso SMB/CIFS a um novo volume em uma maquina virtual
de storage (SVM) nova ou existente.

Utilize este procedimento se pretender configurar o acesso a um volume da seguinte forma:

* Vocé quer usar as praticas recomendadas, nao explorar todas as opgbes disponiveis.

» Sua rede de dados usa o |IPspace padréo, o dominio de broadcast padréao e o grupo de failover padréo.
Se sua rede de dados for plana, usar esses objetos padrao garante que LIFs falhardo corretamente em
caso de falha de link. Se vocé néao estiver usando os objetos padrao, consulte o "Documentacao de
gerenciamento de rede" para obter informagdes sobre como configurar o failover de caminho LIF.

* As permissdes de arquivo NTFS serdo usadas para proteger o novo volume.

Se pretender obter detalhes sobre a gama de capacidades do protocolo SMB do ONTAP, consulte o "Visao
geral de referéncia SMB".

Outras maneiras de fazer isso em ONTAP

Para executar estas tarefas com... Consulte...

O Gerenciador de sistema redesenhado (disponivel  "Provisione storage nas para servidores Windows
com o ONTAP 9.7 e posterior) usando SMB"

A interface da linha de comando ONTAP "Visao geral da configuragdo SMB com a CLI"

Fluxo de trabalho de configuragao SMB/CIFS

A configuragcdo de SMB/CIFS envolve, como opgéo, a criacdo de um agregado e a
escolha de um fluxo de trabalho especifico a sua meta: Criar um novo SVM habilitado
para CIFS, configurar o acesso CIFS a uma SVM existente ou simplesmente adicionar
um volume CIFS a uma SVM existente que ja esteja totalmente configurada para acesso
CIFS.
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Create an aggregate, if necessary.

Where to provision the
volume?

New SVIV

.

Existing SVM
without CIFS enabled

v

Existing SV
with CIFS configured

v

Create a new
CIFS-enabled SVM:

Configure CIFS access
to an existing SVM:

Add a CIFS volume
to a CIFS-enabled SWYM:

Create a new SVM with a
CIFS volume and share.

Add CIFS access
to an existing SVM.

Create and configure
a volume.

v

v

On the DNS server,
map the CIFS server name
to the data LIF IP.

On the DNS server,
map the CIFS server name
to the data LIF IP.

v

Create a share and set its
permissions.

L 2

¥

v

Verify CIFS access as a
Windows administrator.

Verify CIFS access as a
Windows administrator.

Verify CIFS access as a
Windows administrator.

i3

v

Configure and verify CIFS
client access.

Configure and verify CIFS
client access,

v

Configure and verify CIFS
client access.

Crie um agregado

Se vocé nao quiser usar um agregado existente, crie um novo agregado para fornecer
armazenamento fisico ao volume que vocé esta provisionando.

Sobre esta tarefa
Se vocé tiver um agregado existente que deseja usar para o novo volume, ignore este procedimento.

Passos

1. Insira 0o URL https://IP-address-of-cluster-management-LIF em um navegador da Web e faca
login no System Manager usando sua credencial de administrador de cluster.

2. Navegue até a janela Adorments.
3. Clique em criar.

4. Siga as instrugdes na tela para criar o agregado usando a configuragdo RAID-DP padréo e clique em
criar.
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Create Agaregate

To create an aggregate, select a disk type then specify the number of dizks.

Mame: aggr?
ﬁ Disk Type: SAS |-Browse |
Mumber of Disks: 8 g Mzx: & fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-OP; RAID group size of 16 disks Change
Mew Usable Capacity: 4988 TB (Estimated)
Resultados

O agregado é criado com a configuragao especificada e adicionado a lista de agregados na janela agregados.

Decidir onde provisionar o novo volume

Antes de criar um novo volume CIFS, vocé precisa decidir se deve coloca-lo em uma
maquina virtual de storage (SVM) existente e, em caso afirmativo, em quanta
configuragdo o SVM precisa. Esta decisdo determina o seu fluxo de trabalho.

Procedimento
» Se vocé quiser provisionar um volume em uma nova SVM, crie um novo SVM habilitado para CIFS.
"Criacdo de um novo SVM habilitado para CIFS"
Vocé deve escolher essa opgao se o CIFS nao estiver habilitado em uma SVM existente.

» Se vocé quiser provisionar um volume em uma SVM existente no qual o CIFS esteja ativado, mas nao
configurado, configure o acesso CIFS/SMB na SVM existente.

"Configuragéo do acesso CIFS/SMB em uma SVM existente"
Vocé deve escolher essa opgcao se vocé usou o procedimento para criar o SVM para acesso a SAN.

» Se vocé quiser provisionar um volume em uma SVM atual totalmente configurada para acesso CIFS,
adicione um volume CIFS ao SVM habilitado para CIFS.

"Adicao de um volume CIFS a uma SVM habilitada para CIFS"

Criar um novo SVM habilitado para CIFS

A configuragcdo de um novo SVM habilitado para CIFS envolve a criagdo do novo SVM
com um volume e compartilhamento CIFS, a adicdo de um mapeamento no servidor

DNS e a verificagdo do acesso CIFS a partir de um host de administragao do Windows.
Em seguida, vocé pode configurar o acesso de cliente CIFS.
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Criar um novo SVM com volume CIFS e compartilhamento

Vocé pode usar um assistente que o orienta no processo de criagcdo de uma nova
maquina virtual de armazenamento (SVM), configuracédo do sistema de nomes de
dominio (DNS), criacdo de uma interface logica de dados (LIF), configuragdo de um
servidor CIFS e criagao e compartilhamento de um volume.

Antes de comecar

» Sua rede deve estar configurada e as portas fisicas relevantes devem estar conetadas a rede.

* Vocé deve saber quais dos seguintes componentes de rede o SVM usara:

o

O né e a porta especifica nesse n6 onde a interface l6gica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o

o

endereco IP especifico que vocé deseja atribuir ao LIF de dados

Dominio do ative Directory (AD) que este SVM associara, juntamente com as credenciais necessarias
para adicionar o SVM a ele

* A sub-rede deve ser roteavel para todos os servidores externos necessarios para servigos como NIS
(Network Information Service), LDAP (Lightweight Directory Access Protocol), AD (ative Directory) e DNS.

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir 0 acesso a servigos
de rede.

* O tempo nos controladores de dominio do AD, clientes e SVM deve ser sincronizado em até cinco minutos
um do outro.

Passos

1. Navegue até a janela SVMs.

2. Clique em criar.
3. Na caixa de didlogo Storage Virtual Machine (SVM) Setup, crie o SVM:

a.

d.

Especifique um nome exclusivo para o SVM.

O nome deve ser um nome de dominio totalmente qualificado (FQDN) ou seguir outra convengéo que
garanta nomes exclusivos em um cluster.

Selecione todos os protocolos para os quais vocé tem licencas e que vocé eventualmente usara no
SVM, mesmo que vocé nao queira configurar todos os protocolos imediatamente.

Se o acesso NFS for necessario eventualmente, vocé devera selecionar NFS agora para que os
clientes CIFS e NFS possam compartilhar o mesmo LIF de dados.

. Mantenha a predefini¢cao de idioma, C.UTF-8.

Se vocé oferecer suporte a exibigao de carateres internacionais em clientes NFS e
@ SMB/CIFS, considere usar o cédigo de idioma UTF8MB4, que esta disponivel a partir
do ONTAP 9.5.

Esse idioma é herdado pelo volume que vocé cria mais tarde e o idioma de um volume nao pode ser
alterado.

Opcional: Selecione o agregado raiz para conter o volume raiz SVM.

67



O agregado selecionado para o volume raiz ndo determina o local do volume de dados. O agregado
para o volume de dados € selecionado automaticamente quando vocé provisiona o storage em uma
etapa posterior.

Storage Virtual Machine {S¥M) Setup

o () o

Enter SWh basic details

SVM Details

@ Specify a unique name and the data protocols for the Sk

WM Mame: wslexdmple.com

@ IPspace: 7

(@ DataProtocalss. M QFs W NFs W iscsl W OFOFCoE T

@ Default Language: | CUTF-8[ c.utf 3] v

The language of the Sk specifles the default language encoding setting for the Sk and

Itswolumes. Usinga settingthat Incorporates UTF-2 character encoding 15 recomme nded.

@ Security Style: MTFS w7

Root Aggregate: | data_O1_aggr i

e. Opcional: Na area Configuragcado de DNS, verifique se 0 dominio de pesquisa DNS padrao e os
servidores de nomes sdo os que vocé deseja usar para este SVM.

DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
2 example.com

":J Name Servers: 192.0.2.145152.0 2146 192.0.2.147

f. Clique em Enviar e continuar.
O SVM foi criado, mas os protocolos ainda ndo estao configurados.
4. Na secao Configuracao de LIF de dados da pagina Configurar protocolo CIFS/NFS, especifique os
detalhes do LIF que os clientes usaréo para acessar dados:

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.

b. Clique em Browse e selecione um né e uma porta que serdo associados ao LIF.
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< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIF:S

Assign IP Address: | Without a subnet v

IP Address: 10.224.107.188%  Change

?)Port abccorp_1:elb | Browse... |

5. Na secéo Configuragao do servidor CIFS, defina o servidor CIFS e configure-o para acessar o dominio
AD:
a. Especifigue um nome para o servidor CIFS exclusivo no dominio AD.
b. Especifique o FQDN do dominio AD que o servidor CIFS pode ingressar.

c. Se vocé quiser associar uma unidade organizacional (ou) dentro do dominio do AD que nao seja
computadores CN, insira a UO.

d. Especifigue o nome e a senha de uma conta administrativa que tenha Privileges suficiente para
adicionar o servidor CIFS a UO.

e. Para evitar o acesso nao autorizado a todos os compartilhamentos neste SVM, selecione a opcao para
criptografar dados usando o SMB 3,0.

& | CIFS Server Configuration

CIFS Server Mame: vzl example .com

Artive Directory: ATH.SEC EXAMPLE O
Organizational Lnit: CH=Computers
Adminiztrator Mame: adadmin

Adminiztrator Pazsword, | sesssss

6. Crie um volume para acesso CIFS/SMB e provisione um compartilhamento nele:
a. Nomeie o compartilhamento que os clientes CIFS/SMB usar&o para acessar o volume.
O nome introduzido para a partilha também sera utilizado como o nome do volume.
b. Especifique um tamanho para o volume.
Provizion a velume for CIFS storage (Optional).

Share Mame: | Eng

Size: 10 GB v

Permisgien: Change

Vocé nao precisa especificar o agregado para o volume porque ele esta localizado automaticamente no
agregado com o espago mais disponivel.

7. Opcional: Restrinja 0 acesso ao compartilhamento modificando a ACL de compartilhamento:
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a. No campo permissao, clique em alterar.
b. Selecione o grupo todos e clique em Remover.

c. Opcional: Cligue em Adicionar e insira 0 nome de um grupo de administradores definido no dominio
do ative Directory do Windows que inclui o SVM.

d. Selecione o novo grupo de administradores e, em seguida, selecione Full Control.
e. Clique em Salvar e fechar.

8. Clique em Enviar e continuar.
Os seguintes objetos sao criados:

o Um LIF de dados nomeado apds a SVM com o sufixo "_cifs_lif1"
o Um servidor CIFS que faz parte do dominio AD

> Um volume que esta localizado no agregado com o espago mais disponivel e tem um nome que
corresponde ao nome do compartilhamento e termina no sufixo ™ _CIFS_volume™

o Uma partilha no volume

9. Para todas as outras paginas de configuragdo de protocolo exibidas, clique em Skip e configure o
protocolo mais tarde.

10. Quando a pagina SVM Administration for exibida, configure ou defenda a configuragéo de um
administrador separado para este SVM:

> Clique em Skip e configure um administrador mais tarde, se necessario.
o Insira as informacgdes solicitadas e clique em Submit & Continue.
11. Reveja a pagina Summary, registe qualquer informagao que possa necessitar mais tarde e, em seguida,

cliqgue em OK.

O administrador DNS precisa saber o nome do servidor CIFS e o endereco IP do LIF de dados. Os
clientes Windows precisam saber os nomes do servidor CIFS e do compartilhamento.

Resultados
Um novo SVM é criado com um servidor CIFS que contém um novo volume compartilhado.

Mapeie o servidor SMB no servidor DNS

O servidor DNS do seu site deve ter uma entrada apontando o nome do servidor SMB e
quaisquer aliases NetBIOS para o endereco IP do LIF de dados para que os usuarios do
Windows possam mapear uma unidade para o nome do servidor SMB.

Antes de comecgar

Vocé deve ter acesso administrativo ao servidor DNS do seu site. Se ndo tiver acesso administrativo, devera
pedir ao administrador DNS para executar esta tarefa.

Sobre esta tarefa

Se vocé usar aliases NetBIOS para o nome do servidor SMB, é uma pratica recomendada criar pontos de
entrada de servidor DNS para cada alias.

Passos
1. Inicie sessdo no servidor DNS.
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2. Criar entradas de pesquisa direta (A - Registro de endereco) e inversa (PTR - Registro de ponteiro) para
mapear o nome do servidor SMB para o endereco IP do LIF de dados.

3. Se vocé usar aliases NetBIOS, crie uma entrada de pesquisa de nome candnico Alias (CNAME resource
record) para mapear cada alias para o enderego IP do LIF de dados do servidor SMB.

Resultados

Depois que o mapeamento é propagado pela rede, os usuarios do Windows podem mapear uma unidade para
o nome do servidor SMB ou seus aliases NetBIOS.

Verifique o acesso do cliente SMB

Vocé deve verificar se configurou o SMB corretamente acessando e gravando dados no
compartilhamento. Vocé deve testar o acesso usando o nome do servidor SMB e
quaisquer aliases NetBIOS.

Passos
1. Facga login em um cliente Windows.

2. Teste o0 acesso usando o nome do servidor SMB:

a. No Explorador do Windows, mapeie uma unidade para a partilha no seguinte formato: \
\\SMB Server Name\Share Name

Se o0 mapeamento néo for bem-sucedido, € possivel que o mapeamento DNS ainda ndo tenha se
propagado pela rede. Vocé deve testar o acesso usando o nome do servidor SMB posteriormente.

Se o servidor SMB tiver o nome vs1.example.com e o compartilhamento tiver o nome SHARE1, vocé
devera inserir o seguinte: \\vs0.example.com\SHARE1

b. Na unidade recém-criada, crie um arquivo de teste e exclua o arquivo.

Vocé verificou o acesso de gravagao ao compartilhamento usando o nome do servidor SMB.

3. Repita a Etapa 2 para qualquer alias NetBIOS.

Configurar e verificar o acesso do cliente CIFS

Quando estiver pronto, vocé pode dar aos clientes selecionados acesso ao
compartilhamento definindo permissdes de arquivo NTFS no Windows Explorer e
modificando a ACL de compartilhamento no System Manager. Em seguida, vocé deve
testar se os usuarios ou grupos afetados podem acessar o volume.

Passos
1. Decida quais clientes e usuarios ou grupos terao acesso ao compartilhamento.

2. Em um cliente Windows, use uma fungao de administrador para dar aos usuarios ou grupos permissoes
para os arquivos e pastas.

a. Faga login em um cliente Windows como administrador que tenha direitos administrativos suficientes
para gerenciar permissdes NTFS.

b. No Windows Explorer, clique com o botéo direito do Mouse na unidade e selecione Propriedades.

c. Selecione a guia Seguranga e ajuste as configuragdes de seguranga para 0s grupos € usuarios,
conforme necessario.
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3. No System Manager, modifique a ACL de compartilhamento para dar aos usuarios ou grupos do Windows
acesso ao compartilhamento.

a. Navegue até a janela shares.
b. Selecione o compartilhamento e clique em Editar.
c. Selecione a guia permissoes e dé aos usuarios ou grupos acesso ao compartilhamento.

4. Em um cliente Windows, faga login como um dos usuarios que agora tem acesso ao compartilhamento e
aos arquivos e verifique se vocé pode acessar o compartilhamento e criar um arquivo.

Configurar o acesso SMB/CIFS a uma SVM existente

Adicionar acesso a clientes SMB/CIFS a um SVM existente envolve a adigao de
configuragdes CIFS a SVM, a adicdo de um mapeamento no servidor DNS e a
verificacdo do acesso CIFS a partir de um host de administracdo do Windows. Em
seguida, vocé pode configurar o acesso de cliente CIFS.

Adicionar acesso CIFS a uma SVM existente

A adicao de acesso CIFS/SMB a uma SVM existente envolve a criagdo de um LIF de
dados, a configuragdo de um servidor CIFS, o provisionamento de um volume, o
compartilhamento do volume e a configuragao das permissdes de compartilhamento.

Antes de comecgar
» Vocé deve saber quais dos seguintes componentes de rede o SVM usara:

> O nod e a porta especifica nesse nd onde a interface logica de dados (LIF) sera criada

o A sub-rede a partir da qual o endereco IP do LIF de dados sera provisionado ou, opcionalmente, o
endereco IP especifico que vocé deseja atribuir ao LIF de dados

> O dominio do ative Directory (AD) que este SVM associara, juntamente com as credenciais
necessarias para adicionar o SVM a ele

* Quaisquer firewalls externos devem ser adequadamente configurados para permitir o0 acesso a servigos
de rede.

* O protocolo CIFS deve ser permitido no SVM.

Esse é o caso se vocé nao tiver criado o SVM seguindo o procedimento para configurar um protocolo
SAN.

Passos
1. Navegue até a area onde vocé pode configurar os protocolos do SVM:

a. Selecione 0 SVM que vocé deseja configurar.

b. No painel Detalhes, ao lado de Protocolos, clique em CIFS.

Protocols: |~ cifs  [IECEGEEN

2. Na secao Configuragao de LIF de dados da caixa de dialogo Configurar protocolo CIFS, crie um LIF
de dados para o SVM:

a. Atribua um endereco IP ao LIF automaticamente a partir de uma sub-rede especificada ou introduza
manualmente o endereco.
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b. Cligue em Browse e selecione um n6 e uma porta que serao associados ao LIF.

“ | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clignts.
Data Interface details for CIFS

Assign IP Address: | Without a subnet i

IP Address: 10.224.107.188%  Change

) Port gbecarp_l:elb | Brovase... |

3. Na segdo Configuragao do servidor CIFS, defina o servidor CIFS e configure-o para acessar o dominio
AD:
a. Especifique um nome para o servidor CIFS exclusivo no dominio AD.
b. Especifique o FQDN do dominio AD que o servidor CIFS pode ingressar.

c. Se vocé quiser associar uma unidade organizacional (ou) dentro do dominio do AD que nao seja
computadores CN, insira a UO.

d. Especifigue o nome e a senha de uma conta administrativa que tenha Privileges suficiente para
adicionar o servidor CIFS a UO.

e. Para evitar o acesso nao autorizado a todos os compartilhamentos neste SVM, selecione a opgéo para
criptografar dados usando o SMB 3,0.

| CIFS Server Configuration

CIFS Server Mame: val example .com

Active Directory: ALUTH.SEC EXAMPLE CON
Crganizational Unit: Chl=Computers
Administrator Mame: adacmin

Adminiztrator Pazsword, sessses

4. Crie um volume para acesso CIFS/SMB e provisione um compartilhamento nele:
a. Nomeie o compartilhamento que os clientes CIFS/SMB usarao para acessar o volume.
O nome introduzido para a partilha também sera utilizado como 0 nome do volume.
b. Especifique um tamanho para o volume.
Provigion a volume for CIFS storage (Optional).

Share Mame: |Eng

Size: 10 GB v

Permission: Change

Vocé nao precisa especificar o agregado para o volume porque ele esta localizado automaticamente no
agregado com o espago mais disponivel.
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5. Opcional: Restrinja o acesso ao compartilhamento modificando a ACL de compartilhamento:
a. No campo permissao, clique em alterar.
b. Selecione o grupo todos e clique em Remover.

c. Opcional: Cligue em Adicionar e insira 0 nome de um grupo de administradores definido no dominio
do ative Directory do Windows que inclui o SVM.

d. Selecione o novo grupo de administradores e, em seguida, selecione Full Control.
e. Cligue em Salvar e fechar.

6. Cligue em Submit & Close e, em seguida, clique em OK.

Mapeie o servidor SMB no servidor DNS

O servidor DNS do seu site deve ter uma entrada apontando o nome do servidor SMB e
quaisquer aliases NetBIOS para o endereco IP do LIF de dados para que os usuarios do
Windows possam mapear uma unidade para o nome do servidor SMB.

Antes de comegar

Vocé deve ter acesso administrativo ao servidor DNS do seu site. Se ndo tiver acesso administrativo, devera
pedir ao administrador DNS para executar esta tarefa.

Sobre esta tarefa

Se vocé usar aliases NetBIOS para o nome do servidor SMB, é uma pratica recomendada criar pontos de
entrada de servidor DNS para cada alias.

Passos
1. Inicie sessdo no servidor DNS.

2. Criar entradas de pesquisa direta (A - Registro de enderecgo) e inversa (PTR - Registro de ponteiro) para
mapear o nome do servidor SMB para o endereco IP do LIF de dados.

3. Se vocé usar aliases NetBIOS, crie uma entrada de pesquisa de nome candnico Alias (CNAME resource
record) para mapear cada alias para o endereco IP do LIF de dados do servidor SMB.

Resultados

Depois que o mapeamento é propagado pela rede, os usuarios do Windows podem mapear uma unidade para
o nome do servidor SMB ou seus aliases NetBIOS.

Verifique o acesso do cliente SMB

Vocé deve verificar se configurou o SMB corretamente acessando e gravando dados no
compartilhamento. Vocé deve testar o acesso usando o nome do servidor SMB e
quaisquer aliases NetBIOS.

Passos
1. Faca login em um cliente Windows.

2. Teste o0 acesso usando o nome do servidor SMB:

a. No Explorador do Windows, mapeie uma unidade para a partilha no seguinte formato: \
\\SMB_Server Name\Share Name

Se o0 mapeamento nao for bem-sucedido, é possivel que o mapeamento DNS ainda ndo tenha se
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propagado pela rede. Vocé deve testar o acesso usando o nome do servidor SMB posteriormente.

Se o servidor SMB tiver o nome vs1.example.com e o compartilhamento tiver o nome SHARE1, vocé
devera inserir o seguinte: \\vs0.example.com\SHARE1
b. Na unidade recém-criada, crie um arquivo de teste e exclua o arquivo.

Vocé verificou o acesso de gravagao ao compartilhamento usando o nome do servidor SMB.

3. Repita a Etapa 2 para qualquer alias NetBIOS.

Configurar e verificar o acesso do cliente CIFS

Quando estiver pronto, vocé pode dar aos clientes selecionados acesso ao
compartilhamento definindo permissdes de arquivo NTFS no Windows Explorer e
modificando a ACL de compartilhamento no System Manager. Em seguida, vocé deve
testar se os usuarios ou grupos afetados podem acessar o volume.

Passos
1. Decida quais clientes e usuarios ou grupos terao acesso ao compartilhamento.

2. Em um cliente Windows, use uma fungao de administrador para dar aos usuarios ou grupos permissoes
para os arquivos e pastas.

a. Faga login em um cliente Windows como administrador que tenha direitos administrativos suficientes
para gerenciar permissdes NTFS.

b. No Windows Explorer, clique com o botéo direito do Mouse na unidade e selecione Propriedades.

c. Selecione a guia Seguranga e ajuste as configuragdes de seguranga para 0s grupos € usuarios,
conforme necessario.

3. No System Manager, modifique a ACL de compartilhamento para dar aos usuarios ou grupos do Windows
acesso ao compartilhamento.

a. Navegue até a janela shares.
b. Selecione o compartilhamento e clique em Editar.
c. Selecione a guia permissoes e dé aos usuarios ou grupos acesso ao compartilhamento.

4. Em um cliente Windows, faga login como um dos usuarios que agora tem acesso ao compartilhamento e
aos arquivos e verifique se vocé pode acessar o compartilhamento e criar um arquivo.

Adicionar um volume CIFS a uma SVM habilitada para CIFS

Adicionar um volume CIFS a um SVM habilitado para CIFS envolve criar e configurar um
volume, criar um compartilhamento e definir suas permissdes e verificar o acesso de um
host de administragdo do Windows. Em seguida, vocé pode configurar o acesso de
cliente CIFS.

Antes de comecgar
O CIFS precisa ser completamente configurado no SVM.

Criar e configurar um volume

Vocé deve criar um FlexVol volume para conter seus dados. Opcionalmente, vocé pode
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alterar o estilo de seguranga padrao do volume, que é herdado do estilo de seguranga do
volume raiz. Vocé também pode alterar o local padréo do volume no namespace, que
esta no volume raiz da maquina virtual de storage (SVM).

Passos
1. Navegue até a janela volumes.

2. Clique em Create > Create FlexVol.

A caixa de dialogo criar volume ¢é exibida.

w

. Se quiser alterar o nome padréo, que termina em um carimbo de data e hora, especifique um novo nome,
como voll .

N

. Selecione um agregado para o volume.

($)]

. Especifique o tamanho do volume.

(o2}

. Clique em criar.

Qualquer novo volume criado no System Manager € montado por padréo no volume raiz usando o nome
do volume como 0 nome da jungado. Vocé usa o caminho de jungédo € o nome da jungao ao configurar
compartilhamentos CIFS.

~

. Opcional: Se vocé nao quiser que o volume esteja localizado na raiz do SVM, modifique o lugar do novo
volume no namespace existente:

Navegue até a janela namespace.

a.
b. Selecione SVM no menu suspenso.

o

. Clique em montar.

d. Na caixa de dialogo Mount volume, especifique o volume, 0 nome de seu caminho de jungéo e o
caminho de jungao no qual vocé deseja que o volume seja montado.

e. Verifique o novo caminho de jungéo na janela namespace.

Se vocé quiser organizar certos volumes sob um volume principal chamado "data", vocé pode mover o
novo volume "vol1™ do volume raiz para o volume "data".

8. Reveja o estilo de segurancga do volume e altere-o, se necessario:

a. Na janela volume, selecione o volume que acabou de criar e clique em Editar.

A caixa de dialogo Editar volume ¢é exibida, mostrando o estilo de seguranga atual do volume, que é
herdado do estilo de seguranga do volume raiz SVM.

b. Certifique-se de que o estilo de seguranga é NTFS.
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Edit Volume X

General Storage Efficiency || Advanced

Name: woll
Security style: UMLK hd
NTFS
UMLK permissions Read Write Execute
UMD
Owener Mixed
W ixe
Group |:|

Crie um compartilhamento e defina suas permissoées

Antes que os usuarios do Windows possam acessar um volume, vocé deve criar um
compartilhamento CIFS no volume e restringir o acesso ao compartilhamento
modificando a lista de controle de acesso (ACL) para o compartilhamento.

Sobre esta tarefa

Para fins de teste, vocé deve permitir o acesso apenas aos administradores. Mais tarde, depois de ter
verificado que o volume esta acessivel, vocé pode permitir o acesso a mais clientes.

Passos
1. Navegue até a janela shares.

2. Crie um compartilhamento para que os clientes SMB possam acessar o volume:

a. Clique em criar compartilhamento.

b. Na caixa de dialogo criar compartilhamento, clique em Procurar, expanda a hierarquia do
namespace e selecione o volume que vocé criou anteriormente.

c. Opcional: Se vocé quiser que o nome do compartilhamento seja diferente do nome do volume, altere

0 nome do compartilhamento.
d. Clique em criar.

O compartilhamento é criado com uma ACL padrao definida como Controle Total para o grupo todos.
3. Opcional: Restrinja 0 acesso ao compartilhamento modificando a ACL de compartilhamento:

a. Selecione o compartilhamento e clique em Editar.
b. Na guia permissées, selecione o grupo todos e clique em Remover.

c. Clique em Adicionar e insira 0 nome de um grupo de administradores definido no dominio do ative
Directory do Windows que inclui o SVM.

d. Com o novo grupo de administradores selecionado, selecione todas as permissdes para ele.

e. Clique em Salvar e fechar.

As permissdes de acesso de compartilhamento atualizadas sao listadas no painel Controle de acesso de

compartilhamento.
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O que fazer a seguir

Vocé deve verificar o acesso como administrador do Windows.

Verifique o acesso do cliente SMB

Vocé deve verificar se configurou 0 SMB corretamente acessando e gravando dados no
compartilhamento. Vocé deve testar o acesso usando o nome do servidor SMB e
quaisquer aliases NetBIOS.

Passos
1. Facga login em um cliente Windows.

2. Teste o acesso usando o nome do servidor SMB:

a. No Explorador do Windows, mapeie uma unidade para a partilha no seguinte formato: \
\\SMB Server Name\Share Name

Se o mapeamento nao for bem-sucedido, € possivel que o0 mapeamento DNS ainda nao tenha se
propagado pela rede. Vocé deve testar o acesso usando o nome do servidor SMB posteriormente.

Se o servidor SMB tiver o nome vs1.example.com e o compartilhamento tiver o nome SHARE1, vocé
devera inserir o seguinte: \\vs0.example.com\SHARE1
b. Na unidade recém-criada, crie um arquivo de teste e exclua o arquivo.

Vocé verificou o acesso de gravagao ao compartilhamento usando o nome do servidor SMB.

3. Repita a Etapa 2 para qualquer alias NetBIOS.

Configurar e verificar o acesso do cliente CIFS

Quando estiver pronto, vocé pode dar aos clientes selecionados acesso ao
compartilhamento definindo permissdes de arquivo NTFS no Windows Explorer e
modificando a ACL de compartilhamento no System Manager. Em seguida, vocé deve
testar se os usuarios ou grupos afetados podem acessar o volume.

Passos
1. Decida quais clientes e usuarios ou grupos terao acesso ao compartilhamento.

2. Em um cliente Windows, use uma fungao de administrador para dar aos usuarios ou grupos permissoes
para os arquivos e pastas.

a. Faga login em um cliente Windows como administrador que tenha direitos administrativos suficientes
para gerenciar permissdes NTFS.

b. No Windows Explorer, clique com o bot&o direito do Mouse na unidade e selecione Propriedades.

c. Selecione a guia Seguranga e ajuste as configuragdes de seguranga para 0s grupos € usuarios,
conforme necessario.

3. No System Manager, modifique a ACL de compartilhamento para dar aos usuarios ou grupos do Windows
acesso ao compartilhamento.

a. Navegue até a janela shares.

b. Selecione o compartilhamento e clique em Editar.
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c. Selecione a guia permissoes e dé aos usuarios ou grupos acesso ao compartilhamento.

4. Em um cliente Windows, faga login como um dos usuarios que agora tem acesso ao compartilhamento e
aos arquivos e verifique se vocé pode acessar o compartilhamento e criar um arquivo.
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