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Substitua os interruptores

Requisitos para substituicao de switches de cluster Cisco
Nexus 3132Q-V

Ao substituir switches de cluster, certifique-se de compreender os requisitos de
configuragao, as conexdes de porta e os requisitos de cabeamento.

Requisitos do Cisco Nexus 3132Q-V

» O switch de cluster Cisco Nexus 3132Q-V é compativel.

* O numero de portas 10 GbE e 40 GbE esta definido nos arquivos de configuragdo de referéncia (RCFs)
disponiveis em"Download do arquivo de configuragao de referéncia do switch de rede de cluster Cisco" .

* Os switches do cluster utilizam as portas Inter-Switch Link (ISL) e1/31-32.

* O"Hardware Universe" Contém informagdes sobre a cablagem compativel com os switches Nexus 3132Q-
V:

> Os n6s com conexdes de cluster de 10 GbE requerem modulos épticos QSFP com cabos de fibra
Optica breakout ou cabos breakout de cobre QSFP para SFP+.

> Os n6s com conexdes de cluster de 40 GbE requerem modulos épticos QSFP/QSFP28 compativeis
com cabos de fibra éptica ou cabos de cobre QSFP/QSFP28 de conexao direta.

> Os switches do cluster utilizam a cablagem ISL apropriada: 2 cabos de fibra 6ptica QSFP28 ou cabos
de cobre de ligacao direta.

* No Nexus 3132Q-V, vocé pode operar as portas QSFP nos modos Ethernet de 40 Gb ou Ethernet 4x10
Gb.

Por padrao, existem 32 portas no modo Ethernet de 40 Gb. Essas portas Ethernet de 40 Gb séo
numeradas seguindo uma convengado de nomenclatura de 2 elementos. Por exemplo, a segunda porta
Ethernet de 40 Gb é numerada como 1/2. O processo de alterar a configuragdo de Ethernet de 40 Gb para
Ethernet de 10 Gb é chamado de breakout e o processo de alterar a configuragdo de Ethernet de 10 Gb
para Ethernet de 40 Gb € chamado de breakin. Ao dividir uma porta Ethernet de 40 Gb em portas Ethernet
de 10 Gb, as portas resultantes sdo numeradas usando uma convencao de nomenclatura de 3 elementos.
Por exemplo, as portas de conexao da segunda porta Ethernet de 40 Gb sdo numeradas como 1/2/1,
11212, 1/12/3 e 1/2/4.

* No lado esquerdo do Nexus 3132Q-V encontra-se um conjunto de quatro portas SFP+ multiplexadas para
a primeira porta QSFP.

Por padrao, o RCF ¢ estruturado para usar a primeira porta QSFP.

Vocé pode ativar quatro portas SFP+ em vez de uma porta QSFP no Nexus 3132Q-V usando o seguinte:
hardware profile front portmode sfp-plus comando. Da mesma forma, vocé pode redefinir o
Nexus 3132Q-V para usar uma porta QSFP em vez de quatro portas SFP+ usando o hardware
profile front portmode gsfp comando.

» Vocé deve ter configurado algumas das portas do Nexus 3132Q-V para funcionar em 10 GbE ou 40 GbE.

Vocé pode configurar as seis primeiras portas para o modo 4x10 GbE usando o interface breakout
module 1 port 1-6 map 10g-4x comando. Da mesma forma, vocé pode reagrupar as seis primeiras
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portas QSFP+ da configuragédo de breakout usando o no interface breakout module 1 port 1-6
map 10g-4x comando.

* Vocé deve ter realizado o planejamento, a migragao e lido a documentagéo necessaria sobre a
conectividade de 10 GbE e 40 GbE dos nds para os switches de cluster Nexus 3132Q-V.

"Switches Ethernet da Cisco"Contém informacgdes sobre as versdes do ONTAP e do NX-OS suportadas
neste procedimento.

Requisitos do Cisco Nexus 5596

» Os seguintes switches de cluster sdo suportados:
o Nexus 5596
> Nexus 3132Q-V

* O numero de portas 10 GbE e 40 GbE esta definido nos arquivos de configuracao de referéncia (RCFs)
disponiveis em"Download do arquivo de configuragdo de referéncia do switch de rede de cluster Cisco" .

» Os switches do cluster utilizam as seguintes portas para conexdes com 0s nos:
o Portas €1/1-40 (10 GbE): Nexus 5596
o Portas e1/1-30 (40 GbE): Nexus 3132Q-V
» Os switches do cluster utilizam as seguintes portas de Inter-Switch Link (ISL):
o Portas €1/41-48 (10 GbE): Nexus 5596
o Portas €1/31-32 (40 GbE): Nexus 3132Q-V

* O"Hardware Universe" Contém informagdes sobre a cablagem compativel com os switches Nexus 3132Q-
V:

o Os nds com conexodes de cluster de 10 GbE requerem cabos breakout de fibra 6ptica QSFP para
SFP+ ou cabos breakout de cobre QSFP para SFP+.

> Os n6s com conexdes de cluster de 40 GbE requerem modulos épticos QSFP/QSFP28 compativeis
com cabos de fibra 6ptica ou cabos de cobre QSFP/QSFP28 de conexao direta.

* Os switches do cluster utilizam a cablagem ISL apropriada:
o Inicio: Nexus 5596 para Nexus 5596 (SFP+ para SFP+)
= 8 cabos de conexao direta SFP+ em fibra optica ou cobre
o Interino: Nexus 5596 para Nexus 3132Q-V (adaptador QSFP para 4xSFP+)
= 1 cabo breakout de fibra 6ptica ou de cobre QSFP para SFP+
> Verséo final: Nexus 3132Q-V para Nexus 3132Q-V (QSFP28 para QSFP28)
= 2 cabos de fibra 6ptica ou cobre QSFP28 com conexao direta

* Nos switches Nexus 3132Q-V, vocé pode operar as portas QSFP/QSFP28 nos modos 40 Gigabit Ethernet
ou 4 x10 Gigabit Ethernet.

Por padrao, existem 32 portas no modo Ethernet de 40 Gigabit. Essas 40 portas Gigabit Ethernet séo
numeradas seguindo uma convengao de nomenclatura de 2 elementos. Por exemplo, a segunda porta
Ethernet de 40 Gigabits € numerada como 1/2. O processo de alterar a configuragao de Ethernet de 40
Gigabit para Ethernet de 10 Gigabit é chamado de breakout e o processo de alterar a configuracao de
Ethernet de 10 Gigabit para Ethernet de 40 Gigabit € chamado de breakin. Ao dividir uma porta Ethernet
de 40 Gigabits em portas Ethernet de 10 Gigabits, as portas resultantes sao numeradas usando uma
convengao de nomenclatura de 3 elementos. Por exemplo, as portas de conexédo da segunda porta
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Ethernet de 40 Gigabit sdo numeradas como 1/2/1, 1/2/2, 1/2/3 e 1/2/4.

* No lado esquerdo dos switches Nexus 3132Q-V, ha um conjunto de 4 portas SFP+ multiplexadas para
essa porta QSFP28.

Por padrao, o RCF é configurado para usar a porta QSFP28.

Vocé pode ativar 4 portas SFP+ em vez de uma porta QSFP nos switches Nexus 3132Q-V
usando o seguinte: hardware profile front portmode sfp-plus comando.Da

@ mesma forma, vocé pode redefinir os switches Nexus 3132Q-V para usar uma porta QSFP
em vez de 4 portas SFP+ usando 0 hardware profile front portmode gsfp
comando.

* Vocé configurou algumas portas nos switches Nexus 3132Q-V para operar em 10 GbE ou 40 GbE.

Vocé pode configurar as seis primeiras portas para o modo 4x10 GbE usando o

interface breakout module 1 port 1-6 map 10g-4x comando. Da mesma
@ forma, vocé pode reagrupar as seis primeiras portas QSFP+ da configuragéo de breakout

usando o no interface breakout module 1 port 1-6 map 10g-4x comando.

* Vocé ja realizou o planejamento, a migragéo e leu a documentagédo necessaria sobre a conectividade de
10 GbE e 40 GbE dos nés para os switches de cluster Nexus 3132Q-V.

» As versdes do ONTAP e do NX-OS suportadas neste procedimento sdo as seguintes:"Switches Ethernet
da Cisco" .

Requisitos do NetApp CN1610

» Os seguintes switches de cluster sao suportados:
> NetApp CN1610
o Cisco Nexus 3132Q-V
» Os switches de cluster suportam as seguintes conexdes de no:
> NetApp CN1610: portas 0/1 a 0/12 (10 GbE)
o Cisco Nexus 3132Q-V: portas e1/1-30 (40 GbE)
* Os switches do cluster utilizam as seguintes portas de enlace entre switches (ISL):
> NetApp CN1610: portas 0/13 a 0/16 (10 GbE)
o Cisco Nexus 3132Q-V: portas e1/31-32 (40 GbE)

» O"Hardware Universe" Contém informagdes sobre a cablagem compativel com os switches Nexus 3132Q-
V:

o Os nds com conexodes de cluster de 10 GbE requerem cabos breakout de fibra 6ptica QSFP para
SFP+ ou cabos breakout de cobre QSFP para SFP+.

> Os n6s com conexdes de cluster de 40 GbE requerem modulos épticos QSFP/QSFP28 compativeis
com cabos de fibra 6ptica ou cabos de cobre QSFP/QSFP28 de conexao direta.

» A cablagem ISL adequada ¢é a seguinte:

o Inicio: Para CN1610 a CN1610 (SFP+ a SFP+), quatro cabos de fibra 6ptica ou cobre SFP+ de
conexao direta.

o Provisoério: Para CN1610 para Nexus 3132Q-V (conversor QSFP para quatro SFP+), um cabo de fibra
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optica ou cobre com conversor QSFP para SFP+

o Final: Para conexao direta entre Nexus 3132Q-V e Nexus 3132Q-V (QSFP28 para QSFP28), utilize
dois cabos de fibra 6ptica ou cobre QSFP28.

* Os cabos twinax da NetApp ndo sao compativeis com os switches Cisco Nexus 3132Q-V.

Se a sua configuragao atual do CN1610 utiliza cabos twinax da NetApp para conexdes entre nés do
cluster e switches ou conexdes ISL, e vocé deseja continuar usando twinax em seu ambiente, sera
necessario adquirir cabos twinax da Cisco . Alternativamente, vocé pode usar cabos de fibra dptica tanto
para as conexodes ISL quanto para as conexdes entre os nds do cluster e os switches.

Nos switches Nexus 3132Q-V, vocé pode operar as portas QSFP/QSFP28 nos modos Ethernet de 40 Gb
ou Ethernet de 4x 10 Gb.

Por padrao, existem 32 portas no modo Ethernet de 40 Gb. Essas portas Ethernet de 40 Gb séo
numeradas seguindo uma convengao de nomenclatura de 2 elementos. Por exemplo, a segunda porta
Ethernet de 40 Gb é numerada como 1/2. O processo de alterar a configuragao de Ethernet de 40 Gb para
Ethernet de 10 Gb é chamado de breakout e o processo de alterar a configuragao de Ethernet de 10 Gb
para Ethernet de 40 Gb é chamado de breakin. Ao dividir uma porta Ethernet de 40 Gb em portas Ethernet
de 10 Gb, as portas resultantes sdo numeradas usando uma convengédo de nomenclatura de 3 elementos.
Por exemplo, as portas de conexao da segunda porta Ethernet de 40 Gb s&o numeradas como 1/2/1,
1/2/2, 11213 e 1/2/4.

* No lado esquerdo dos switches Nexus 3132Q-V, encontra-se um conjunto de quatro portas SFP+
multiplexadas para a primeira porta QSFP.

Por padrao, o arquivo de configuragao de referéncia (RCF) é estruturado para usar a primeira porta QSFP.

E possivel ativar quatro portas SFP+ em vez de uma porta QSFP nos switches Nexus 3132Q-V usando o
seguinte: hardware profile front portmode sfp-plus comando. Da mesma forma, vocé pode
redefinir os switches Nexus 3132Q-V para usar uma porta QSFP em vez de quatro portas SFP+ usando o
hardware profile front portmode gsfp comando.

@ Ao utilizar as quatro primeiras portas SFP+, a primeira porta QSFP de 40GbE sera
desativada.

* Vocé deve ter configurado algumas das portas nos switches Nexus 3132Q-V para funcionar em 10 GbE
ou 40 GbE.

Vocé pode configurar as seis primeiras portas para o modo 4x10 GbE usando o interface breakout
module 1 port 1-6 map 10g-4x comando. Da mesma forma, vocé pode reagrupar as seis primeiras
portas QSFP+ da configuragéo breakout usando o no interface breakout module 1 port 1-6
map 10g-4x comando.

* Vocé deve ter realizado o planejamento, a migracao e lido a documentacdo necessaria sobre a
conectividade de 10 GbE e 40 GbE dos nds para os switches de cluster Nexus 3132Q-V.

As versdes do ONTAP e do NX-OS suportadas neste procedimento estao listadas em"Switches Ethernet
da Cisco" .

As versdes do ONTAP e do FASTPATH compativeis com este procedimento estéo listadas em"Switches
NetApp CN1601 e CN1610" .
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Substitua os switches de cluster Cisco Nexus 3132Q-V

Siga este procedimento para substituir um switch Cisco Nexus 3132Q-V defeituoso em
uma rede cluster. O procedimento de substituicdo € um procedimento nao disruptivo
(NDO).

Requisitos de revisao

Requisitos do switch
Analise 0"Requisitos para substituicao de switches de cluster Cisco Nexus 3132Q-V" .

Antes de comecgar
» A configuragéo de cluster e rede existente apresenta:
o Ainfraestrutura do cluster Nexus 3132Q-V é redundante e totalmente funcional em ambos os
switches.

"Switch Ethernet Cisco"Possui as versdes mais recentes do RCF e do NX-OS para seus switches.

° Todas as portas do cluster estdo no up estado.
> A conectividade de gerenciamento existe em ambos os switches.
° Todas as interfaces logicas do cluster (LIFs) estdo no up estado e foram migrados.
» Para o switch de substituicdo Nexus 3132Q-V, certifique-se de que:
> A conectividade da rede de gerenciamento no switch de substituicdo esta funcionando corretamente.
> O acesso ao console para o interruptor de substituigao ja esta instalado.
o Alimagem desejada do sistema operacional RCF e NX-OS é carregada no switch.
> A personalizagdo inicial do interruptor esta concluida.

¢ "Hardware Universe"

Ativar registro no console

A NetApp recomenda enfaticamente que vocé habilite o registro de console nos dispositivos que estiver
usando e execute as seguintes agdes ao substituir seu switch:

* Mantenha o AutoSupport ativado durante a manutengéo.

» Acione um AutoSupport de manutengao antes e depois da manutengao para desativar a criagéo de
chamados durante o periodo de manutengado. Consulte este artigo da Base de Conhecimento."SU92:
Como suprimir a criacdo automatica de chamados durante janelas de manutengcao programadas" Para
obter mais detalhes.

« Ative o registro de sessoes para todas as sessoes da CLI. Para obter instrugbes sobre como ativar o
registro de sessao, consulte a se¢do "Registro de saida da sessao" neste artigo da Base de
Conhecimento."Como configurar o PuUTTY para obter conectividade ideal com sistemas ONTAP" .

Substitua o interruptor

Este procedimento substitui o segundo interruptor de cluster Nexus 3132Q-V CL2 pelo novo interruptor
3132Q-V C2.
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Sobre os exemplos
Os exemplos neste procedimento utilizam a seguinte nomenclatura de interruptor e né:

* n1_clus1 é a primeira interface Idgica de cluster (LIF) conectada ao switch de cluster C1 para o n6 n1.
* n1_clus2 é a primeira LIF de cluster conectada ao switch de cluster CL2 ou C2, para o n6 n1.

* n1_clus3 é a segunda LIF conectada ao switch de cluster C2, para o n6 n1.

* n1_clus4 é a segunda LIF conectada ao switch de cluster CL1, para o n6é n1.

* O numero de portas 10 GbE e 40 GbE esta definido nos arquivos de configuragdo de referéncia (RCFs)
disponiveis em"Download do arquivo de configuragédo de referéncia do switch de rede de cluster Cisco" .

* Os n6s sdo n1, n2, n3 e n4. - Os exemplos neste procedimento usam quatro nés: Dois nés usam quatro
portas de interconexao de cluster de 10 GB: e0a, e0b, e0Oc e e0d. Os outros dois nds utilizam duas portas
de interconexéo de cluster de 40 GB: e4a e e4e. Veja 0"Hardware Universe" para as portas de cluster
reais em suas plataformas.

Sobre esta tarefa

Este procedimento abrange o seguinte cenario:

* O cluster comecga com quatro nos conectados a dois switches de cluster Nexus 3132Q-V, CL1 e CL2.
O interruptor de cluster CL2 sera substituido por C2.

o Em cada no, as LIFs do cluster conectadas ao CL2 sdo migradas para as portas do cluster conectadas
ao CL1.

o Desconecte os cabos de todas as portas do CL2 e reconecte-os as mesmas portas no switch de
substituicao C2.

o Em cada no, os LIFs (Life-Input Factors) de cluster migrados sao revertidos.

Etapa 1: Prepare-se para a substituicao

1. Se o AutoSupport estiver ativado neste cluster, suprima a criagao automatica de casos invocando uma
mensagem do AutoSupport :

system node autosupport invoke -node * -type all - message MAINT=xh

x representa a duragéo da janela de manutengdo em horas.

A mensagem do AutoSupport notifica o suporte técnico sobre essa tarefa de manutengéo,
de forma que a criagdo automatica de chamados seja suprimida durante o periodo de
manutencao.

2. Exibir informacdes sobre os dispositivos na sua configuragao:

network device-discovery show
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Mostrar exemplo

cluster::> network device-discovery show
Local Discovered

Node Port Device Interface Platform
nl /cdp
ela CL1 Ethernetl/1/1 N3K-C31320-V
e0b CL2 Ethernetl/1/1 N3K-C3132Q-V
elc CL2 Ethernetl/1/2 N3K-C3132Q-V
e0d CL1 Ethernetl/1/2 N3K-C31320-V
n2 /cdp
ela CL1 Ethernetl/1/3 N3K-C3132Q-V
elb CL2 Ethernetl/1/3 N3K-C3132Q-V
elc CL2 Ethernetl/1/4 N3K-C3132Q-V
e0d CL1 Ethernetl/1/4 N3K-C3132Q-V
n3 /cdp
eda CL1 Ethernetl/7 N3K-C31320-V
ede CL2 Ethernetl/7 N3K-C3132Q-V
n4 /cdp
eda CL1 Ethernetl/8 N3K-C31320-V
ede CL2 Ethernetl/8 N3K-C3132Q-V

12 entries were displayed

a. Exibir os atributos da porta de rede:

network port show

3. Determine o status administrativo ou operacional de cada interface de cluster:



Mostrar exemplo

cluster::*> network port show -role cluster

(network port show)

Node: nl
Ignore
Health

Port
Status

Health
IPspace
Status

Broadcast Domain Link MTU

Speed (Mbps)

Admin/Oper

Node: n2

Ignore

Health

Port
Status

Cluster

Cluster

Cluster

Cluster

Health
IPspace
Status

Cluster

Cluster

Cluster

Cluster

Broadcast Domain

up

up

up

up

Link

9000

9000

9000

9000

MTU

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Node: n3

Ignore

Health

Cluster

Cluster

Cluster

Health

Cluster

Cluster

Cluster

Cluster

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)



Port IPspace Broadcast Domain Link MTU Admin/Oper

eda Cluster Cluster up 9000 auto/40000 -
ede Cluster Cluster up 9000 auto/40000 -
Node: n4
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 =

12 entries were displayed.

b. Exibir informacdes sobre as interfaces logicas:

network interface show
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Mostrar exemplo

cluster::*> network interface show -role cluster

Current
Vserver
Port

Logical
Is

Interface

(network interface show)

Status

Network

Admin/Oper Address/Mask

Cluster

ela

e0b

elc

e0d

ela

e0b

elc

e0d

ela

ele

ela

ele

nl clusl
true

nl clus2
true

nl clus3
true

nl clusé4
true

n2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clus4
true

n3 clusl
true

n3 clus2
true

n4 clusl
true

n4 clus2

true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

12 entries were displayed.

c. Exibir as informacdes sobre os switches de cluster descobertos:

system cluster-switch show

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n3

n4

n4



Mostrar exemplo

cluster::> system cluster-switch show

Switch Type Address
Model
CL1 cluster-network 10.10.1.101
NX3132V
Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)

Version Source: CDP
CL2 cluster-network 10.10.1.102
NX3132V

Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

4. Verifique se o RCF e a imagem apropriados estao instalados no novo switch Nexus 3132Q-V, conforme
necessario para suas necessidades, e faca quaisquer personalizacdes essenciais no local.

Vocé deve preparar o interruptor de substituicdo neste momento. Se precisar atualizar o RCF e a imagem,
siga estes passos:

No site de suporte da NetApp , consulte"Switches Ethernet da Cisco" .

a.
b. Anote o modelo do seu switch e as versdes de software necessarias na tabela dessa pagina.

(9]

. Faca o download da versao apropriada do RCF.

d. Clique em CONTINUAR na pagina Descricao, aceite o contrato de licenga e siga as instrugdes na
pagina Download para baixar o RCF.

e. Baixe a versao apropriada do software de imagem.

5. Migre as LIFs associadas as portas do cluster conectadas ao switch C2:

network interface migrate
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Mostrar exemplo

Este exemplo mostra que a migracao LIF foi realizada em todos os nos:

cluster::*> network interface migrate -vserver Cluster -1if nl clus2
-source-node nl -destination-node nl -destination-port eOa
cluster::*> network interface migrate -vserver Cluster -1if nl clus3
-source-node nl -destination-node nl -destination-port e0d
cluster::*> network interface migrate -vserver Cluster -1if n2 clus2
-source-node n2 -destination-node n2 -destination-port eOla
cluster::*> network interface migrate -vserver Cluster -1if n2 clus3
-source-node n2 -destination-node n2 -destination-port e0d
cluster::*> network interface migrate -vserver Cluster -1if n3 clus2
-source-node n3 -destination-node n3 -destination-port eda
cluster::*> network interface migrate -vserver Cluster -1if n4 clus2

-source-node n4 —-destination-node n4 -destination-port eda

6. Verificar a integridade do cluster:

network interface show
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Mostrar exemplo

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
ela false

nl clus3 up/up 10.10.0.3/24 nl
e0d false

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
ela false

n2 clus3 up/up 10.10.0.7/24 n2
e0d false

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
eda false

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
eda false

12 entries were displayed.

7. Desative as portas de interconexao do cluster que estao fisicamente conectadas ao switch CL2:

network port modify



8. Verifique a conectividade das interfaces do cluster remoto:

14

Mostrar exemplo

Este exemplo mostra as portas especificadas sendo desativadas em todos os nos:

cluster:
cluster:

cluster::
cluster::
cluster::
trF>

cluster:

QWD
3W>

*>
*>
WD

network
network
network
network
network

network

port
port
port
port
port
port

modify
modify
modify
modify
modify
modify

-node
-node
-node
-node
-node
-node

nl
nl
n2
n2
n3
né

-port
-port
-port
-port
-port
-port

eO0b -up-admin
elc -up-admin
eO0b -up-admin
e0c -up-admin
ede -up-admin

ede -up-admin

false
false
false
false
false
false



ONTAP 9.9.1 e posterior

Vocé pode usar 0o network interface check cluster-connectivity Comando para iniciar uma
verificagdo de acessibilidade para conectividade do cluster e, em seguida, exibir os detalhes:

network interface check cluster-connectivity start e "network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Aguarde alguns segundos antes de executar o comando show para exibir os detalhes.

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
n3
n4

Todas as versoes do ONTAP

Para todas as versdes do ONTAP , vocé também pode usar o cluster ping-cluster -node

<name> comando para verificar a conectividade:

cluster ping-cluster -node <name>

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster

::*> cluster ping-cluster -node nl

nl

addresses from network

nl clusl
nl clus2
nl clus3
nl clus4
n2 clusl
n2 clus2

nl
nl
nl
nl
n2
n2

ela 10.
eOb 10.
elc 10.
el0d 10.
ela 10.
eOb 10.

interface table...

10.
10.0
10.0
-0
0
0

10

10.
10.

0.1
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Cluster n2Z2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8
Cluster n3 clusl n4 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 efa 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11 10.10.0.12

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 32 path(s)
Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 32 path(s):

Local 10.10.0.1 to Remote 10.10.0.5
Local 10.10.0.1 to Remote 10.10.0.6
Local 10.10.0.1 to Remote 10.10.0.7
Local 10.10.0.1 to Remote 10.10.0.8
Local 10.10.0.1 to Remote 10.10.0.9
Local 10.10.0.1 to Remote 10.10.0.10
Local 10.10.0.1 to Remote 10.10.0.11
Local 10.10.0.1 to Remote 10.10.0.12
Local 10.10.0.2 to Remote 10.10.0.5
Local 10.10.0.2 to Remote 10.10.0.6
Local 10.10.0.2 to Remote 10.10.0.7
Local 10.10.0.2 to Remote 10.10.0.8
Local 10.10.0.2 to Remote 10.10.0.9
Local 10.10.0.2 to Remote 10.10.0.10
Local 10.10.0.2 to Remote 10.10.0.11
Local 10.10.0.2 to Remote 10.10.0.12
Local 10.10.0.3 to Remote 10.10.0.5
Local 10.10.0.3 to Remote 10.10.0.6
Local 10.10.0.3 to Remote 10.10.0.7
Local 10.10.0.3 to Remote 10.10.0.8
Local 10.10.0.3 to Remote 10.10.0.9
Local 10.10.0.3 to Remote 10.10.0.10
Local 10.10.0.3 to Remote 10.10.0.11
Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8
Local 10.10.0.4 to Remote 10.10.0.9



Local 10.10.0.4 to Remote 10.10.0.10
Local 10.10.0.4 to Remote 10.10.0.11
Local 10.10.0.4 to Remote 10.10.0.12

Larger than PMTU communication succeeds on 32 path(s)
RPC status:

8 paths up, 0 paths down (tcp check)

8 paths up, 0 paths down (udp check)

1. [[passo 9]]Desligue as portas 1/31 e 1/32 em CL1 e o switch Nexus 3132Q-V ativo:
shutdown

Mostrar exemplo

Este exemplo mostra as portas ISL 1/31 e 1/32 sendo desativadas no switch CL1:

(CL1)# configure

(CL1) (Config) # interface el/31-32
(CL1) (config-if-range) # shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit

(CL1) #

Etapa 2: Configurar portas

1. Remova todos os cabos conectados ao switch Nexus 3132Q-V CL2 e reconecte-os ao switch de
substituicdo C2 em todos os nos.

2. Remova os cabos ISL das portas €1/31 e €1/32 do CL2 e reconecte-os as mesmas portas no switch de
substituicdo C2.

3. Ative as portas ISL 1/31 e 1/32 no switch Nexus 3132Q-V CL1:

(CL1)# configure

(CL1) (Config) # interface el/31-32
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

4. Verifique se os ISLs estéo ativos no CL1:

show port-channel
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As portas Eth1/31 e Eth1/32 devem indicar (P) , o que significa que as portas ISL est&o ativas no canal
de portas.

Mostrar exemplo

CL1# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
S — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met

Group Port- Type Protocol Member
Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

5. Verifique se os ISLs estao ativos no C2:
show port-channel summary

As portas Eth1/31 e Eth1/32 devem indicar (P) , o que significa que ambas as portas ISL estéo ativas no
canal de porta.

Mostrar exemplo

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)
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6. Em todos os nos, ative todas as portas de interconexao do cluster conectadas ao switch Nexus 3132Q-V

C2:

network port modify

Mostrar exemplo

cluster::
x>
F>
3 WD
F>
DF>

cluster:
cluster:
cluster:
cluster:
cluster:

*>

network
network
network
network
network

network

port modify -node

port modify -node

port modify -node

port modify -node

port modify -node

port modify -node

nl -port
nl -port
n2 -port
n2 -port
n3 -port
nd4 -port

e0b -up-admin true

elc -up-admin true

eO0b -up-admin true

e0c -up-admin true

ede -up-admin true

ede -up-admin true

7. Para todos os nés, reverta todas as LIFs de interconexao de cluster migradas:

network interface revert

Mostrar exemplo

cluster:
cluster:
cluster:
cluster:
cluster:

cluster::

x>
3>
DF>
x>
3>

*>

network
network
network
network
network

network

interface
interface
interface
interface
interface

interface

revert
revert
revert
revert
revert

revert

—-vserver

—vserver

—vserver

—-vserver

—vserver

—vserver

Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if

nl clus2
nl clus3
n2 clus?2
n2 clus3
n3 clus?2
n4 clus?2

8. Verifique se as portas de interconexao do cluster foram revertidas para seus valores originais:

network interface show
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Mostrar exemplo

Este exemplo mostra que todas as LIFs foram revertidas com sucesso porque as portas listadas em
Current Port a colunatem o status de true no Is Home coluna. Se 0 Is Home 0 valor da
coluna é false, o LIF nao foi revertido.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus2 up/up 10.10.0.12/24 n4
ede true

12 entries were displayed.

9. Verifique se as portas do cluster estao conectadas:

network port show
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Mostrar exemplo

cluster::*> network port show -role cluster
(network port show)

Node: nl
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n3
Ignore

Speed (Mbps) Health
Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status



Status

eda Cluster
ede Cluster
Node: ni4

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster

Cluster up 9000 auto/40000 -

Cluster up 9000 auto/40000 -

Speed (Mbps) Health

Broadcast Domain Link MTU Admin/Oper Status

Cluster up 9000 auto/40000 -

Cluster up 9000 auto/40000 -

12 entries were displayed.

10. Verifique a conectividade das interfaces do cluster remoto:
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ONTAP 9.9.1 e posterior

Vocé pode usar 0o network interface check cluster-connectivity Comando para iniciar uma
verificagdo de acessibilidade para conectividade do cluster e, em seguida, exibir os detalhes:

network interface check cluster-connectivity start e "network interface check

cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Aguarde alguns segundos antes de executar o comando show para exibir os detalhes.

clusterl::*> network interface check cluster-connectivity show

Source Destination Packet

Node Date LIF LIF Loss
nl

3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none

3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2

3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none

3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none
n3
n4

Todas as versoes do ONTAP

Para todas as versdes do ONTAP , vocé também pode usar o cluster ping-cluster -node

<name> comando para verificar a conectividade:

cluster ping-cluster -node <name>

cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Cluster
Cluster

::*> cluster ping-cluster -node nl

nl

addresses from network

nl clusl
nl clus2
n2 clusl
n2 clus2
n2 clus3
n2 clusé4

nl
nl

ela 10.
eOb 10.
ela 10.
eOb 10.
elOc 10.
eO0d 10.

interface table...

10.
10.0
10.0
-0
0
0

10

10.
10.

0.1

O J o U1 N
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Cluster n3 clusl n3 ela 10.10.0.9
Cluster n3 clus2 n3 ele 10.10.0.10
Cluster n4 clusl n4 ela 10.10.0.11
Cluster n4 clus2 n4 ele 10.10.0.12

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4

Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8 10.10.0.9 10.10.0.10
10.10.0.11 10.10.0.12

Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 32 path(s)
Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 32 path(s):

Local 10.10.0.1 to Remote 10.10.0.5
Local 10.10.0.1 to Remote 10.10.0.6
Local 10.10.0.1 to Remote 10.10.0.7
Local 10.10.0.1 to Remote 10.10.0.8
Local 10.10.0.1 to Remote 10.10.0.9
Local 10.10.0.1 to Remote 10.10.0.10
Local 10.10.0.1 to Remote 10.10.0.11
Local 10.10.0.1 to Remote 10.10.0.12
Local 10.10.0.2 to Remote 10.10.0.5
Local 10.10.0.2 to Remote 10.10.0.6
Local 10.10.0.2 to Remote 10.10.0.7
Local 10.10.0.2 to Remote 10.10.0.8
Local 10.10.0.2 to Remote 10.10.0.9
Local 10.10.0.2 to Remote 10.10.0.10
Local 10.10.0.2 to Remote 10.10.0.11
Local 10.10.0.2 to Remote 10.10.0.12
Local 10.10.0.3 to Remote 10.10.0.5
Local 10.10.0.3 to Remote 10.10.0.6
Local 10.10.0.3 to Remote 10.10.0.7
Local 10.10.0.3 to Remote 10.10.0.8
Local 10.10.0.3 to Remote 10.10.0.9
Local 10.10.0.3 to Remote 10.10.0.10
Local 10.10.0.3 to Remote 10.10.0.11
Local 10.10.0.3 to Remote 10.10.0.12
Local 10.10.0.4 to Remote 10.10.0.5
Local 10.10.0.4 to Remote 10.10.0.6
Local 10.10.0.4 to Remote 10.10.0.7
Local 10.10.0.4 to Remote 10.10.0.8
Local 10.10.0.4 to Remote 10.10.0.9
Local 10.10.0.4 to Remote 10.10.0.10
Local 10.10.0.4 to Remote 10.10.0.11



Local 10.10.0.4 to Remote 10.10.0.12

Larger than PMTU communication succeeds on 32 path(s)
RPC status:

8 paths up, 0 paths down (tcp check)

8 paths up, 0 paths down (udp check)

Etapa 3: Verifique a configuragao

1. Exiba as informagdes sobre os dispositivos em sua configuragao:

network device-discovery show
network port show -role cluster
° network interface show -role cluster

system cluster-switch show
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Mostrar exemplo

cluster::> network device-discovery show

n2

n3

n4

Local
Port

eld
/cdp
ela
eOb
elc
e0d
/cdp
eda
ede
/cdp
eda
ede

Discovered

Device

Cl
C2
C2
Cl

Cl
C2
C2
Cl

Cl
C2

Cl
Cc2

12 entries were displayed.

Interface

Ethernetl/1/1
Ethernetl/1/1
Ethernetl/1/2
Ethernetl/1/2

Ethernetl/1/3
Ethernetl/1/3
Ethernetl/1/4
Ethernetl/1/4

Ethernetl/7
Ethernetl/7

Ethernetl/8
Ethernetl/8

cluster::*> network port show —-role cluster

(network port show)

Node: nl

Ignore

Health

Broadcast Domain Link MTU

Platform

N3K-C31320-V
N3K-C31320-V
N3K-C31320-V
N3K-C31320-V

N3K-C31320-V
N3K-C31320-V
N3K-C31320-V
N3K-C31320-V

N3K-C3132Q-V
N3K-C31320-V

N3K-C3132Q-V
N3K-C31320-V

Speed (Mbps) Health

Admin/Oper

Status

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -

up 9000 auto/10000 -



Node: n2

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Cluster

Cluster

Cluster

Cluster

up

up

up

up

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

Cluster

Cluster

up

up

9000

9000

auto/40000

auto/40000

Speed (Mbps)

Admin/Oper

Ignore

Health

Port IPspace
Status

ela Cluster
eOb Cluster
elc Cluster
e0d Cluster
Node: n3

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster
Node: ni4

Ignore

Health

Port IPspace
Status

eda Cluster
ede Cluster

up

up

9000

9000

auto/40000

auto/40000

Health

Status

Health

Status

Health

Status
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12 entries were displayed.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

n3 clusl up/up 10.10.0.9/24 n3
eda true

n3 clus2 up/up 10.10.0.10/24 n3
ede true

n4 clusl up/up 10.10.0.11/24 n4
eda true

n4 clus?2 up/up 10.10.0.12/24 n4
ede true

12 entries were displayed.



cluster::*> system cluster-switch show

Switch Type Address
Model
CL1 cluster-network 10.10.1.101
NX3132V
Serial Number: FOX000001
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP
CL2 cluster-network 10.10.1.102
NX3132V
Serial Number: FOX000002
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP
C2 cluster-network 10.10.1.103
NX3132V
Serial Number: FOX000003
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S) Software,
Version
7.0(3)I4(1)
Version Source: CDP

3 entries were displayed.

2. Remova o switch Nexus 3132Q-V substituido, caso ele ainda n&o tenha sido removido automaticamente:

system cluster-switch delete

cluster::*> system cluster-switch delete -device CL2
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3. Verifique se os switches de cluster apropriados estdo sendo monitorados:
system cluster-switch show

Mostrar exemplo

cluster::> system cluster-switch show

Switch Type Address
Model
CL1 cluster-network 10.10.1.101
NX3132V
Serial Number: FOX000001
Is Monitored: true

Reason:
Software Version:

Version

Version Source:

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

C2 cluster-network 10.10.1.103
NX3132V
Serial Number: FOX000002
Is Monitored: true

Reason:

Software Version: Cisco Nexus Operating System (NX-0S) Software,

Version
7.0(3)I4(1)
Version Source: CDP

2 entries were displayed.

4. Se voceé desativou a criagdo automatica de casos, reative-a enviando uma mensagem do AutoSupport :

system node autosupport invoke -node * -type all -message MAINT=END

O que vem a seguir?
Depois de substituir o interruptor, vocé pode"configurar monitoramento de integridade do switch" .

Substituir switches de cluster Cisco Nexus 3132Q-V por
conexoes sem switch

No ONTAP 9.3 e versdes posteriores, é possivel migrar de um cluster com uma rede de
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cluster comutada para um cluster onde dois nés estdo conectados diretamente.

A NetApp recomenda que vocé atualize a versao do seu ONTAP antes de prosseguir com a
operacao de cluster comutado para cluster sem switch para switches Cisco Nexus 3132Q-V.

@ Veja o seguinte para mais detalhes:
» "SU540: Erros na placa de rede Chelsio T6 causam desligamento do sistema ao atualizar

switches de rede de 40G para 100G"

» "Panico no né apds migracdo de cluster com switch para cluster sem switch"

E possivel migrar de um cluster com uma rede de cluster comutada para uma em que dois nés estéo
conectados diretamente no ONTAP 9.3 e versdes posteriores.

Requisitos de revisao

Diretrizes
Analise as seguintes diretrizes:

* A migracéo para uma configuracao de cluster sem switches com dois nds é uma operagao nao disruptiva.
A maioria dos sistemas possui duas portas de interconexao de cluster dedicadas em cada nd, mas vocé
também pode usar este procedimento para sistemas com um numero maior de portas de interconexao de
cluster dedicadas em cada né, como quatro, seis ou oito.

* Nao é possivel usar o recurso de interconexao de cluster sem switch com mais de dois nés.

* Se vocé ja possui um cluster de dois nds que utiliza switches de interconexao de cluster e esta
executando o ONTAP 9.3 ou posterior, pode substituir os switches por conexdes diretas, ponto a ponto,
entre os nos.

Antes de comecgar
Certifique-se de ter o seguinte:

* Um cluster saudavel consiste em dois nés conectados por switches de cluster. Os ndés devem estar
executando a mesma versdo do ONTAP .

» Cada n6 possui o niumero necessario de portas de cluster dedicadas, que fornecem conexdes de
interconexao de cluster redundantes para suportar a configuragao do seu sistema. Por exemplo, existem
duas portas redundantes para um sistema com duas portas de interconexao de cluster dedicadas em cada
no.

Migre os switches

Sobre esta tarefa

O procedimento a seguir remove os switches de cluster em um cluster de dois nés e substitui cada conexao
com o switch por uma conexao direta com o né parceiro.

31


https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU540
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU540
https://kb.netapp.com/on-prem/ontap/OHW/OHW-KBs/Node_panic_after_migration_from_switched_to_switchless_cluster

Nodel ClusterSwitch1 Node?

L,—\I ClusterSwitch2

MNode Mode2

Sobre os exemplos

Os exemplos no procedimento a seguir mostram nos que estdo usando "e0a" e "eOb" como portas de cluster.
Seus nés podem estar usando portas de cluster diferentes, pois elas variam de acordo com o sistema.

Etapa 1: Prepare-se para a migragao

1. Altere o nivel de privilégio para avangado, inserindo y Quando solicitado a continuar:
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set -privilege advanced

O prompt avancado *> aparece.

. O ONTAP 9.3 e versdes posteriores suportam a deteccdo automatica de clusters sem switch, recurso que

esta habilitado por padrao.

Vocé pode verificar se a detecgao de clusters sem switch esta habilitada executando o comando de
privilégios avancgados:

network options detect-switchless-cluster show

Mostrar exemplo

O exemplo de saida a seguir mostra se a opgao esta habilitada.

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

Se "Ativar deteccao de cluster sem switch" estiver ativado false Entre em contato com o suporte da
NetApp .

. Se o AutoSupport estiver ativado neste cluster, suprima a criagdo automatica de casos invocando uma
mensagem do AutoSupport :



system node autosupport invoke -node * -type all -message
MAINT=<number of hours>h

onde h é a duracédo da janela de manutengdo em horas. A mensagem notifica o suporte técnico sobre
essa tarefa de manutengao para que eles possam impedir a criagdo automatica de chamados durante o
periodo de manutencao.

No exemplo a seguir, 0 comando suprime a criagdo automatica de casos por duas horas:

Mostrar exemplo

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

Etapa 2: Configurar portas e cabos

1. Organize as portas de cluster em cada switch em grupos, de forma que as portas de cluster do grupo 1

sejam conectadas ao switch de cluster 1 e as portas de cluster do grupo 2 sejam conectadas ao switch de

cluster 2. Esses grupos serao necessarios mais tarde no procedimento.

2. Identifique as portas do cluster e verifique o status e a integridade dos links:
network port show -ipspace Cluster
No exemplo a seguir, para nés com portas de cluster "e0a" e "e0b", um grupo é identificado como

"node1:e0a" e "node2:e0a" e o outro grupo como "node1:e0b" e "node2:e0b". Seus nds podem estar
usando portas de cluster diferentes, pois elas variam de sistema para sistema.

Nodel ClustErSwilcm Node2

ClusterSwitch2

>

Verifique se as portas tém um valor de up para a coluna “Link” e um valor de healthy para a coluna
“Estado de Saude”.
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Mostrar exemplo

cluster::> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port
Status

IPspace

Node: node2

Ignore
Health

Port
Status

IPspace

Cluster

Broadcast Domain Link

MTU

Speed (Mbps)

Admin/Oper

Health

Status

Cluster up

Cluster up

Broadcast Domain Link

9000

9000

MTU

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

healthy

healthy

Health

Status

Cluster up

Cluster up

4 entries were displayed.

9000

9000

auto/10000

auto/10000

3. Confirme se todas as LIFs do cluster estdo em suas portas de origem.
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Verifique se a coluna “is-home” esta true para cada um dos LIFs do cluster:

network interface show -vserver Cluster -fields is-home

healthy

healthy



Mostrar exemplo

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)

vserver 1if is-home

Cluster nodel clusl true
Cluster nodel clus2 true
Cluster node2 clusl true
Cluster node2 clus2 true
4 entries were displayed.

Se houver LIFs de cluster que ndo estejam em suas portas de origem, reverta essas LIFs para suas portas
de origem:

network interface revert -vserver Cluster -1if *

. Desativar a reversado automatica para as LIFs do cluster:

network interface modify -vserver Cluster -1if * -auto-revert false

. Verifique se todas as portas listadas na etapa anterior estdo conectadas a um switch de rede:
network device-discovery show -port cluster port

A coluna “Dispositivo Descoberto” deve conter o nome do switch do cluster ao qual a porta esta
conectada.

Mostrar exemplo

O exemplo a seguir mostra que as portas de cluster "e0a" e "e0b" estao corretamente conectadas
aos switches de cluster "cs1" e "cs2".

cluster::> network device-discovery show -port ela|e0b
(network device-discovery show)

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/cdp
ela csl 0/11 BES-53248
eOb cs2 0/12 BES-53248
node?2/cdp
ela csl 0/9 BES-53248
e0b cs?2 0/9 BES-53248

4 entries were displayed.
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6. Verifique a conectividade das interfaces do cluster remoto:
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ONTAP 9.9.1 e posterior

Vocé pode usar 0o network interface check cluster-connectivity Comando para iniciar uma
verificagdo de acessibilidade para conectividade do cluster e, em seguida, exibir os detalhes:

network interface check cluster-connectivity start e "network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Aguarde alguns segundos antes de executar o show comando para exibir os detalhes.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus?2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus?2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Todas as versoes do ONTAP

Para todas as versdes do ONTAP , vocé também pode usar o cluster ping-cluster -node
<name> comando para verificar a conectividade:

cluster ping-cluster -node <name>
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cluster
Host is
Getting
Cluster
Cluster
Cluster
Cluster
Local =
Remote

Cluster
Ping st

Basic c
Basic c

Detecte
Local 1
Local 1
Local 1
Local 1
Larger

RPC sta
2 paths
2 paths

1::*> cluster ping-cluster -node local
node?2
addresses from network interface table...

nodel clusl 169.254.209.69 nodel e0a
nodel clusZ 169.254.49.125 nodel eOb
node2 clusl 169.254.47.194 node2 eQa
node2 clus2 169.254.19.183 node2 e0b
169.254.47.194 169.254.19.183

= 169.254.209.69 169.254.49.125
Vserver Id = 4294967293

atus:

onnectivity succeeds on 4 path(s)
onnectivity fails on 0 path(s)

d 9000 byte MTU on 4 path(s):

69.254.47.194 to Remote 169.254.209.69
69.254.47.194 to Remote 169.254.49.125
69.254.19.183 to Remote 169.254.209.69
69.254.19.183 to Remote 169.254.49.125

than PMTU communication succeeds on 4 path(s)
tus:

up, O paths down (tcp check)

up, 0 paths down (udp check)

1. [[passo 7]] Verifique se o cluster esta integro:

cluster ring show

Todas as unidades devem ser mestras ou secundarias.

2. Configure a configuragdo sem switch para as portas do grupo 1.
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Para evitar possiveis problemas de rede, vocé deve desconectar as portas do grupo 1 e
reconecta-las consecutivamente o mais rapido possivel, por exemplo, em menos de 20
segundos.

a. Desconecte todos os cabos das portas do grupo 1 simultaneamente.

No exe
continu

mplo a seguir, os cabos sdo desconectados da porta "e0a" em cada no, e o trafego do cluster

a através do switch e da porta "eOb" em cada né:



Nodel Node2

ClusterSwitch1
ela eda
&b ClusterSwitch2 &0

b. Conecte os cabos das portas do grupo 1 em sequéncia.

No exemplo a seguir, "e0a" no n6 1 esta conectado a "e0a" no né 2:

Nodel Node2

alla ala

@0b ClusterSwitch2 a0

>

3. Aopcéao de rede de cluster sem switch faz a transigéo de false para true . Isso pode levar até 45
segundos. Confirme se a opg¢ao sem interruptor esta definida como true :

network options switchless-cluster show

O exemplo a seguir mostra que o cluster sem switch esta habilitado:

cluster::*> network options switchless-cluster show
Enable Switchless Cluster: true

4. Verifique a conectividade das interfaces do cluster remoto:
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ONTAP 9.9.1 e posterior

Vocé pode usar 0o network interface check cluster-connectivity Comando para iniciar uma
verificagdo de acessibilidade para conectividade do cluster e, em seguida, exibir os detalhes:

network interface check cluster-connectivity start e "network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Aguarde alguns segundos antes de executar o show comando para exibir os detalhes.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus?2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus?2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Todas as versoes do ONTAP

Para todas as versdes do ONTAP , vocé também pode usar o cluster ping-cluster -node
<name> comando para verificar a conectividade:

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host
Getti

Cluster
Cluster
Cluster
Cluster

Local

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping

1s node?2

ng addresses from network interface table...

nodel clusl 169.254.209.69
nodel clus2 169.254.49.125
node2 clusl 169.254.47.194
node2 clus2 169.254.19.183

= 169.254.47.194 169.254.19.183

status:

nodel e0a
nodel e0b
node2 e0la
node2 e0b

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detec
Local
Local
Local

Local

ted 9000

169.254.
169.254.
169.254.
169.254.

byte MTU on 4 path(s):

47
47

Larger than PMTU

RPC s
2 pat
2 pat

®

tatus:

hs up, 0 paths down
hs up, 0 paths down

.194 to Remote
.194 to Remote
19.
19.

183 to Remote
183 to Remote

communication

169.254.
169.254.
169.254.
169.254.

209.69
49.125
209.69
49.125

succeeds on 4 path(s)

(tcp check)
(udp check)

Antes de prosseguir para a préxima etapa, vocé deve aguardar pelo menos dois minutos para
confirmar uma conexao back-to-back funcional no grupo 1.

1. Configure a configuragdo sem switch para as portas no grupo 2.

Para evitar possiveis problemas de rede, vocé deve desconectar as portas do grupo 2 e
reconecta-las consecutivamente o mais rapido possivel, por exemplo, em menos de 20
segundos.

a. Desconecte todos os cabos das portas do grupo 2 simultaneamente.

No exemplo a seguir, os cabos sdo desconectados da porta "eOb" em cada nd, e o trafego do cluster
continua através da conexao direta entre as portas "e0a":
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Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. Conecte os cabos das portas do grupo 2 em sequéncia.

No exemplo a seguir, "e0a" no n6 1 esta conectado a "e0a" no n6 2 e "e0b" no n6 1 esta conectado a
"e0b" no no6 2:

MNodel Node2

ela ela

elb alb

Etapa 3: Verifique a configuragao

1. Verifique se as portas em ambos os nos estdo corretamente conectadas:

network device-discovery show -port cluster port
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Mostrar exemplo

O exemplo a seguir mostra que as portas do cluster "e0a" e "e0b" estdo corretamente conectadas a
porta correspondente no parceiro do cluster:

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

2. Reative a reversdo automatica para as LIFs do cluster:
network interface modify -vserver Cluster -1if * -auto-revert true
3. Verifique se todos os LIFs estdo em casa. Isso pode levar alguns segundos.

network interface show -vserver Cluster -1if 1if name



4.

Mostrar exemplo

Os valores de LIF foram revertidos se a coluna “Is Home” estiver marcada. true , conforme
mostrado para nodel clus2 e node2 clus2 No exemplo a seguir:

cluster::> network interface show -vserver Cluster -fields curr-

port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 e0b true
Cluster nodeZ clusl ela true
Cluster node2Z clus2 eOb true

4 entries were displayed.

Se algum LIFS do cluster nao tiver retornado as suas portas originais, reverta-os manualmente a partir do
no local:

network interface revert -vserver Cluster -1if 1if name
Verifique o status do cluster dos nés no console do sistema de qualquer um dos nés:
cluster show

Mostrar exemplo

O exemplo a seguir mostra o valor de epsilon em ambos os nos. false:

Node Health Eligibility Epsilon
nodel true true false
node2 true true false

2 entries were displayed.

5. Verifique a conectividade das interfaces do cluster remoto:
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ONTAP 9.9.1 e posterior

Vocé pode usar 0o network interface check cluster-connectivity Comando para iniciar uma
verificagdo de acessibilidade para conectividade do cluster e, em seguida, exibir os detalhes:

network interface check cluster-connectivity start e "network interface check
cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

NOTA: Aguarde alguns segundos antes de executar o show comando para exibir os detalhes.

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus?2 node2 clus?2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus?2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

Todas as versoes do ONTAP

Para todas as versdes do ONTAP , vocé também pode usar o cluster ping-cluster -node
<name> comando para verificar a conectividade:

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. [[passo 6]] Se vocé desativou a criagdo automatica de casos, reative-a invocando uma mensagem do
AutoSupport :

system node autosupport invoke -node * -type all -message MAINT=END

Para mais informagoes, consulte "Artigo 1010449 da Base de Conhecimento da NetApp : Como suprimir a
criacdo automatica de casos durante janelas de manutencao programadas".

2. Altere o nivel de privilégio de volta para administrador:

set -privilege admin
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