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Manutencao
Mantenha o hardware FAS8300 e FAS8700

Para os sistemas de armazenamento FAS8300 e FAS8700, pode executar
procedimentos de manutengédo nos seguintes componentes.

Suporte de arranque

A Midia de inicializagdo armazena um conjunto primario e secundario de arquivos de imagem de inicializagao
qgue o sistema usa quando ele ¢ inicializado.

Moédulo de armazenamento em cache

Vocé deve substituir o moédulo de cache do controlador quando o sistema Registrar uma Unica mensagem
AutoSupport (ASUP) informando que o médulo ficou offline.

Chassis

O chassi é o gabinete fisico que abriga todos os componentes do controlador, como a unidade
controladora/CPU, fonte de alimentacéo e e/S.

Controlador

Um controlador consiste em uma placa, firmware e software. Controla as unidades e implementa as fungdes
do ONTAP.

DIMM

Vocé deve substituir um DIMM (modulo de memoaria dual in-line) quando houver uma incompatibilidade de
memoria ou se tiver um DIMM com falha.

Ventoinha

A ventoinha arrefece o controlador.

Bateria NVDIMM

Uma bateria NVDIMM é responsavel por manter a energia do médulo NVDIMM.

NVDIMM

The NVDIMM (non-volatile dual in-line memory module) manages the data
transfer from the volatile memory to the non-volatile storage, and
maintains data integrity in the event of a power loss or system shutdown.



Placa PCle ou Mezzanine

Uma placa PCle (Peripheral Component Interconnect Express) € uma placa de expansao que se coneta ao
slot PCle da placa-mae.

Uma placa Mezzanine é uma placa de expanséao projetada para ser inserida em um slot especializado na
placa-mae.

Fonte de alimentagao

Uma fonte de alimentacao fornece uma fonte de alimentagcdo redundante em um compartimento de
controladora.

Bateria de relégio em tempo real

Uma bateria de reldgio em tempo real preserva as informagdes de data e hora do sistema se a energia estiver
desligada.

Suporte de arranque

Descrigao geral da substituicao do suporte de arranque - AFF FAS8300 e FAS8700

A Midia de inicializacdo armazena um conjunto primario e secundario de arquivos do
sistema (imagem de inicializacdo) que o sistema usa quando ele € inicializado.
Dependendo da configuragao da rede, vocé pode realizar uma substituicdo sem
interrupgdes ou disruptiva.

Tem de ter uma unidade flash USB, formatada para FAT32, com a quantidade de armazenamento adequada
para guardar o image xxx.tgz ficheiro.

Vocé também deve copiar 0 image xxx.tgz arquivo para a unidade flash USB para uso posterior neste
procedimento.

* Os métodos sem interrupgdes e disruptivos para substituir uma Midia de inicializagdo exigem que vocé
restaure o var sistema de arquivos:

° Para substituicdo sem interrup¢des, o par de HA deve estar conetado a uma rede para restaurar o var
sistema de arquivos.

° Para a substituicao disruptiva, ndo € necessario uma ligacao de rede para restaurar o var sistema de
ficheiros, mas o processo requer duas reinicializagoes.

* Vocé deve substituir o componente com falha por um componente FRU de substituicdo que vocé recebeu
de seu provedor.

« E importante que vocé aplique os comandos nessas etapas no né correto:
> O no prejudicado € o n6 no qual vocé esta realizando a manutencgao.

> O no Healthy é o parceiro de HA do no6 prejudicado.

Verifique o suporte e o status da chave de criptografia - AFF FAS8300 e FAS8700

Para garantir a seguranga dos dados no sistema de armazenamento, € necessario



verificar o suporte e o status da chave de criptografia na Midia de inicializagdo. Verifique
se sua versdo do ONTAP suporta criptografia de volume NetApp (NVE) e, antes de
desligar a controladora, verifique se o gerenciador de chaves esta ativo.

Passo 1: Verifique se a sua versdo do ONTAP suporta encriptacao de volume NetApp

Verifique se sua versao do ONTAP suporta criptografia de volume NetApp (NVE). Esta informagéao € crucial
para transferir a imagem ONTAP correta.

Passos
1. Determine se sua versdo do ONTAP suporta criptografia executando o seguinte comando:

version -v

Se a saida incluir 10no-DARE, o NVE nao é suportado na versao do cluster.

2. Dependendo se o NVE é compativel com o seu sistema, execute uma das seguintes agbes:
o Se for suportado NVE, transfira a imagem ONTAP com encriptagao de volume NetApp.

> Se a NVE néo for suportada, transfira a imagem ONTAP sem encriptagcdo de volume NetApp.

Passo 2: Determine se é seguro desligar o controlador

Para desligar um controlador com seguranga, primeiro identifique se o External Key Manager (EKM) ou o
Onboard Key Manager (OKM) esta ativo. Em seguida, verifique o gerenciador de chaves em uso, exiba as
informacdes de chave apropriadas e tome medidas com base no status das chaves de autenticacao.

Passos
1. Determine qual gerenciador de chaves esta habilitado em seu sistema:

Versao de ONTAP Execute este comando

ONTAP 9.14,1 ou posterior security key-manager keystore show

* Se EKM estiver ativado, EKM é listado na saida do comando.
* Se OKM estiver ativado, OKM o sera listado na saida do comando.

* Se nenhum gerenciador de chaves estiver habilitado, No key
manager keystores configured o sera listado na saida do
comando.

ONTAP 9.13,1 ou anterior security key-manager show-key-store
* Se EKM estiver ativado, external é listado na saida do
comando.

* Se OKM estiver ativado, onboard o sera listado na saida do
comando.

* Se nenhum gerenciador de chaves estiver habilitado, No key
managers configured o sera listado na saida do comando.



2. Dependendo se um gerenciador de chaves esta configurado no sistema, selecione uma das opgdes a
seguir.

Nenhum gerenciador de chaves configurado
Pode desligar o controlador com seguranga. Va para "desligue o controlador desativado".

Gestor de chaves externo ou integrado configurado

a. Digite o seguinte comando de consulta para exibir o status das chaves de autenticagéo no
gerenciador de chaves.

security key-manager key query
b. Verifique a saida para o valor na Restored coluna do seu gerenciador de chaves.

Esta coluna indica se as chaves de autenticagdo do seu gerenciador de chaves (EKM ou OKM)
foram restauradas com éxito.

3. Dependendo se o sistema estiver usando o Gerenciador de chaves Externo ou o Gerenciador de chaves
integrado, selecione uma das opgdes a seguir.



Gerenciador de chaves externo

Dependendo do valor de saida exibido na Restored coluna, siga as etapas apropriadas.

Valor de saida Restored na  Siga estes passos...

coluna

true Pode desligar o controlador com seguranga. Va para "desligue o
controlador desativado".

Qualquer outra coisa que néo a. Restaure as chaves de autenticagdo de gerenciamento de

true chaves externas para todos os nés no cluster usando o

seguinte comando:
security key-manager external restore
Se o comando falhar, contactar "Suporte a NetApp".

b. Verifique se a Restored coluna é exibida true para todas as
chaves de autenticacao inserindo 0 security key-
manager key query comando.

Se todas as chaves de autenticacao forem true, pode
desligar o controlador com seguranca. Va para "desligue o
controlador desativado”.

Gerenciador de chaves integrado

Dependendo do valor de saida exibido na Restored coluna, siga as etapas apropriadas.

Valor de saida Restored na  Siga estes passos...
coluna

true Faca backup manual das informagdes OKM.
a. Va para o modo avangado entrando set -priv advanced
e, em seguida, entre Y quando solicitado.
b. Digite o seguinte comando para exibir as informacgbes de
gerenciamento de chaves:

security key-manager onboard show-backup

c. Copie o conteudo das informagdes de backup para um
arquivo separado ou seu arquivo de log.

Vocé vai precisar dele em cenarios de desastre onde vocé
pode precisar recuperar manualmente OKM.

d. Pode desligar o controlador com seguranga. Va para "desligue
o controlador desativado".


http://mysupport.netapp.com/

Valor de saida Restored na  Siga estes passos...
coluna

Qualquer outra coisa que nédo a. Digite o comando Onboard security key-manager sync:
true
security key-manager onboard sync

b. Digite a senha alfanumérica de gerenciamento de chaves
integradas de 32 carateres quando solicitado.

Se a frase-passe nao puder ser fornecida, "Suporte a NetApp"
contacte .

C. Verifique se a Restored coluna exibe true todas as chaves
de autenticacao:

security key-manager key query

d. Verifique se 0 Key Manager tipo é exibido onboard e, em
seguida, faga backup manual das informagdes OKM.

e. Digite o comando para exibir as informagdes de backup de
gerenciamento de chaves:

security key-manager onboard show-backup

f. Copie o conteudo das informacdes de backup para um
arquivo separado ou seu arquivo de log.

Vocé vai precisar dele em cenarios de desastre onde vocé
pode precisar recuperar manualmente OKM.

g. Pode desligar o controlador com seguranga. Va para "desligue
o controlador desativado".

Desligue o controlador desativado - AFF FAS8300 e FAS8700

Opcao 1: A maioria dos sistemas

Depois de concluir as tarefas NVE ou NSE, vocé precisa concluir o desligamento do controlador desativado.

Passos
1. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado Entao...

apresentar...

O prompt Loader Va para Remover moédulo do controlador.
Waiting for giveback.. Pressione Ctrl-C e responda y quando solicitado.


http://mysupport.netapp.com/

Se o controlador afetado Entao...
apresentar...

Prompt do sistema ou prompt de  Assuma ou interrompa o controlador prejudicado do controlador
senha (digite a senha do sistema) saudavel: storage failover takeover -ofnode
impaired node name

Quando o controlador prejudicado mostrar aguardando a giveback...,
pressione Ctrl-C e responda v.

2. No prompt Loader, digite: printenv Para capturar todas as variaveis ambientais de inicializagdo. Salve a
saida no arquivo de log.

@ Este comando pode nao funcionar se o dispositivo de inicializagdo estiver corrompido ou
nao funcional.

Opcao 2: O controlador estda em um MetroCluster

Depois de concluir as tarefas NVE ou NSE, vocé precisa concluir o desligamento do controlador desativado.

@ N&ao use este procedimento se o sistema estiver em uma configuragéo de MetroCluster de dois
nos.

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se necessario,
assumir o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador com deficiéncia.

» Se voceé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver em
quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera corrigir o
problema antes de encerrar o controlador prejudicado; "Sincronize um n6 com o cluster'consulte .

« Se vocé tiver uma configuragdo MetroCluster, vocé deve ter confirmado que o estado de configuragéo do
MetroCluster esta configurado e que os nds estdo em um estado ativado e normal (metrocluster node
show).

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport: system node autosupport invoke -node * -type all -message
MAINT=number of hours downh

A seguinte mensagem AutoSupport suprime a criagao automatica de casos por duas horas:
clusterl:*> system node autosupport invoke -node * -type all -message MAINT=2h

2. Desative a giveback automatica a partir da consola do controlador saudavel: storage failover
modify —-node local -auto-giveback false

3. Leve o controlador prejudicado para o prompt Loader:


https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Se o controlador afetado estiver Entao...
a apresentar...

O prompt Loader Va para a préxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.

Prompt do sistema ou prompt de  Assuma ou interrompa o controlador prejudicado do controlador
senha (digite a senha do sistema) saudavel: storage failover takeover -ofnode
impaired node name

Quando o controlador prejudicado mostrar aguardando a giveback...,
pressione Ctrl-C e responda y.

Opcao 3: O controlador esta em um MetroCluster de dois nos

Depois de concluir as tarefas NVE ou NSE, vocé precisa concluir o desligamento do controlador desativado.

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario, trocar
o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do controlador
prejudicado.

Sobre esta tarefa

* Vocé deve deixar as fontes de alimentagao ligadas no final deste procedimento para fornecer energia ao
controlador de integridade.

Passos

1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente para
o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...
Mudou automaticamente Avance para o0 passo seguinte.
Nao mudou automaticamente Execute uma operagao de comutacao planejada a partir do

controlador integro: metrocluster switchover

Nao mudou automaticamente, Reveja as mensagens de veto e, se possivel, resolva o problema e
tentou mudar com o comando e o tente novamente. Se vocé nao conseguir resolver o problema, entre
switchover metrocluster em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.



controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o -override
-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira quaisquer vetos de
software que impegam a operacao de recuperagao.

4. Verifique se a operagao foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

5. Verifique o estado dos agregados utilizando 0 storage aggregate show comando.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227 .1GB 227 .1GB 0% online 0 mccl-a2

raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperacao for vetada, vocé tera a opg¢ao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer vetos
de software que impegam a operacgao de recuperagao.

7. Verifique se a operacgao heal esta concluida usando o metrocluster operation show comando no
cluster de destino:



mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentagéo.

Substitua o suporte de arranque - FAS8300 e FAS8700

Para substituir o suporte de arranque, tem de remover o médulo do controlador afetado, instalar o suporte de
arranque de substituicao e transferir a imagem de arranque para uma unidade flash USB.

Passo 1: Remova o médulo do controlador

Para aceder aos componentes no interior do modulo do controlador, tem de remover o
modulo do controlador do chassis.

Vocé pode usar a animagéo, ilustragdo ou as etapas escritas a seguir para remover o modulo do controlador
do chassi.

Animacéo - retire o modulo do controlador

Passos

1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.
2. Solte os fixadores do cabo de alimentagéo e, em seguida, desconete os cabos das fontes de alimentagao.

3. Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

4. Retire o dispositivo de gestdo de cabos do médulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao
mesmo tempo.

O mdédulo do controlador desloca-se ligeiramente para fora do chassis.

10


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=ca74d345-e213-4390-a599-aae10019ec82

° Trincos de bloqueio

9 Deslize o controlador para fora do chassi

6. Faca deslizar o modulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do modulo do controlador enquanto o desliza para fora do
chassis.

7. Coloque o modulo do controlador numa superficie estavel e plana.

Passo 2: Substitua o suporte de arranque

Deve localizar o suporte de arranque no moédulo do controlador (consulte 0 mapa da FRU no médulo do
controlador) e, em seguida, seguir as instrugdes para o substituir.

Antes de comecgar

Embora o conteudo da Midia de inicializagao seja criptografado, € uma pratica recomendada apagar o
conteudo da Midia de inicializacao antes de substitui-la. Para obter mais informacodes, consulte "Declaracao
de volatilidade" o para o seu sistema no site de suporte da NetApp.

@ Vocé deve fazer login no site de suporte da NetApp para exibir a Declaragédo de volatilidade
para o seu sistema.

Vocé pode usar a animacéo, ilustragces ou as etapas escritas a seguir para substituir o suporte de
inicializagao.

Animacao - substitua o suporte de arranque

Passos

11
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1. Abrir a conduta de ar:

o Patilhas de bloqueio
e Deslize o duto de ar em diregao a parte traseira do controlador
9 Rode a conduta de ar para cima

a. Pressione as patilhas de bloqueio nas laterais da conduta de ar para dentro, em direc&o ao centro do
maodulo do controlador.

b. Faca deslizar a conduta de ar em diregéo a parte de tras do modulo do controlador e, em seguida,
rode-a para cima até a posicdo completamente aberta.

2. Localize e remova o suporte de arranque do médulo do controlador:

12



o Prima o botdo azul

9 Rode o suporte de arranque para cima e retire-o da tomada

a. Pressione o botao azul na extremidade do suporte de inicializagcao até que o labio do suporte de
inicializagdo apague o botao azul.

b. Rode o suporte de arranque para cima e puxe cuidadosamente o suporte de arranque para fora do
encaixe.

3. Alinhe as extremidades do suporte de arranque de substituicdo com a tomada de suporte de arranque e,
em seguida, empurre-o cuidadosamente para dentro do encaixe.

4. Verifique o suporte de arranque para se certificar de que esta encaixado corretamente e completamente
no encaixe.

Se necessario, retire o suporte de arranque e volte a coloca-lo no socket.

5. Bloqueie o suporte de arranque no devido lugar:
a. Rode o suporte de arranque para baixo em dire¢ao a placa-mae.

b. Colocando um dedo na extremidade do suporte de arranque com o botao azul, prima a extremidade
do suporte de arranque para engatar o botdo de bloqueio azul.

c. Enquanto pressiona o suporte de arranque, levante o botdo azul de bloqueio para bloquear o suporte
de arranque no lugar.
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6. Feche a conduta de ar.

Passo 3: Transfira a imagem de arranque para o suporte de arranque

A Midia de inicializagao de substituicdo que vocé instalou ndo tem uma imagem de inicializagdo, entdo vocé
precisa transferir uma imagem de inicializagdo usando uma unidade flash USB.

Antes de comecar

» Vocé deve ter uma unidade flash USB, formatada para MBR/FAT32, com pelo menos 4GBGB de
capacidade

* Uma copia da mesma versao de imagem do ONTAP que a que o controlador afetado estava a executar.
Vocé pode baixar a imagem apropriada da se¢do Downloads no site de suporte da NetApp

o Se a NVE estiver ativada, transfira a imagem com encriptagao de volume NetApp, conforme indicado
no botéo de transferéncia.

o Se a NVE néo estiver ativada, transfira a imagem sem encriptagéo de volume NetApp, conforme
indicado no botéo de transferéncia.

* Se o0 seu sistema for um par de HA, tem de ter uma ligagao de rede.
* Se o seu sistema for um sistema autonomo, ndo necessita de uma ligagcéo de rede, mas tem de efetuar
uma reinicializagao adicional ao restaurar o var sistema de ficheiros.

a. Transfira e copie a imagem de servigo apropriada do site de suporte da NetApp para a unidade flash
USB.

i. Transfira a imagem de servigo para o seu espaco de trabalho no seu computador portatil.

i. Descompacte a imagem de servigo.

Se vocé estiver extraindo o conteudo usando o Windows, ndo use o WinZip para
@ extrair a imagem netboot. Use outra ferramenta de extragdo, como 7-Zip ou
WInRAR.

Ha duas pastas no arquivo de imagem de servigo descompactado:

" boot
"efi

ii. Copie a efi pasta para o diretério superior da unidade flash USB.

Se aimagem de servigo nao tiver uma pasta efi, "Pasta EF| ausente do arquivo de
download de imagem de servi¢o usado para recuperacao de dispositivo de
inicializagdo para modelos FAS e AFF"consulte .

A unidade flash USB deve ter a pasta efi e a mesma versdo de imagem de servigo (BIOS) do que o
controlador deficiente esta executando.
i. Retire a unidade flash USB do seu computador portatil.
b. Se ainda ndo o tiver feito, feche a conduta de ar.

c. Alinhe a extremidade do mdédulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o mdédulo do controlador até meio do sistema.

d. Reinstale o dispositivo de gerenciamento de cabos e reconete o sistema, conforme necessario.
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Ao reativar, lembre-se de reinstalar os conversores de Midia (SFPs ou QSFPs) se eles foram
removidos.

e. Introduza a unidade flash USB na ranhura USB do mddulo do controlador.

Certifique-se de que instala a unidade flash USB na ranhura identificada para dispositivos USB e nao
na porta da consola USB.

f. Conclua a instalacédo do modulo do controlador:

i. Empurre firmemente o médulo do controlador para dentro do chassi até que ele atenda ao plano
médio e esteja totalmente assentado.

Os trincos de bloqueio sobem quando o modulo do controlador esta totalmente assente.

@ N&o utilize forga excessiva ao deslizar o médulo do controlador para dentro do chassis
para evitar danificar os conetores.

i. Rode os trincos de bloqueio para cima, inclinando-os de forma a que estes limpem os pinos de
blogueio e, em seguida, baixe-os para a posigao de bloqueio.

i. Conete os cabos de alimentagéo as fontes de alimentagéo, reinstale o colar de travamento do
cabo de alimentagédo e, em seguida, conete as fontes de alimentacéo a fonte de alimentagao.

O mddulo do controlador comega a inicializar assim que a energia é restaurada. Esteja preparado
para interromper o processo de inicializacao.

ii. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.

g. Interrompa o processo de inicializagao pressionando Ctrl-C para parar no prompt DO Loader.

Se vocé perder essa mensagem, pressione Ctrl-C, selecione a opgao para inicializar no modo
Manutencao e, em seguida halt, o controlador para inicializar NO Loader.

h. Se o controlador estiver em um MetroCluster elastico ou conetado a malha, sera necessario restaurar
a configuracéo do adaptador FC:

i. Arranque para o modo de manuteng&o: boot ontap maint

i. Defina as portas MetroCluster como iniciadores: ucadmin modify -m fc -t initiator
adapter name

iii. Parar para voltar ao modo de manutengdo: halt

As alteragbes serado implementadas quando o sistema for inicializado.

Inicie a imagem de recuperacao - AFF FAS8300 e FAS8700

Depois de instalar o novo dispositivo multimédia de arranque no seu sistema, pode
arrancar a imagem de recuperagao a partir de uma unidade USB e restaurar a
configuragao a partir do n6 do parceiro.

Passos

1. A partir do prompt Loader, inicialize a imagem de recuperagédo da unidade flash USB: boot recovery
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A imagem é transferida da unidade flash USB.
2. Quando solicitado, insira 0 nome da imagem ou aceite a imagem padréo exibida dentro dos colchetes na
tela.

3. Restaure o sistema de ficheiros var:

Opgao 1: ONTAP 9.16,0 ou anterior

a. No controlador para deficientes, prima Y quando vir Do you want to restore the backup
configuration now?

b. Se solicitado no controlador prejudicado, pressione Y para substituir
/etc/ssh/ssh_host_ecdsa_key.

c. No controlador de parceiro saudavel, defina o controlador prejudicado para nivel de privilégio
avangado: set -privilege advanced.

d. No controlador do parceiro saudavel, execute o comando Restore backup: system node

restore-backup -node local -target-address impaired node IP address.

NOTA: se vocé vir qualquer mensagem que ndo seja uma restauragdo bem-sucedida, entre em
Contato "Suporte a NetApp"com .

e. No controlador do parceiro saudavel, devolva o controlador afetado ao nivel de administragéo:
set -privilege admin.

f. No controlador para deficientes, prima Y quando vir Was the restore backup procedure
successful?.

g. No controlador para deficientes, prima Y quando vir ..would you like to use this
restored copy now?.

h. No controlador desativado, Y prima quando for solicitado que reinicie o controlador desativado e
prima ctrl-c para aceder ao Menu de arranque.

i. Se o sistema nao usar criptografia, selecione opgéo 1 Inicializagdo normal., caso contrario, va
para "Restaure a criptografia".

Opgéao 2: ONTAP 9.16,1 ou posterior

a. No controlador afetado, prima Y quando for solicitado que restaure a configuragdo de copia de
segurancga.

Depois que o procedimento de restauragéo for bem-sucedido, essa mensagem sera exibida no
console - syncflash partner: Restore from partner complete.

b. No controlador desativado, Y prima quando solicitado para confirmar se a copia de seguranga de
restauro foi bem sucedida.
C. No controlador prejudicado, Y pressione quando solicitado a usar a configuragéo restaurada.

d. No controlador prejudicado, Y pressione quando solicitado a reinicializar o no.

€. No controlador desativado, Y prima quando for solicitado que reinicie o controlador desativado e
prima ctrl-c para aceder ao Menu de arranque.

f. Se o sistema nao usar criptografia, selecione opg¢édo 1 Inicializagdo normal., caso contrario, va
para "Restaure a criptografia".
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4. Conete o cabo do console ao controlador do parceiro.
5. Devolva o controlador usando 0 storage failover giveback -fromnode local comando.

6. Restaure o giveback automatico se vocé o desativou usando o storage failover modify -node
local -auto-giveback true comando

7. Se o AutoSupport estiver ativado, restaure/dessuprimir a criagdo automatica de casos usando o0 system
node autosupport invoke -node * -type all -message MAINT=END comando.

NOTA: se o processo falhar, entre em Contato "Suporte a NetApp"com .

Alterne agregados em uma configuragao de MetroCluster de dois nés - AFF
FAS8300 e FAS8700

Depois de concluir a substituicdo da FRU em uma configuracdo de MetroCluster de dois

nds, vocé pode executar a operacao de switchback do MetroCluster. Isso retorna a
configuragdo ao seu estado operacional normal, com as maquinas virtuais de

armazenamento de origem sincronizada (SVMs) no site anteriormente prejudicado agora

ativo e fornecendo dados dos pools de discos locais.

Esta tarefa so se aplica a configuracdes de MetroCluster de dois nos.

Passos

1. Verifique se todos os nds estdo no enabled estado: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagéo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacgdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

3. Verifique se a operagao de comutagao foi concluida: metrocluster show
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A operagao de switchback ainda esta em execuc¢ao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuragdo SnapMirror ou SnapVault.

Restaurar criptografia - AFF FAS8300 e FAS8700
Restaure a encriptacao no suporte de arranque de substituicao.

Vocé deve concluir etapas especificas para sistemas que tenham o Gerenciador de chaves integrado (OKM),
a criptografia de armazenamento NetApp (NSE) ou a criptografia de volume NetApp (NVE) habilitados usando
as configuragdes capturadas no inicio do procedimento de substituicdo de Midia de inicializagao.

Dependendo de qual um gerenciador de chaves esta configurado no sistema, selecione uma das seguintes
opc¢des para restaura-lo no menu de inicializacao.
* "Opcao 1: Restaure a configuracdo do Gerenciador de chaves integrado”

* "Opcgao 2: Restaure a configuragdo do Gerenciador de chaves Externo"

Opcao 1: Restaure a configuragdo do Gerenciador de chaves integrado

Restaure a configuragdo OKM (Onboard Key Manager) no menu de inicializagdo do ONTAP.

Antes de comecgar
« Certifique-se de que tem as seguintes informagdes enquanto restaura a configuragdo OKM:

> Frase-passe de todo o cluster introduzida "ao ativar o gerenciamento de chaves integradas”.
> "Informacgdes de copia de seguranga para o Gestor de chaves integrado”.

» Execute o "Como verificar o backup integrado do gerenciamento de chaves e a senha em todo o cluster"
procedimento antes de prosseguir.
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Passos
1. Conete o cabo do console ao controlador de destino.

2. No menu de inicializagdo do ONTAP, selecione a opgao apropriada no menu de inicializagao.

Versao de ONTAP Selecione esta opgao

ONTAP 9 .8 ou posterior Selecione a opc¢ao 10.

Mostrar exemplo de menu de inicializagao

Please choose one of the following:

Normal Boot.
Boot without /etc/rc.
Change password.

—_~ o~~~

Clean configuration and initialize
disks.

Maintenance mode boot.

Update flash from backup config.
Install new software first.

—_— = = — N~~~ — —

Reboot node.

_ o~~~ —~ D
O 0 J o U1 H b w DN

~

Configure Advanced Drive
Partitioning.

(10) Set Onboard Key Manager recovery
secrets.

(11) Configure node for external key
management.

Selection (1-11)2 10
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Versao de ONTAP Selecione esta opgao

ONTAP 9 F.7 e anteriores Selecione a opgdo oculta recover onboard keymanager

Mostrar exemplo de menu de inicializagao

Please choose one of the following:

Normal Boot.
Boot without /etc/rc.
Change password.

—_— o~~~

Clean configuration and initialize
disks.

Maintenance mode boot.

Update flash from backup config.
Install new software first.

—_— = = — N~~~ — —

Reboot node.

—_ o~~~ ~
O 0 J o U b w DD

~

Configure Advanced Drive
Partitioning.
Selection (1-19)7?

recover onboard keymanager

3. Confirme se deseja continuar o processo de recuperagao.

4,

5.

20

Mostrar prompt de exemplo

This option must be used only in disaster recovery procedures. Are you
sure? (y or n):

Introduza duas vezes a frase-passe de todo o cluster.
Ao inserir a senha, o console ndo mostrara nenhuma entrada.
Mostrar prompt de exemplo

Enter the passphrase for onboard key management:

Enter the passphrase again to confirm:

Introduza as informagdes de copia de seguranga.

a. Cole todo o contelido da linha DE BACKUP INICIAL através da linha DE BACKUP FINAL.



Mostrar prompt de exemplo

Enter the backup data:

0123456789012345678901234567890123456789012345678901234567890123
1234567890123456789012345678901234567890123456789012345678901234
2345678901234567890123456789012345678901234567890123456789012345
3456789012345678901234567890123456789012345678901234567890123456
4567890123456789012345678901234567890123456789012345678901234567
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
0123456789012345678901234567890123456789012345678901234567890123
1234567890123456789012345678901234567890123456789012345678901234
2345678901234567890123456789012345678901234567890123456789012345
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAARA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

b. Pressione a tecla Enter duas vezes no final da entrada.

O processo de recuperacgao € concluido.



Mostrar prompt de exemplo

O

Trying to recover keymanager secrets....

Setting recovery material for the onboard key manager
Recovery secrets set successfully

Trying to delete any existing km onboard.wkeydb file.

Successfully recovered keymanager secrets.

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b (b b b b b b b b b b b b b
kAhkkkkhhkkhkkhkkkhkkkkkhkkk*kx*k

* Select option " (1) Normal Boot." to complete recovery process.
*

* Run the "security key-manager onboard sync" command to

synchronize the key database after the node reboots.

R R I e A b b b b b b 2h I S db b S b IR I b S b I Ih S IR b Sb b 2 S b b S b b b Ib b db b 2 db b Sb b dh b Jb b i db b b

Rk b b b b b b b b b b b b i b b 4

N&ao prossiga se a saida exibida for diferente Successfully recovered keymanager
secrets de . Execute a solugdo de problemas para corrigir o erro.

6. Selecione a opgédo 1 no menu de inicializagdo para continuar inicializando no ONTAP.
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10.

Mostrar prompt de exemplo

R R i e S b b b b b I b dh I db b S b SR S b b S dh b IR b db b db b b b b b db b b b b db b dR db b b Sb I 2h b b db b A b 2 dh b

Rk b b b b b b b b b b b b b 4

* Select option " (1) Normal Boot." to complete the recovery process.
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkAkhkkk Ak kAKX kK%

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(

11) Configure node for external key management.
Selection (1-11)2 1

Confirme se o console do controlador exibe a seguinte mensagem.

Waiting for giveback..(Press Ctrl-C to abort wait)

A partir do né do parceiro, giveback do controlador do parceiro inserindo o seguinte comando.
storage failover giveback -fromnode local -only-cfo-aggregates true.
Depois de inicializar apenas com o agregado CFO, execute o seguinte comando.

security key-manager onboard sync

Introduza a frase-passe de todo o cluster para o Gestor de chaves integrado.
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1.

Mostrar prompt de exemplo

Enter the cluster-wide passphrase for the Onboard Key Manager:

All offline encrypted volumes will be brought online and the
corresponding volume encryption keys (VEKs) will be restored
automatically within 10 minutes. If any offline encrypted volumes
are not brought online automatically, they can be brought online
manually using the "volume online -vserver <vserver> -volume

<volume name>" command.

Se a sincronizagao for bem-sucedida, o prompt do cluster sera retornado sem mensagens

(D adicionais. Se a sincronizacgéao falhar, uma mensagem de erro sera exibida antes de retornar

ao prompt do cluster. Nao continue até que o erro seja corrigido e a sincronizagao seja
executada com éxito.

Certifigue-se de que todas as chaves s&o sincronizadas digitando o seguinte comando.
security key-manager key query -restored false.

There are no entries matching your query.

@ Nenhum resultado deve aparecer ao filtrar para FALSE no parametro restaurado.

12. Troque o né do parceiro digitando o seguinte comando.

13.

14.

storage failover giveback -fromnode local

Restaure o giveback automatico, se vocé o desativou, digitando o seguinte comando.

storage failover modify -node local -auto-giveback true

Se o AutoSupport estiver ativado, restaure a criagdo automatica de casos inserindo o seguinte comando.

system node autosupport invoke -node * -type all -message MAINT=END

Opcao 2: Restaure a configuragao do Gerenciador de chaves Externo

Restaure a configuragéo do Gerenciador de chaves Externo no menu de inicializagdo do ONTAP.

Antes de comecar

Vocé precisa das seguintes informacgdes para restaurar a configuragdo do EKM (External Key Manager).

» Uma copia do arquivo /cfcard/kmip/servers.cfg de outro né de cluster ou as seguintes informacgoes:

> O enderego do servidor KMIP.
o A porta KMIP.

* Uma copiado /cfcard/kmip/certs/client.crt arquivo de outro né de cluster ou do certificado do
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cliente.

* Uma cépia do /cfcard/kmip/certs/client.key arquivo de outro nd de cluster ou da chave do
cliente.

* Cépia /cfcard/kmip/certs/CA.pem do arquivo de outro né de cluster ou CA(s) do servidor KMIP.

Passos

1. Conete o cabo do console ao controlador de destino.

2. Selecione a opgao 11 no menu de inicializagdo do ONTAP.

Mostrar exemplo de menu de inicializagao

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

)
)
)
)
)
) Update flash from backup config.
) Install new software first.

) Reboot node.

) Configure Advanced Drive Partitioning.

0) Set Onboard Key Manager recovery secrets.
11) Configure node for external key management.

Selection (1-11)7? 11

3. Quando solicitado, confirme que vocé reuniu as informacdes necessarias.

Mostrar prompt de exemplo

Do you have copy of the /cfcard/kmip/certs/client.crt file? {y/n}

Do you have copy of the /cfcard/kmip/certs/client.key file? {y/n}

Do you have copy of the /cfcard/kmip/certs/CA.pem file? {y/n}

AU )]

Do you have copy of the /cfcard/kmip/servers.cfg file? {y/n}

4. Quando solicitado, insira as informacgdes do cliente e do servidor.

Mostrar prompt

Enter the client certificate (client.crt) file contents:
Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the server configuration (servers.cfg) file contents:



Mostrar exemplo

Enter the client certificate (client.crt) file contents:

Enter the client key (client.key) file contents:

Enter the KMIP server CA(s) (CA.pem) file contents:

Enter the IP address for the KMIP server: 10.10.10.10
Enter the port for the KMIP server [5696]:

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....

kmip init: configuring ports

Running command '/sbin/ifconfig e0OM'

kmip init: cmd: ReleaseExtraBSDPort eOM

Depois de inserir as informagbes do cliente e do servidor, o processo de recuperagéo é concluido.

Mostrar exemplo

System is ready to utilize external key manager(s).
Trying to recover keys from key servers....
Performing initialization of OpenSSL

Successfully recovered keymanager secrets.

5. Selecione a opgéo 1 no menu de inicializagdo para continuar inicializando no ONTAP.
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Mostrar prompt de exemplo

R R i e S b b b b b I b dh I db b S b SR S b b S dh b IR b db b db b b b b b db b b b b db b dR db b b Sb I 2h b b db b A b 2 dh b

* kkkk kK

* Select option " (1) Normal Boot." to complete the recovery process.
*

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kK kKKK

Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

Install new software first.
Reboot node.
Configure Advanced Drive Partitioning.

(1)

(2)

(3)

(4)

(5)

(6) Update flash from backup config.

(7)

(8)

(9)

(10) Set Onboard Key Manager recovery secrets.
(

11) Configure node for external key management.
Selection (1-11)2 1

6. Restaure a giveback automatica se a tiver desativado.
storage failover modify -node local -auto-giveback true
7. Se o AutoSupport estiver ativado, restaure a criagdo automatica de casos inserindo o seguinte comando.

system node autosupport invoke -node * -type all -message MAINT=END

Devolva a peca com falha ao NetApp - AFF FAS8300 e FAS8700

Devolva a peca com falha ao NetApp, conforme descrito nas instru¢cdes de RMA
fornecidas com o kit. Consulte a "Devolugao de pecas e substituicoes" pagina para obter
mais informacoes.

Substitua o médulo de armazenamento em cache - FAS8300
e FAS8700

Vocé deve substituir o médulo de cache no médulo do controlador quando o sistema
Registrar uma unica mensagem AutoSupport (ASUP) informando que o médulo ficou
offline; se nao o fizer, isso resultara na degradagao do desempenho.
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O maédulo controlador Ver2 tem apenas um soquete de médulo de cache no FAS8300. O
FAS8700 nao tem um madulo controlador Ver2. A funcionalidade do médulo de armazenamento
em cache nao ¢é afetada pela remogao do socket.

* Vocé deve substituir o componente com falha por um componente FRU de substituicdo que vocé recebeu
de seu provedor.

Passo 1: Desligue o controlador desativado

Vocé pode desligar ou assumir o controlador prejudicado usando procedimentos diferentes, dependendo da
configuragédo do hardware do sistema de armazenamento.
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Opc¢éao 1: A maioria das configuragoes

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se
necessario, assumir o controlador para que o controlador saudavel continue fornecendo dados do
armazenamento do controlador com deficiéncia.

Sobre estas tarefas

Se vocé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster n&o estiver em
quérum ou se um controlador integro mostrar falso quanto a qualificagéo e integridade, vocé deve corrigir
o problema antes de desligar o controlador prejudicado.

"Sincronize um né com o cluster”
Vocé pode querer apagar o conteudo do seu moédulo de cache antes de substitui-lo.

Passos
1. Embora os dados no médulo de cache sejam criptografados, vocé pode querer apagar todos os
dados do médulo de cache prejudicado e verificar se o modulo de cache néo tem dados:

a. Apagar os dados no modulo de armazenamento em cache: system controller flash-
cache secure-erase run -node node name localhost -device-id
device number

(:) Execute 0 system controller flash-cache show comando se vocé ndo
souber a ID do dispositivo Flash Cache.

b. Verifique se os dados foram apagados do médulo de cache: system controller flash-
cache secure-erase show

2. Se o AutoSupport estiver ativado, suprimir a criagao automatica de casos invocando uma mensagem
AutoSupport: system node autosupport invoke -node * -type all -message
MAINT= number of hours down h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:
clusterl:*> system node autosupport invoke -node * -type all -message
MAINT=2h

3. Desative a giveback automatica a partir da consola do controlador saudavel: storage failover
modify -node local -auto-giveback false

4. Leve o controlador prejudicado para o prompt Loader:
Se o controlador afetado Entao...

estiver a apresentar...

O prompt Loader Va para a proxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda vy.
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Se o controlador afetado Entao...
estiver a apresentar...

Prompt do sistema ou prompt Assuma ou interrompa o controlador prejudicado: storage

de senha (digite a senha do failover takeover -ofnode impaired node name

sistema) Quando o controlador prejudicado mostrar esperando por
giveback..., pressione Ctrl-C e, em seguida, responda y.

Opcgao 2: O controlador esta em um MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario,
trocar o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador prejudicado.

Sobre esta tarefa

» Vocé deve deixar as fontes de alimentagao ligadas no final deste procedimento para fornecer energia
ao controlador de integridade.

Passos

1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente
para o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...

Mudou automaticamente Avance para o passo seguinte.

Nao mudou automaticamente Execute uma operagao de comutagao planejada a partir do
controlador integro: metrocluster switchover

N&o mudou automaticamente, = Reveja as mensagens de veto e, se possivel, resolva o problema
tentou mudar com o comando e e tente novamente. Se vocé ndo conseguir resolver o problema,
o switchover metrocluster entre em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o
-override-vetoes parametro. Se vocé usar esse paradmetro opcional, o sistema substituira
quaisquer vetos de software que impecam a operacao de recuperacao.

4. Verifique se a operacgao foi concluida usando o comando MetroCluster operation show.



controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

9. Verifique o estado dos agregados utilizando 0 storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used% State #Vols Nodes
RAID Status

aggr_ b2 227.1GB 227.1GB % online 0 mccl-az2

raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperacéo for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer
vetos de software que impecam a operacao de recuperacao.

7. Verifique se a operagao heal esta concluida usando o metrocluster operation show comando
no cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentagéo.

Passo 2: Remova o médulo do controlador

Para aceder aos componentes no interior do médulo do controlador, tem de remover o médulo do controlador
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do chassis.

Vocé pode usar a animacgao, ilustragao ou as etapas escritas a seguir para remover o médulo do controlador
do chassi.

Animacéo - retire o modulo do controlador

o
¥

Passos
1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.

2. Solte os fixadores do cabo de alimentagéo e, em seguida, desconete os cabos das fontes de alimentagao.

3. Solte 0 gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

4. Retire o dispositivo de gestdo de cabos do médulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao
mesmo tempo.

O mdédulo do controlador desloca-se ligeiramente para fora do chassis.
6. Faca deslizar o modulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do modulo do controlador enquanto o desliza para fora do
chassis.

7. Coloque o modulo do controlador numa superficie estavel e plana.
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Passo 3: Substitua um moédulo de cache

Para substituir um modulo de cache, chamado de Flash Cache na etiqueta do controlador, localize o slot
dentro do controlador e siga a sequéncia especifica de etapas. Consulte o mapa da FRU no moédulo do
controlador para obter a localizagdo do Flash Cache.

@ O slot 6 s6 esta disponivel no controlador FAS8300 Ver2.

Dependendo da situagao, seu sistema de storage precisa atender a certos critérios:

» Ele deve ter o sistema operacional apropriado para o modulo de cache que vocé esta instalando.
* ATI precisa dar suporte a capacidade de armazenamento em cache.

» Embora o conteddo do médulo de cache seja criptografado, € uma pratica recomendada apagar o
conteudo do médulo antes de substitui-lo. Para obter mais informagdes, consulte "Declaracéo de
volatilidade" o para o seu sistema no site de suporte da NetApp.

@ Vocé deve fazer login no site de suporte da NetApp para exibir a Declaragédo de volatilidade
para o seu sistema.

» Todos os outros componentes do sistema de armazenamento devem estar funcionando corretamente;
caso contrario, vocé deve entrar em Contato com o suporte técnico.

Vocé pode usar a animacéo, ilustragcao ou as etapas escritas a seguir para substituir um modulo de cache.

Animacao - substitua o moédulo de armazenamento em cache

Passos
1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.

2. Abrir a conduta de ar:
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a. Pressione as patilhas de bloqueio nas laterais da conduta de ar para dentro, em direcéo ao centro do
maodulo do controlador.

b. Faca deslizar a conduta de ar em direc&o a parte de tras do médulo do controlador e, em seguida,
rode-a para cima até a posigdo completamente aberta.

3. Usando o mapa FRU no maédulo do controlador, localize o médulo de cache com falha e remova-o:

Dependendo da sua configuragéo, pode haver zero, um ou dois modulos de cache no mdodulo controlador.
Use o mapa FRU dentro do médulo do controlador para ajudar a localizar o médulo de cache.

a. Prima a patilha de libertac&o azul.
A extremidade do modulo de armazenamento em cache fica afastada do separador de libertagao.

b. Rode o médulo de armazenamento em cache para cima e deslize-o para fora do encaixe.
4. Instale o médulo de armazenamento em cache de substituicao:

a. Alinhe as extremidades do modulo de armazenamento em cache de substituicdo com o encaixe e
introduza-o cuidadosamente no encaixe.

b. Gire o modulo de cache para baixo em diregdo a placa-mae.

c. Colocando o dedo na extremidade do médulo de armazenamento em cache pelo botéo azul, empurre
firmemente a extremidade do modulo de armazenamento em cache e, em seguida, levante o botéo de
blogueio para bloquear o médulo de armazenamento em cache no lugar.

5. Fechar a conduta de ar:
a. Rode a conduta de ar para baixo até ao modulo do controlador.

b. Fazer deslizar a conduta de ar na dire¢ao dos tirantes para a bloquear no lugar.

Passo 4: Instale o moédulo do controlador

Depois de ter substituido o componente no médulo do controlador, tem de reinstalar o médulo do controlador
no chassis.

Vocé pode usar a animacgao, ilustragdo ou as etapas escritas a seguir para instalar o modulo do controlador no
chassi.

Animacao - instale o médulo do controlador
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Passos
1. Se ainda nao o tiver feito, feche a conduta de ar.

2. Alinhe a extremidade do modulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o mdédulo do controlador até meio do sistema.

@ N&o introduza completamente o modulo do controlador no chassis até ser instruido a fazé-
lo.

3. Faca o cabeamento apenas das portas de gerenciamento e console, para que vocé possa acessar o
sistema para executar as tarefas nas secdes a seguir.

@ Vocé conetara o resto dos cabos ao mddulo do controlador posteriormente neste
procedimento.

4. Conclua a instalagdo do modulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o modulo do controlador para dentro do chassis
até que os trincos de bloqueio comecem a subir.

@ N&o utilize forga excessiva ao deslizar o modulo do controlador para dentro do chassis
para evitar danificar os conetores.

b. Assente totalmente o mdédulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢cédo de bloqueio.

c. Conete os cabos de alimentacao as fontes de alimentagao, reinstale o colar de travamento do cabo de
alimentacao e, em seguida, conete as fontes de alimentagéo a fonte de alimentagéo.

O maddulo do controlador comega a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializagao.

d. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.
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€. Interrompa o processo normal de inicializagdo e inicialize no Loader pressionando Ctr1-C.

@ Se o sistema parar no menu de inicializacéo, selecione a opg¢ao para inicializar NO
Loader.

f. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes.

Passo 5: Restaure o médulo do controlador para a operagao

Vocé deve reajustar o sistema, devolver o modulo do controlador e, em seguida, reativar a giveback
automatica.

Passos
1. Recable o sistema, conforme necessario.

Se vocé removeu os conversores de Midia (QSFPs ou SFPs), lembre-se de reinstala-los se vocé estiver
usando cabos de fibra otica.

2. Volte a colocar o controlador em funcionamento normal, devolvendo o respetivo armazenamento:
storage failover giveback -ofnode impaired node name

3. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local
-auto-giveback true

Etapa 7: Alterne agregados de volta em uma configuragcdo de MetroCluster de dois
nés

Depois de concluir a substituicgdo da FRU em uma configuracéo de MetroCluster de dois nés, vocé pode
executar a operagao de switchback do MetroCluster. Isso retorna a configuragéo ao seu estado operacional
normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.

Esta tarefa so se aplica a configuragoes de MetroCluster de dois nos.

Passos

1. Verifique se todos os nds estdo no enabled estado: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagdo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagdo de comutagao foi concluida: metrocluster show

A operagao de switchback ainda esta em execugao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuracdo SnapMirror ou SnapVault.
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Passo 8: Conclua o processo de substituicao

Devolva a pega com falha ao NetApp, conforme descrito nas instrugcdes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicoes" pagina para obter mais informagoes.

Chassis

Descrigao geral da substituicao do chassis - FAS8300 e FAS8700

Todos os outros componentes do sistema devem estar funcionando corretamente; caso
contrario, vocé deve entrar em Contato com o suporte técnico.

* Pode utilizar este procedimento com todas as versdes do ONTAP suportadas pelo seu sistema.

» Este procedimento é disruptivo. Para um cluster de duas controladoras, vocé tera uma interrupgcao de
servigo completa e uma interrupgao parcial em um cluster de varios nés.

Desligue os controladores - FAS8300 e FAS8700

Opcao 1: A maioria das configuragoes

Este procedimento destina-se a sistemas com duas configuragdes de nds. Para obter mais informagdes sobre
o desligamento normal ao fazer manutengéo de um cluster, "Desligue e ligue o seu sistema de
armazenamento de dados - base de dados de Conhecimento da NetApp" consulte .

Antes de comecgar
* Certifique-se de que tem as permissdes e credenciais necessarias:

o Credenciais de administrador local para o ONTAP.
o BMC accessability para cada controlador.
« Certifique-se de que tem as ferramentas e o equipamento necessarios para a substituicao.
« Como uma pratica recomendada antes do desligamento, vocé deve:
o Execute mais "verificagdes de integridade do sistema".
o Atualize o ONTAP para uma versao recomendada para o sistema.
o Resolva qualquer "Alertas e riscos de bem-estar do Active 1Q". Tome nota de quaisquer avarias

atualmente no sistema, tais como LEDs nos componentes do sistema.

Passos

1. Faga login no cluster através de SSH ou faga login de qualquer né no cluster usando um cabo de console
local e um laptop/console.

2. Impedir que todos os clientes/hosts acessem dados no sistema NetApp.
3. Suspender trabalhos de cépia de seguranga externos.
4. Se o AutoSupport estiver ativado, suprimir a criagéo de casos e indicar quanto tempo espera que o

sistema esteja offline:

system node autosupport invoke -node * -type all -message "MAINT=2h Replace
chassis"

5. Identifique o enderegco SP/BMC de todos os nds de cluster:
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system service-processor show -node * -fields address
6. Saia do shell do cluster:
exit

7. Faca login no SP/BMC via SSH usando o enderecgo IP de qualquer um dos nés listados na saida da etapa
anterior para monitorar o progresso.

Se vocé estiver usando um console/laptop, faga login no controlador usando as mesmas credenciais de
administrador de cluster.

8. Parar os dois nds localizados no chassi com deficiéncia:

system node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true

Para clusters que usam o SnapMirror sincrono operando no modo StrictSync: system

(:) node halt -node <nodel>,<node2> -skip-lif-migration-before-shutdown
true -ignore-quorum-warnings true -inhibit-takeover true -ignore
-strict-sync-warnings true

9. Digite y para cada controlador no cluster quando vocé vir:
Warning: Are you sure you want to halt node <node name>? {y|n}:

10. Aguarde que cada controlador pare e exiba o prompt Loader.

Opcao 2: O controlador esta em uma configuragao de MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario, trocar
o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do controlador
prejudicado.

Sobre esta tarefa

* Vocé deve deixar as fontes de alimentagao ligadas no final deste procedimento para fornecer energia ao
controlador de integridade.

Passos

1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente para
o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...
Mudou automaticamente Avance para o passo seguinte.
N&o mudou automaticamente Execute uma operacdo de comutagao planejada a partir do

controlador integro: metrocluster switchover
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Se o controlador deficiente... Entao...

N&o mudou automaticamente, Reveja as mensagens de veto e, se possivel, resolva o problema e
tentou mudar com o comando e o tente novamente. Se vocé ndo conseguir resolver o problema, entre
switchover metrocluster em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o -override

-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira quaisquer vetos de
software que impegam a operagao de recuperagao.

4. Verifique se a operacgao foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56

Errors: -

9. Verifique o estado dos agregados utilizando 0 storage aggregate show comando.

controller A 1::> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr b2 227.1GB 227.1GB 0% online 0 mccl-a2

raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperacéo for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
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parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer vetos
de software que impecam a operacao de recuperacao.

7. Verifique se a operagao heal esta concluida usando o metrocluster operation show comando no
cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42

Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentagéo.

Mova e substitua o hardware - FAS8300 e FAS8700

Mova as ventoinhas, os discos rigidos e o médulo ou médulos do controlador do chassis
danificado para o novo chassis e troque o chassis danificado do rack de equipamentos
ou do armario do sistema com o novo chassis do mesmo modelo que o chassis
danificado.

Passo 1: Remova os médulos do controlador

Para substituir o chassis, tem de remover os médulos do controlador do chassis antigo.

Passos
1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.

2. Solte os fixadores do cabo de alimentagéo e, em seguida, desconete os cabos das fontes de alimentagao.

3. Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do moédulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

4. Retire e reserve os dispositivos de gerenciamento de cabos dos lados esquerdo e direito do médulo do
controlador.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao
mesmo tempo.

O mddulo do controlador desloca-se ligeiramente para fora do chassis.
6. Faca deslizar o médulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do modulo do controlador enquanto o desliza para fora do
chassis.

7. Coloque o modulo do controlador de lado num local seguro e repita estes passos para o outro modulo do
controlador no chassis.
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Passo 2: Mova os fas

Para mover os modulos do ventilador para o chassi de substituicdo ao substituir o chassi, vocé deve executar
uma sequéncia especifica de tarefas.

Passos

1.
2.

Se vocé ainda ndo esta aterrado, aterre-se adequadamente.

Retire a moldura (se necessario) com duas maos, segurando as aberturas de cada lado da moldura e
puxando-a na sua diregao até que a moldura se solte dos pernos esféricos na estrutura do chassis.

Pressione o trinco de desbloqueio no manipulo do excéntrico do médulo da ventoinha e, em seguida, rode
o0 manipulo do excéntrico para baixo.

O moddulo da ventoinha afasta-se um pouco do chassis.

Puxe o moédulo da ventoinha diretamente para fora do chassis, certificando-se de que o apoia com a mao
livre para que ndo saia do chassis.

@ Os mddulos da ventoinha sao curtos. Apoie sempre a parte inferior do médulo da ventoinha
com a mao livre para que nao caia subitamente do chassis e 0 machuque.

Coloque o modulo da ventoinha de lado.

Repita os passos anteriores para quaisquer médulos de ventoinha restantes.

7. Insira 0 médulo da ventoinha no chassis de substituicao, alinhando-o com a abertura e, em seguida,

10.

deslizando-o para o chassis.
Empurre firmemente a pega do came do modulo da ventoinha para que fique totalmente assente no
chassis.

O manipulo do came levanta-se ligeiramente quando o modulo do ventilador esta completamente
encaixado.

Desloque o manipulo do excéntrico para a posi¢ao fechada, certificando-se de que o trinco de libertagdo
do manipulo do excéntrico encaixa na posi¢cao de bloqueio.

Repita estes passos para os restantes modulos do ventilador.

Etapa 3: Substitua um chassi de dentro do rack de equipamentos ou do gabinete do sistema

Vocé deve remover o chassi existente do rack de equipamentos ou do gabinete do sistema antes de instalar o
chassi de substituicdo.

Passos

1.
2.

Retire os parafusos dos pontos de montagem do chassis.

Com duas pessoas, deslize o chassi antigo para fora dos trilhos do rack em um gabinete do sistema ou
rack de equipamentos e, em seguida, coloque-o de lado.

3. Se vocé ainda néo esta aterrado, aterre-se adequadamente.

Usando duas pessoas, instale o chassi de substituigdo no rack de equipamentos ou no gabinete do
sistema guiando o chassi nos trilhos do rack em um gabinete do sistema ou rack de equipamentos.

5. Deslize o chassi até o rack de equipamentos ou o gabinete do sistema.
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7. Se ainda nao o tiver feito, instale a moldura.

Passo 4: Instale os médulos do controlador

Depois de instalar os modulos do controlador no novo chassi, vocé precisa inicia-lo.

Para pares de HA com dois mddulos de controlador no mesmo chassi, a sequéncia em que vocé instala o
maodulo de controlador é especialmente importante porque ele tenta reiniciar assim que vocé o senta
completamente no chassi.

Passos

1. Alinhe a extremidade do modulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o mdédulo do controlador até meio do sistema.

@ N&o introduza completamente o modulo do controlador no chassis até ser instruido a fazé-
lo.

2. Recable o console para o modulo do controlador e, em seguida, reconete a porta de gerenciamento.
3. Conclua a instalagdo do médulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o modulo do controlador para dentro do chassis
até que os trincos de bloqueio comecem a subir.

@ Nao utilize forga excessiva ao deslizar o modulo do controlador para dentro do chassis
para evitar danificar os conetores.

b. Assente totalmente o médulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢céo de bloqueio.

c. Conete os cabos de alimentagao as fontes de alimentagao, reinstale o colar de travamento do cabo de
alimentagao e, em seguida, conete as fontes de alimentagao a fonte de alimentagao.

O mddulo do controlador comega a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializacao.

d. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.

€. Interrompa o processo normal de inicializagao e inicialize no Loader pressionando Ctrl-C.

@ Se o sistema parar no menu de inicializagéo, selecione a op¢ao para inicializar NO
Loader.

f. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes.
g. Interrompa o processo de inicializagéo e inicialize no prompt DO Loader pressionando Ctr1-C.
Se o sistema parar no menu de inicializagéo, selecione a opgéo para inicializar NO Loader.

4. Repita os passos anteriores para instalar o segundo controlador no novo chassis.

Conclua o processo de restauragao e substituicao - FAS8300 e FAS8700

Vocé deve verificar o estado de HA do chassi e devolver a pega com falha a NetApp,
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conforme descrito nas instrucdées de RMA fornecidas com o Kkit.

Etapa 1: Verifique e defina o estado HA do chassi

Vocé deve verificar o estado de HA do chassi e, se necessario, atualizar o estado para corresponder a
configuragéo do sistema.

Passos

1. No modo de manutencéo, a partir de qualquer um dos médulos do controlador, apresentar o estado HA do
modulo do controlador local e do chassis: ha-config show

O estado HA deve ser o mesmo para todos os componentes.

2. Se o estado do sistema apresentado para o chassis ndo corresponder a configuragéo do sistema:

a. Defina o estado HA para o chassis: ha-config modify chassis HA-state
O valor para HA-State pode ser um dos seguintes:

" ha
" mcc
" mcc-2n
" mccip
" non-ha
b. Confirme se a definigéo foi alterada: ha-config show

3. Se vocé ainda nao o fez, recable o resto de seu sistema.

Etapa 2: Alterne agregados de volta em uma configuragcdao de MetroCluster de dois nos

Depois de concluir a substituicdo da FRU em uma configuracéo de MetroCluster de dois nés, vocé pode
executar a operagao de switchback do MetroCluster. Isso retorna a configuragdo ao seu estado operacional
normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.

Esta tarefa s6 se aplica a configuragdes de MetroCluster de dois nds.

Passos

1. Verifique se todos os nds estdo no enabled estado: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagdo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagdo de comutagao foi concluida: metrocluster show

A operagao de switchback ainda esta em execugao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuracdo SnapMirror ou SnapVault.
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Passo 3: Conclua o processo de substituicao

Devolva a pega com falha ao NetApp, conforme descrito nas instrugbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicbes" pagina para obter mais informacgoes.

Controlador

Descrigcao geral da substituicao do médulo do controlador - FAS8300 e FAS8700

Tem de rever os pré-requisitos para o procedimento de substituicao e selecionar o
correto para a sua versao do sistema operativo ONTAP.

» Todas as gavetas de unidades devem estar funcionando corretamente.
» Se o sistema estiver em uma configuragdo do MetroCluster, vocé devera revisar a segao "Escolher o
procedimento de recuperacao correto" para determinar se deve usar esse procedimento.

Se esse for o procedimento que vocé deve usar, observe que o procedimento de substituicao da
controladora de um controlador em uma configuragao de MetroCluster de quatro ou oito nés é o mesmo
que em um par de HA. Nenhuma etapa especifica do MetroCluster é necessaria porque a falha é restrita a
um par de HA e os comandos de failover de storage podem ser usados para fornecer operagcoes sem
interrupgdes durante a substitui¢ao.

* Vocé deve substituir o componente com falha por um componente FRU de substituicdo que vocé recebeu
de seu provedor.

* Vocé deve estar substituindo um mddulo de controlador por um moédulo de controlador do mesmo tipo de
modelo. Vocé n&o pode atualizar seu sistema apenas substituindo o médulo do controlador.

* Nao é possivel alterar nenhuma unidade ou compartimentos de unidades como parte deste procedimento.

* Neste procedimento, o dispositivo de inicializagdo € movido do controlador prejudicado para o controlador
replacement, de modo que o controlador replacement inicialize na mesma versdo do ONTAP que o
maédulo do controlador antigo.

« E importante que vocé aplique os comandos nessas etapas nos sistemas corretos:
> O controlador prejudicado é o controlador que esta sendo substituido.
> O no de substituigdo € o novo controlador que esta substituindo o controlador prejudicado.
> O controlador Healthy € o controlador sobrevivente.

* Vocé deve sempre capturar a saida do console do controlador para um arquivo de texto.

Isso fornece um Registro do procedimento para que vocé possa solucionar qualquer problema que possa
encontrar durante o processo de substituic&o.

Desligue o controlador desativado - FAS8300 e FAS8700

Vocé pode desligar ou assumir o controlador prejudicado usando procedimentos
diferentes, dependendo da configuragdo do hardware do sistema de armazenamento.
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Opg¢éao 1: A maioria dos sistemas

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se
necessario, assumir o controlador para que o controlador saudavel continue fornecendo dados do
armazenamento do controlador com deficiéncia.

Sobre esta tarefa

* Se voceé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do no, "status do quorum"desse
no, o status de disponibilidade desse né e o status operacional desse no.

Cada processo SCSI-blade deve estar em quérum com os outros nés no cluster. Qualquer problema
deve ser resolvido antes de prosseguir com a substituigéo.

» Se vocé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver
em quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera
corrigir o problema antes de encerrar o controlador prejudicado; "Sincronize um né com o
cluster"consulte .

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desabilitar devolugéo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node local -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado Entao...
estiver a apresentar...

O prompt Loader Va para a proxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.
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Se o controlador afetado Entao...
estiver a apresentar...

Prompt do sistema ou prompt Assuma ou interrompa o controlador prejudicado do controlador
de senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Opcao 2: O controlador esta em um MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario,
trocar o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador prejudicado.

Sobre esta tarefa

» Vocé deve deixar as fontes de alimentacao ligadas no final deste procedimento para fornecer energia
ao controlador de integridade.

Passos
1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente
para o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...

Mudou automaticamente Avance para o0 passo seguinte.

Nao mudou automaticamente Execute uma operacao de comutacao planejada a partir do
controlador integro: metrocluster switchover

Nao mudou automaticamente,  Reveja as mensagens de veto e, se possivel, resolva o problema
tentou mudar com o comando e e tente novamente. Se vocé ndo conseguir resolver o problema,
o switchover metrocluster entre em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o
-override-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira
quaisquer vetos de software que impecam a operacao de recuperacao.



4. Verifique se a operagéo foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Verifique o estado dos agregados utilizando o0 storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperagao for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer
vetos de software que impecam a operacao de recuperacao.

7. Verifique se a operacao heal esta concluida usando o metrocluster operation show comando
no cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentacéo.



Substitua o hardware do moédulo do controlador - FAS8300 e FAS8700

Para substituir o hardware do maédulo do controlador, € necessario remover o controlador
prejudicado, mover os componentes FRU para o mdédulo do controlador de substituigao,
instalar o médulo do controlador de substituicdo no chassis e, em seguida, inicializar o
sistema para o modo de manutengéo.

O mddulo controlador Ver2 tem apenas um soquete de médulo de cache (slot 6) no FAS8300.
@ O FAS8700 nao tem um maédulo controlador Ver2. A funcionalidade do médulo de
armazenamento em cache nao é afetada pela remocao do socket.

Passo 1: Remova o médulo do controlador

Para aceder aos componentes no interior do médulo do controlador, tem de remover o médulo do controlador
do chassis.

Vocé pode usar a animacgao, ilustragao ou as etapas escritas a seguir para remover o médulo do controlador
do chassi.

Animacao - retire o mdédulo do controlador

1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.
2. Solte os fixadores do cabo de alimentagéo e, em seguida, desconete os cabos das fontes de alimentagao.

3. Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

4. Retire o dispositivo de gestdo de cabos do médulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao
mesmo tempo.
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O mddulo do controlador desloca-se ligeiramente para fora do chassis.
. Faca deslizar o moédulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do médulo do controlador enquanto o desliza para fora do
chassis.

. Coloque o médulo do controlador numa superficie estavel e plana.

. No modulo do controlador de substituicdo, abra a conduta de ar e retire os risers vazios do mddulo do
controlador utilizando a animacéo, a ilustracéo ou 0s passos escritos:

"Retirar os tirantes vazios do mdédulo do controlador de substituicao”
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1. Pressione as patilhas de bloqueio nas laterais da conduta de ar para dentro, em dire¢&o ao centro do
modulo do controlador.

2. Faga deslizar a conduta de ar em diregéo a parte de tras do médulo do controlador e, em seguida, rode-a
para cima até a posi¢cao completamente aberta.

3. Gire a trava de travamento da riser no lado esquerdo da riser 1 para cima e em diregdo a conduta de ar,
levante a riser e, em seguida, coloque-a de lado.

4. Repita o passo anterior para os restantes risers.

Passo 2: Mova as fontes de alimentagao

Deve mover a fonte de alimentagdo do médulo do controlador afetado para o médulo do controlador de
substituicdo quando substituir um médulo do controlador.

Vocé pode usar a animagao, ilustragado ou as etapas escritas a seguir para mover as fontes de alimentagao
para o modulo do controlador de substituicéo.

Animacao - mova as fontes de alimentagao
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1. Retire a fonte de alimentacéo:

a. Rode a pega do excéntrico de forma a que possa ser utilizada para retirar a fonte de alimentagao do
chassis.

b. Prima a patilha de bloqueio azul para libertar a fonte de alimentagéo do chassis.

c. Utilizando ambas as maos, puxe a fonte de alimentagao para fora do chassis e, em seguida, coloque-a
de lado.

2. Mova a fonte de alimentagao para o novo médulo do controlador e, em seguida, instale-a.

3. Utilizando ambas as méaos, apoie e alinhe as extremidades da fonte de alimentagdo com a abertura no
maodulo do controlador e, em seguida, empurre cuidadosamente a fonte de alimentagéo para o médulo do
controlador até que a patilha de bloqueio encaixe no lugar.

As fontes de alimentagdo apenas engatardo adequadamente com o conetor interno e trancam no lugar de
uma forma.

(D Para evitar danificar o conetor interno, nao utilize forca excessiva ao deslizar a fonte de
alimentacao para o sistema.

4. Repita as etapas anteriores para qualquer fonte de alimentacao restante.

Etapa 3: Mova a bateria NVDIMM

Para mover a bateria NVDIMM do modulo do controlador desativado para o médulo do controlador de
substituicdo, é necessario executar uma sequéncia especifica de passos.

Vocé pode usar a animacéo, a ilustragcdo ou as etapas escritas a seguir para mover a bateria NVDIMM do
maodulo do controlador prejudicado para o modulo do controlador de substituicao.
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Animacao - mova a bateria NVDIMM

1. Abrir a conduta de ar:

a. Pressione as patilhas de bloqueio nas laterais da conduta de ar para dentro, em direcdo ao centro do
maodulo do controlador.

b. Facga deslizar a conduta de ar em direc&o a parte de tras do médulo do controlador e, em seguida,
rode-a para cima até a posigdo completamente aberta.

2. Localize a bateria NVDIMM no moédulo do controlador.

1. Localize a ficha da bateria e aperte o clipe na face da ficha da bateria para soltar a ficha da tomada e, em
seqguida, desligue o cabo da bateria da tomada.

2. Segure a bateria e pressione a patilha de bloqueio azul marcada com PUSH e, em seguida, levante a
bateria para fora do suporte e do moédulo do controlador.

3. Desloque a bateria para o médulo do controlador de substituicao.

4. Alinhe o médulo da bateria com a abertura da bateria e, em seguida, empurre cuidadosamente a bateria
para dentro da ranhura até encaixar no lugar.

@ N&o conete o cabo da bateria de volta a placa-mae até que seja instruido a fazé-lo.
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Passo 4: Mova a Midia de inicializagao

Tem de localizar o suporte de arranque e, em seguida, seguir as instru¢gdes para o remover do médulo do
controlador afetado e inseri-lo no médulo do controlador de substituicao.

Pode utilizar a animacgao, a ilustragdo ou os passos escritos a seguir para mover o suporte de arranque do
maodulo do controlador afetado para o médulo do controlador de substituicao.

Animacéo - mova a Midia de inicializagao

1. Localize e remova o suporte de arranque do médulo do controlador:

a. Pressione o botao azul na extremidade do suporte de inicializagdo até que o labio do suporte de
inicializagdo apague o botao azul.

b. Rode o suporte de arranque para cima e puxe cuidadosamente o suporte de arranque para fora do
encaixe.

2. Mova o suporte de arranque para o novo moédulo do controlador, alinhe as extremidades do suporte de
arranque com o alojamento da tomada e, em seguida, empurre-o suavemente para dentro do encaixe.

3. Verifique o suporte de arranque para se certificar de que esta encaixado corretamente e completamente
no encaixe.

Se necessario, retire o suporte de arranque e volte a coloca-lo no socket.

4. Bloqueie o suporte de arranque no devido lugar:

a. Rode o suporte de arranque para baixo em dire¢éo a placa-mae.
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b. Prima o botdo azul de bloqueio para que fique na posicao aberta.

c. Colocando os dedos na extremidade do suporte de arranque com o botdo azul, empurre firmemente a
extremidade do suporte de arranque para engatar o botdo de bloqueio azul.

Passo 5: Mova os risers PCle e a placa mezzanine

Como parte do processo de substituicdo da controladora, vocé deve mover os risers PCle e a placa
mezzanine do médulo do controlador prejudicado para o médulo do controlador de substituigdo.

Vocé pode usar as seguintes animacgdes, ilustragdes, 0 mapa FUR no sistema ou as etapas escritas para

mover os risers PCle e a placa mezzanine do modulo controlador prejudicado para o modulo controlador de
substituicao.

@ N&o é necessario remover as placas PCle dos risers. Transfira os risers, com as placas PCle
ainda instaladas, para o médulo controlador de substituigao.

Movimentagéao do riser PCle 1 e 2 (risers esquerdo e médio):

Animacéo - mover risers PCl 1 e 2

PCle 23 PCle4-5

Movimentagéo da placa mezanino e do riser 3 (riser direito):

Animacéo - mova a placa mezzanine e o riser 3
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1. Mova os risers PCle um e dois do médulo do controlador prejudicado para o médulo do controlador de
substituigdo:

a. Remova quaisquer modulos SFP ou QSFP que possam estar nas placas PCle.

b. Gire a trava de travamento da riser no lado esquerdo da riser para cima e em dire¢cao a conduta de ar.
Ariser levanta-se ligeiramente do médulo do controlador.

c. Levante a riser e, em seguida, mova-a para o moédulo do controlador de substituicao.

d. Alinhe a riser com os pinos na lateral do soquete da riser, abaixe a riser para baixo nos pinos, empurre
a riser diretamente no soquete da placa-méae e gire a trava para baixo com a chapa metalica na riser.

e. Repita esta etapa para o riser numero 2.

2. Remova o riser numero 3, remova a placa mezanino e instale ambos no médulo do controlador de
substituigdo:

a. Remova quaisquer médulos SFP ou QSFP que possam estar nas placas PCle.

b. Gire a trava de travamento da riser no lado esquerdo da riser para cima e em direcdo a conduta de ar.
Ariser levanta-se ligeiramente do médulo do controlador.

c. Levante ariser e, em seguida, coloque-a de lado em uma superficie estavel e plana.

d. Solte os parafusos de aperto manual na placa mezzanine e levante cuidadosamente a placa
diretamente para fora do soquete e, em seguida, mova-a para o modulo controlador de substituigao.
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e. Instale o mezanino no controlador de substituicdo e fixe-o com os parafusos de aperto manual.

f. Instale a terceira riser no médulo do controlador de substituigéo.

Passo 6: Mova modulos de cache

Vocé deve mover os modulos de cache dos mdédulos do controlador prejudicados para o médulo do
controlador de substituicdo ao substituir um modulo do controlador.

O maddulo controlador Ver2 tem apenas um soquete de médulo de cache no FAS8300. O
FAS8700 nao tem um maodulo controlador Ver2. A funcionalidade do médulo de armazenamento
em cache nao é afetada pela remocao do socket.

Vocé pode usar a animagao, ilustracado ou as etapas escritas a seguir para mover os modulos de cache para o
novo modulo do controlador.

Animacgao - mova os modulos de cache

1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.

2. Mova os modulos de armazenamento em cache do modulo do controlador afetado para o médulo do
controlador de substituicao:

a. Pressione a aba de liberagéo azul na extremidade do médulo de cache, gire o mdédulo para cima e
remova o médulo do soquete.
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b. Mova o médulo de armazenamento em cache para o mesmo soquete no modulo do controlador de
substitui¢ao.

c. Alinhe as extremidades do moédulo de armazenamento em cache com o soquete e insira
cuidadosamente o médulo o mais longe possivel no soquete.

d. Gire o modulo de cache para baixo em direcao a placa-mae.

e. Colocando o dedo na extremidade do médulo de armazenamento em cache pelo botdo azul, empurre
firmemente a extremidade do médulo de armazenamento em cache e, em seguida, levante o botédo de
bloqueio para bloquear o médulo de armazenamento em cache no lugar.

Passo 7: Mova os DIMMs

Vocé precisa localizar os DIMMs e depois mové-los do médulo do controlador prejudicado para o médulo do
controlador de substituicéo.

Vocé deve ter o novo médulo de controlador pronto para que possa mover os DIMMs diretamente do médulo
de controlador prejudicado para os slots correspondentes no médulo de controlador de substituigéo.

Vocé pode usar a animagao, ilustragao ou as etapas escritas a seguir para mover os DIMMs do médulo do
controlador prejudicado para o modulo do controlador de substituicéo.

Animacéo - mova os DIMMs
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NVDIMM: Siot 11

SLOTS

128GB
2,4,13,15

2,4,7,9
13, 15, 18, 20

1. Localize os DIMMs no mddulo do controlador.

2. Observe a orientagao do DIMM no soquete para que vocé possa inserir o DIMM no moédulo do controlador
de substituicdo na orientacdo adequada.

3. Verifique se a bateria NVDIMM néo esta conetada ao novo moédulo do controlador.

4. Mova os DIMMs do modulo do controlador prejudicado para o médulo do controlador de substituigao:

@ Certifique-se de que instala cada DIMM no mesmo slot que ocupou no médulo do
controlador prejudicado.

a. Ejete o DIMM de seu slot, empurrando lentamente as abas do ejetor do DIMM em ambos os lados do
DIMM e, em seguida, deslize o DIMM para fora do slot.

@ Segure cuidadosamente o DIMM pelas bordas para evitar a pressdo nos componentes
da placa de circuito DIMM.
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b. Localize o slot DIMM correspondente no médulo do controlador de substitui¢ao.
c. Certifique-se de que as abas do ejetor DIMM no soquete DIMM estao na posigéo aberta e insira o
DIMM diretamente no soquete.

Os DIMMs se encaixam firmemente no soquete, mas devem entrar facilmente. Caso contrario,
realinhar o DIMM com o soquete e reinseri-lo.

d. Inspecione visualmente o DIMM para verificar se ele esta alinhado uniformemente e totalmente
inserido no soquete.

e. Repita essas subetapas para os DIMMs restantes.

5. Conete a bateria NVDIMM a placa-mae.

Certifique-se de que a ficha fica fixa no médulo do controlador.

Passo 8: Instale o médulo do controlador

Depois de todos os componentes terem sido movidos do médulo do controlador afetado para o moédulo do
controlador de substituicao, tem de instalar o modulo do controlador de substituicdo no chassis e, em seguida,
inicia-lo no modo de manutencao.

Vocé pode usar a animacéo, ilustracéo ou as etapas escritas a seguir para instalar o modulo do controlador de
substituicdo no chassi.

Animacao - instale 0 mddulo do controlador

1. Se ainda nao o tiver feito, feche a conduta de ar.

2. Alinhe a extremidade do mdodulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o moédulo do controlador até meio do sistema.

@ Nao introduza completamente o médulo do controlador no chassis até ser instruido a fazé-
lo.
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3. Faca o cabeamento apenas das portas de gerenciamento e console, para que vocé possa acessar o
sistema para executar as tarefas nas segdes a seguir.

@ Vocé conetara o resto dos cabos ao moédulo do controlador posteriormente neste
procedimento.

4. Conclua a instalagédo do modulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o modulo do controlador para dentro do chassis
até que os trincos de bloqueio comecem a subir.

@ Nao utilize forga excessiva ao deslizar o modulo do controlador para dentro do chassis
para evitar danificar os conetores.

b. Assente totalmente o médulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢céo de bloqueio.

c. Conete os cabos de alimentacdo as fontes de alimentacgao, reinstale o colar de travamento do cabo de
alimentacao e, em seguida, conete as fontes de alimentagéo a fonte de alimentagéo.

O mddulo do controlador comeca a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializagao.

d. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.

€. Interrompa o processo normal de inicializagdo e inicialize no Loader pressionando Ctrl1-C.

@ Se o sistema parar no menu de inicializagao, selecione a opgao para inicializar NO
Loader.

f. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes.

g. Interrompa o processo de inicializagéo e inicialize no prompt DO Loader pressionando Ctr1-C.

Se o sistema parar no menu de inicializacéo, selecione a opgao para inicializar NO Loader.

Restaure e verifique a configuragao do sistema - FAS8300 e FAS8700

Depois de concluir a substituicdo de hardware e a inicializacdo para o modo de
manutencao, vocé verifica a configuracao de sistema de baixo nivel do controlador de
substituicao e reconfigura as configuragdes do sistema conforme necessario.

Passo 1: Defina e verifique o tempo do sistema apés a substituicao do controlador

Vocé deve verificar a hora e a data no modulo do controlador de substituicdo em relacido ao modulo do
controlador de integridade em um par de HA, ou em um servidor de tempo confiavel em uma configuragao
autbnoma. Se a hora e a data nao corresponderem, tem de os repor no moédulo do controlador de substituicao
para evitar possiveis interrupgdes nos clientes devido a diferengas de tempo.

Sobre esta tarefa

E importante que vocé aplique os comandos nas etapas nos sistemas corretos:
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* O no replacement é o novo n6 que substituiu o N6 prejudicado como parte deste procedimento.

* O n6 Healthy é o parceiro de HA do n6 replacement.

Passos
1. Se o no6 replacement nao estiver no prompt Loader, interrompa o sistema para o prompt Loader.

2. No né Healthy, verifique a hora do sistema: cluster date show
A data e a hora sédo baseadas no fuso horario configurado.

3. No prompt DO Loader, verifique a data e a hora no né replacement: show date
A data e a hora sdo dadas em GMT.

4. Se necessario, defina a data em GMT no no de substituicdo: set date mm/dd/yyyy
5. Se necessario, defina a hora em GMT no no de substituicdo: set time hh:mm:ss

6. No prompt DO Loader, confirme a data e a hora no né replacement: show date

A data e a hora sao dadas em GMT.

Etapa 2: Verifique e defina o estado HA do mddulo do controlador

Vocé deve verificar o HA estado do mdédulo do controlador e, se necessario, atualizar o estado para
corresponder a configuracéo do sistema.

1. No modo Manutencgao a partir do novo médulo do controlador, verifique se todos os componentes
apresentam o HA mesmo estado: ha-config show

O estado HA deve ser o mesmo para todos os componentes.

2. Se o estado do sistema apresentado do modulo do controlador n&o corresponder a configuragédo do
sistema, defina o HA estado para o modulo do controlador: ha-config modify controller ha-
state

O valor para HA-state pode ser um dos seguintes:

° ha

° mcc

° mcc-2n
° mccip
° non-ha

3. Se o estado do sistema apresentado do médulo do controlador ndo corresponder a configuragéo do
sistema, defina o HA estado para o modulo do controlador: ha-config modify controller ha-
state

4. Confirme se a definigéo foi alterada: ha-config show
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Recable o sistema e reatribuir discos - FAS8300 e FAS8700

Vocé deve concluir uma série de tarefas antes de restaurar o sistema para a operagao
completa.

Passo 1: Recable o sistema

Verifique as conexdes de rede e armazenamento do médulo do controlador.

Passos

1. Verifique se o cabeamento esta correto usando "Active |Q Config Advisor'o .

a. Baixe e instale o Config Advisor.
b. Insira as informagdes do sistema de destino e clique em coletar dados.

c. Clique na guia cabeamento e examine a saida. Certifique-se de que todos os compartimentos de disco
sejam exibidos e todos os discos aparegam na saida, corrigindo quaisquer problemas de cabeamento
encontrados.

d. Verifique outro cabeamento clicando na guia apropriada e, em seguida, examinando a saida do Config
Advisor.

Etapa 2: Reatribuir discos

Se o sistema de storage estiver em um par de HA, a ID do sistema do novo moédulo de controladora sera
automaticamente atribuida aos discos quando o giveback ocorrer no final do procedimento. Em um sistema
autbnomo, vocé deve reatribuir manualmente a ID aos discos.

Tem de utilizar o procedimento correto para a sua configuracgao:

Redundancia de controladora Em seguida, use este procedimento...

Par de HA Opgao 1: Verifique a alteragao da ID do sistema em um sistema HA]

Configuragado de MetroCluster de  Opc¢ao 2: Reatribuir manualmente a ID do sistema em sistemas em uma
dois nés configuragao MetroCluster de dois nos

Opcéo 1: Verifique a alteracao da ID do sistema em um sistema HA

Vocé deve confirmar a alteracéo do ID do sistema quando vocé inicializar o controlador replacement e, em
seguida, verificar se a alteragao foi implementada.

Este procedimento aplica-se apenas a sistemas que executam o ONTAP em um par de HA.

1.
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Se o controlador replacement estiver no modo Manutengédo (mostrando o *> prompt, saia do modo
Manutencao e va para o prompt Loader: halt

. A partir do prompt Loader no controlador replacement, inicialize o controlador, inserindo y se for solicitado

a substituir o ID do sistema devido a uma incompatibilidade de ID do sistema:

. Aguarde até que awaiting for giveback.. mensagem seja exibida no console do controlador

replacement e, em seguida, a partir do controlador saudavel, verifique se o novo ID do sistema do parceiro
foi atribuido automaticamente: storage failover show

Na saida do comando, vocé vera uma mensagem informando que a ID do sistema foi alterada no


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

controlador prejudicado, mostrando as IDs antigas e novas corretas. No exemplo a seguir, o node2 foi
substituido e tem um novo ID de sistema de 151759706.

nodel> “storage failover show’

Takeover
Node Partner Possible State Description
nodel node?2 false System ID changed on
partner (0Old:
151759755, New:
151759706), In takeover
node?2 nodel = Waiting for giveback

(HA mailboxes)

4. A partir do controlador saudavel, verifique se todos os coredumps sao salvos:

a. Mude para o nivel de privilégio avangado: set -privilege advanced

Vocé pode responder Y quando solicitado a continuar no modo avangado. O prompt do modo
avangado é exibido (*>).

b. Salve quaisquer coredumps: system node run -node local-node-name partner savecore

c. Aguarde que o comando "avecore" seja concluido antes de emitir o giveback.

Vocé pode inserir o seguinte comando para monitorar o progresso do comando savecore: system
node run -node local-node-name partner savecore -s

d. Voltar ao nivel de privilégio de administrador: set -privilege admin

5. Se o sistema de storage tiver o Storage ou o volume Encryption configurado, vocé devera restaurar a
funcionalidade Storage ou volume Encryption usando um dos procedimentos a seguir, dependendo se
vocé estiver usando o gerenciamento de chaves integrado ou externo:

o "Restaurar chaves de criptografia integradas de gerenciamento de chaves"
> "Restaurar chaves de criptografia de gerenciamento de chaves externas"
6. Devolver o controlador:

a. A partir do controlador saudavel, devolva o armazenamento do controlador substituido: storage
failover giveback -ofnode replacement node name

O controlador replacement recupera seu armazenamento e completa a inicializagao.

Se vocé for solicitado a substituir a ID do sistema devido a uma incompatibilidade de ID do sistema, y

digite .
@ Se o giveback for vetado, vocé pode considerar substituir os vetos.

"Encontre o Guia de Configuragao de alta disponibilidade para a sua versdo do ONTAP 9"
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a. Apos a conclusao do giveback, confirme que o par de HA esta saudavel e que a aquisigcao é possivel:
storage failover show

A saida do storage failover show comando ndo deve incluir a ID do sistema alterada na
mensagem do parceiro.

7. Verifique se os discos foram atribuidos corretamente: storage disk show -ownership

Os discos pertencentes ao controlador replacement devem mostrar o novo ID do sistema. No exemplo a
seguir, os discos de propriedade de node1 agora mostram o novo ID do sistema, 1873775277

nodel> “storage disk show -ownership’

Disk Aggregate Home Owner DR Home Home ID Owner ID DR Home ID
Reserver Pool

1.0.0 aggr0 1 nodel nodel - 1873775277 1873775277 -
1873775277 Pool0
1.0.1 aggr0 1 nodel nodel 1873775277 1873775277 -

1873775277 Pool0

Opcéo 2: Reatribuir manualmente a ID do sistema em sistemas em uma configuragcdo MetroCluster de dois nés

Em uma configuragéo MetroCluster de dois nds executando o ONTAP, vocé deve reatribuir manualmente os
discos a ID do sistema da nova controladora antes de retornar o sistema a condigdo operacional normal.

Sobre esta tarefa

Este procedimento aplica-se apenas a sistemas em uma configuragéo de MetroCluster de dois nos
executando o ONTAP.

Vocé deve ter certeza de emitir os comandos neste procedimento no no correto:

* O no prejudicado € o n6 no qual vocé esta realizando a manutengao.
* O no replacement € o novo N6 que substituiu 0 N6 prejudicado como parte deste procedimento.

* O no Healthy é o parceiro de DR do no6 prejudicado.

Passos

1. Se ainda nao o tiver feito, reinicie o né replacement, interrompa o processo de inicializagdo entrando "Ctrl-
C e selecione a opgao para inicializar no modo Manutengdo no menu exibido.

Vocé deve digitar Y quando solicitado para substituir a ID do sistema devido a uma incompatibilidade de 1D
do sistema.

2. Veja os IDs de sistema antigos a partir do n6 saudavel: ‘metrocluster node show -fields node-
systemid,dr-Partner-systemid'
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Neste exemplo, o Node_B_1 é o né antigo, com o ID do sistema antigo de 118073209:

dr-group-id cluster node node-systemid dr-
partner-systemid

1 Cluster A Node A 1 536872914
118073209
1 Cluster B Node B 1 118073209
536872914

2 entries were displayed.

3. Veja a nova ID do sistema no prompt do modo de manuteng&o no né prejudicado: disk show

Neste exemplo, o novo ID do sistema é 118065481:

Local System ID: 118065481

4. Reatribua a propriedade do disco (para sistemas FAS), usando as informagdes de ID do sistema obtidas
do comando disk show: disk reassign -s old system ID

No caso do exemplo anterior, 0 comando é: disk reassign -s 118073209
Vocé pode responder Y quando solicitado a continuar.
3. Verifique se os discos foram atribuidos corretamente: disk show -a
Verifique se os discos pertencentes ao no replacement mostram o novo ID do sistema para o né

replacement. No exemplo a seguir, os discos pertencentes ao System-1 agora mostram a nova ID do
sistema, 118065481

*> disk show -a
Local System ID: 118065481

DISK OWNER POOL SERIAL NUMBER HOME
disk name system-1 (118065481) PoolO J8YOTDZzC system-1
(118065481)
disk name system-1 (118065481) PoolO J8Y09DXC system-1
(118065481)
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6. A partir do n6 saudavel, verifique se todos os coredumps sao salvos:
a. Mude para o nivel de privilégio avan¢ado: set -privilege advanced

Vocé pode responder Y quando solicitado a continuar no modo avancado. O prompt do modo
avancgado é exibido (*>).

b. Verifique se os coredumps estdo salvos: system node run -node local-node-name partner
savecore

Se o comando output indicar que o savecore esta em andamento, aguarde que o savecore seja
concluido antes de emitir o giveback. Vocé pode monitorar o progresso do savecore usando o0 system
node run -node local-node-name partner savecore -s command .</info>.

C. Voltar ao nivel de privilégio de administrador: set -privilege admin

7. Se o n6 replacement estiver no modo Manutengao (mostrando o prompt *>), saia do modo Manutengao e
va para o prompt Loader: halt

8. Inicialize o nd replacement: boot ontap

9. Apds o no replacement ter sido totalmente inicializado, execute um switchback: metrocluster
switchback

10. Verifique a configuragdo do MetroCluster: metrocluster node show - fields configuration-
state

nodel siteA::> metrocluster node show -fields configuration-state

dr-group-id cluster node configuration-state
1 nodel siteA nodelmcc-001 configured
1 nodel siteA nodelmcc-002 configured
1 nodel siteB nodelmcc-003 configured
1 nodel siteB nodelmcc-004 configured

4 entries were displayed.

11. Verifiqgue a operagéo da configuragdo do MetroCluster no Data ONTAP:
a. Verifique se ha alertas de integridade em ambos os clusters: system health alert show
b. Confirme se o MetroCluster esta configurado e no modo normal: metrocluster show
C. Execute uma verificagdo MetroCluster: metrocluster check run
d. Apresentar os resultados da verificagdo MetroCluster: metrocluster check show

e. Execute o Config Advisor. Va para a pagina Config Advisor no site de suporte da NetApp em
"Support.NetApp.com/NOW/download/Tools/config ADVISOR/".

Depois de executar o Config Advisor, revise a saida da ferramenta e siga as recomendagdes na saida
para resolver quaisquer problemas descobertos.
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12. Simular uma operacao de comutacao:

a. A partir do prompt de qualquer no, altere para o nivel de privilégio avancado: set -privilege
advanced

Vocé precisa responder com y quando solicitado para continuar no modo avangado e ver o prompt do
modo avangado (*>).

b. Execute a operagdo de switchback com o pardmetro -simule: metrocluster switchover
-simulate

C. Voltar ao nivel de privilégio de administrador: set -privilege admin

Restauragao completa do sistema - FAS8300 e FAS8700

Para restaurar o sistema para a operagéo completa, vocé deve restaurar a configuragao
de criptografia de armazenamento NetApp (se necessario), instalar licengas para a nova
controladora e devolver a peca com falha ao NetApp, conforme descrito nas instrugdes
de RMA fornecidas com o Kkit.

Passo 1: Instale licengas para o controlador de substituicio no ONTAP

Vocé deve instalar novas licengas para o n6 replacement se o n6 prejudicado estiver usando recursos do
ONTAP que exigem uma licenga padrao (node-locked). Para recursos com licengas padrao, cada n6 no
cluster deve ter sua propria chave para o recurso.

Sobre esta tarefa

Até instalar chaves de licenga, os recursos que exigem licengas padrao continuam disponiveis para o n6é
replacement. No entanto, se o n6 prejudicado for o Unico né no cluster com uma licenga para o recurso,
nenhuma alteragédo de configuragao sera permitida.

Além disso, o uso de recursos nao licenciados no n6 pode coloca-lo fora de conformidade com o seu contrato
de licenga, entdo vocé deve instalar a chave de licenga de substituicdo ou chaves no n6 replacement o mais
rapido possivel.

Antes de comecar
As chaves de licenca devem estar no formato de 28 carateres.

Vocé tem um periodo de caréncia de 90 dias para instalar as chaves de licenca. Apds o periodo de caréncia,
todas as licengas antigas sao invalidadas. Depois que uma chave de licenga valida é instalada, vocé tem 24
horas para instalar todas as chaves antes que o periodo de caréncia termine.

Se o sistema estava executando inicialmente o ONTAP 9.10,1 ou posterior, use o procedimento

@ documentado em "Pds-processo de substituicao da placa-mée para atualizar o licenciamento
em um sistema AFF/FAS". Se nao tiver certeza da verséao inicial do ONTAP para o seu sistema,
consulte "NetApp Hardware Universe" para obter mais informagoes.

Passos

1. Se vocé precisar de novas chaves de licenga, obtenha chaves de licenga de substituicao na "Site de
suporte da NetApp" se¢do meu suporte em licengas de software.
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As novas chaves de licenga que vocé precisa sdo geradas automaticamente e enviadas
para o enderego de e-mail em arquivo. Se vocé nao receber o e-mail com as chaves de
licenga no prazo de 30 dias, entre em Contato com o suporte técnico.

2. Instale cada chave de licenga: system license add -license-code license-key, license-
key...

3. Remova as licencgas antigas, se desejar:
a. Verifique se ha licengas nao utilizadas: 1icense clean-up -unused -simulate

b. Se a lista estiver correta, remova as licengas ndo utilizadas: 1icense clean-up -unused

Passo 2: Verifique LIFs e registrando o niumero de série

Antes de retornar o né replacement ao servigo, vocé deve verificar se os LIFs estdo em suas portas iniciais e
Registrar o numero de série do n6 replacement se o AutoSupport estiver ativado e redefinir a giveback
automatica.

Passos

1. Verifique se as interfaces logicas est&o relatando para o servidor doméstico e as portas: network
interface show -is-home false

Se algum LIFs estiver listado como false, reverta-os para suas portas iniciais: network interface
revert -vserver * -1if *
2. Registre o numero de série do sistema com o suporte da NetApp.
o Se o AutoSupport estiver ativado, envie uma mensagem AutoSupport para Registrar o nimero de
série.
o Se o AutoSupport nao estiver ativado, ligue "Suporte a NetApp" para registar o nimero de série.

3. Verifique a integridade do cluster. Consulte o "Como realizar uma verificagao de integridade do cluster com
um script no ONTAP" artigo da KB para obter mais informagoes.

4. Se uma janela de manuteng&o do AutoSupport foi acionada, encerre-a usando o0 system node
autosupport invoke -node * -type all -message MAINT=END comando.

5. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local
-auto-giveback true

Etapa 3: Alterne agregados de volta em uma configuracao de MetroCluster de dois nés

Depois de concluir a substituigdo da FRU em uma configuracdo de MetroCluster de dois nés, vocé pode
executar a operacao de switchback do MetroCluster. Isso retorna a configuragdo ao seu estado operacional
normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.

Esta tarefa so se aplica a configuracdes de MetroCluster de dois nos.

Passos

1. Verifique se todos os nds estdo no enabled estado: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagdo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagdo de comutagao foi concluida: metrocluster show

A operagao de switchback ainda esta em execugao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuracdo SnapMirror ou SnapVault.
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Passo 4: Devolva a pe¢ca com falha ao NetApp

Devolva a pega com falha ao NetApp, conforme descrito nas instrugbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicbes" pagina para obter mais informacgoes.

Substitua um DIMM - FAS8300 e FAS8700

Vocé deve substituir um DIMM no controlador quando seu sistema de armazenamento
encontrar erros como erros CECC excessivos (codigos de correcdo de erros
Correctable) que s&o baseados em alertas do Monitor de integridade ou erros ECC
incorrigiveis, geralmente causados por uma unica falha de DIMM que impede o sistema
de armazenamento de inicializar o ONTAP.

Todos os outros componentes do sistema devem estar funcionando corretamente; caso contrario, vocé deve
entrar em Contato com o suporte técnico.

Vocé deve substituir o componente com falha por um componente FRU de substituicao que vocé recebeu de
seu provedor.

Passo 1: Desligue o controlador desativado

Vocé pode desligar ou assumir o controlador prejudicado usando procedimentos diferentes, dependendo da
configuragéo do hardware do sistema de armazenamento.
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Opc¢éao 1: A maioria das configuragoes

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se
necessario, assumir o controlador para que o controlador saudavel continue fornecendo dados do
armazenamento do controlador com deficiéncia.

Sobre esta tarefa

* Se voceé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do no, "status do quorum"desse
no, o status de disponibilidade desse né e o status operacional desse no.

Cada processo SCSI-blade deve estar em quérum com os outros nés no cluster. Qualquer problema
deve ser resolvido antes de prosseguir com a substituigéo.

» Se vocé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver
em quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera
corrigir o problema antes de encerrar o controlador prejudicado; "Sincronize um né com o
cluster"consulte .

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desabilitar devolugéo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node local -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado Entao...
estiver a apresentar...

O prompt Loader Va para a proxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.
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Se o controlador afetado Entao...
estiver a apresentar...

Prompt do sistema ou prompt Assuma ou interrompa o controlador prejudicado do controlador
de senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Opcao 2: O controlador esta em um MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario,
trocar o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador prejudicado.

Sobre esta tarefa

» Vocé deve deixar as fontes de alimentacao ligadas no final deste procedimento para fornecer energia
ao controlador de integridade.

Passos
1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente
para o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...

Mudou automaticamente Avance para o0 passo seguinte.

Nao mudou automaticamente Execute uma operacao de comutacao planejada a partir do
controlador integro: metrocluster switchover

Nao mudou automaticamente,  Reveja as mensagens de veto e, se possivel, resolva o problema
tentou mudar com o comando e e tente novamente. Se vocé ndo conseguir resolver o problema,
o switchover metrocluster entre em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o
-override-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira
quaisquer vetos de software que impecam a operacao de recuperacao.



4. Verifique se a operagéo foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Verifique o estado dos agregados utilizando o0 storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperagao for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer
vetos de software que impecam a operacao de recuperacao.

7. Verifique se a operacao heal esta concluida usando o metrocluster operation show comando
no cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentacéo.



Passo 2: Remova o médulo do controlador

Para aceder aos componentes no interior do médulo do controlador, tem de remover o médulo do controlador
do chassis.

Vocé pode usar a animacgao, ilustragdo ou as etapas escritas a seguir para remover o modulo do controlador
do chassi.

Animacao - retire o mdédulo do controlador

Passos

1.
2.
3.

Se vocé ainda nao esta aterrado, aterre-se adequadamente.
Solte os fixadores do cabo de alimentagao e, em seguida, desconete os cabos das fontes de alimentacao.

Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

Retire o dispositivo de gestao de cabos do médulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao
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mesmo tempo.
O mddulo do controlador desloca-se ligeiramente para fora do chassis.
Faca deslizar o médulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do médulo do controlador enquanto o desliza para fora do
chassis.
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7. Cologue o médulo do controlador numa superficie estavel e plana.

Etapa 3: Substitua os DIMMs do sistema

A substituicdo de um DIMM do sistema envolve a identificagdo do DIMM de destino através da mensagem de
erro associada, a localizagdo do DIMM de destino usando o mapa da FRU no duto de ar e, em seguida, a

substituicao do DIMM.

Vocé pode usar a animacgéo, ilustragao ou as etapas escritas a seguir para substituir um DIMM do sistema.

@ A animacgdo e a ilustragdo mostram slots vazios para soquetes sem DIMMs. Esses soquetes
vazios sao preenchidos com espagos em branco.

Animacao - substitua um DIMM do sistema

NVDIMM: Slot 11

SLOTS

128GB
2,4,13,15

2,4,7,9
13, 15, 18, 20

O numero e a localizagdo dos DIMMS no seu sistema dependem do modelo do seu sistema. Consulte o0 mapa
da FRU na conduta de ar para obter mais informagdes.
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» Se vocé tiver um sistema FAS8300, os DIMMs do sistema estao localizados nos soquetes 2, 4, 13 e 15.

» Se vocé tiver um sistema FAS8700, os DIMMs do sistema estdo localizados nos slots 2,4, 7, 9, 13, 15, 18
e 20.

* O NVDIMM esta localizado no slot 11.

Passos
1. Abrir a conduta de ar:

a. Pressione as patilhas de bloqueio nas laterais da conduta de ar para dentro, em direcdo ao centro do
modulo do controlador.

b. Faga deslizar a conduta de ar em diregéo a parte de tras do modulo do controlador e, em seguida,
rode-a para cima até a posicdo completamente aberta.

2. Localize os DIMMs no moédulo do controlador.

3. Observe a orientagdo do DIMM no soquete para que vocé possa inserir o DIMM de substituicdo na
orientagcédo adequada.

4. Ejete o DIMM do soquete empurrando lentamente as duas abas do ejetor do DIMM em ambos os lados do
DIMM e, em seguida, deslize o DIMM para fora do soquete.

@ Segure cuidadosamente o DIMM pelas bordas para evitar a pressdo nos componentes da
placa de circuito DIMM.

5. Remova o DIMM de substituicdo do saco de transporte antiestatico, segure o DIMM pelos cantos e alinhe-
0 com o slot.

O entalhe entre os pinos no DIMM deve estar alinhado com a guia no soquete.

6. Certifique-se de que as abas do ejetor DIMM no conetor estdo na posicéo aberta e insira o DIMM
diretamente no slot.

O DIMM encaixa firmemente no slot, mas deve entrar facilmente. Caso contrario, realinhar o DIMM com o
slot e reinseri-lo.

@ Inspecione visualmente o DIMM para verificar se ele esta alinhado uniformemente e
totalmente inserido no slot.

7. Empurre com cuidado, mas firmemente, na borda superior do DIMM até que as abas do ejetor se
encaixem no lugar sobre os entalhes nas extremidades do DIMM.

8. Feche a conduta de ar.

Passo 4: Instale o modulo do controlador

Depois de ter substituido o componente no mddulo do controlador, tem de reinstalar o médulo do controlador
no chassis.

Vocé pode usar a animagéao, desenho ou as etapas escritas a seguir para instalar o médulo do controlador no
chassi.

Animagao - instale 0 modulo do controlador
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Passos
1. Se ainda nao o tiver feito, feche a conduta de ar.

2. Alinhe a extremidade do modulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o mdédulo do controlador até meio do sistema.

@ N&o introduza completamente o modulo do controlador no chassis até ser instruido a fazé-
lo.

3. Faca o cabeamento apenas das portas de gerenciamento e console, para que vocé possa acessar o
sistema para executar as tarefas nas secdes a seguir.

@ Vocé conetara o resto dos cabos ao mddulo do controlador posteriormente neste
procedimento.

4. Conclua a instalagdo do modulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o modulo do controlador para dentro do chassis
até que os trincos de bloqueio comecem a subir.

@ N&o utilize forga excessiva ao deslizar o modulo do controlador para dentro do chassis
para evitar danificar os conetores.

b. Assente totalmente o mdédulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢cédo de bloqueio.

c. Conete os cabos de alimentacao as fontes de alimentagao, reinstale o colar de travamento do cabo de
alimentacao e, em seguida, conete as fontes de alimentagéo a fonte de alimentagéo.

O maddulo do controlador comega a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializagao.

d. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.
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€. Interrompa o processo normal de inicializagdo e inicialize no Loader pressionando Ctr1-C.

@ Se o sistema parar no menu de inicializacéo, selecione a opg¢ao para inicializar NO
Loader.

f. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes.

Passo 5: Restaure o médulo do controlador para a operagao

Vocé deve reajustar o sistema, devolver o modulo do controlador e, em seguida, reativar a giveback
automatica.

Passos
1. Recable o sistema, conforme necessario.

Se vocé removeu os conversores de Midia (QSFPs ou SFPs), lembre-se de reinstala-los se vocé estiver
usando cabos de fibra otica.

2. Volte a colocar o controlador em funcionamento normal, devolvendo o respetivo armazenamento:
storage failover giveback -ofnode impaired node name

3. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local
-auto-giveback true

Etapa 6: Alterne agregados de volta em uma configuragcdo de MetroCluster de dois
nés

Depois de concluir a substituicgdo da FRU em uma configuracéo de MetroCluster de dois nés, vocé pode
executar a operagao de switchback do MetroCluster. Isso retorna a configuragéo ao seu estado operacional
normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.

Esta tarefa so se aplica a configuragoes de MetroCluster de dois nos.

Passos

1. Verifique se todos os nds estdo no enabled estado: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagdo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagdo de comutagao foi concluida: metrocluster show

A operagao de switchback ainda esta em execugao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuracdo SnapMirror ou SnapVault.
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Passo 7: Devolva a pe¢ca com falha ao NetApp

Devolva a pega com falha ao NetApp, conforme descrito nas instrugcdes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicoes" pagina para obter mais informagoes.

Moédulo da ventoinha de troca a quente - FAS8300 e
FAS8700

Para trocar um modulo de ventilador sem interromper o servigo, vocé deve executar uma
sequéncia especifica de tarefas.

Tem de substituir o modulo da ventoinha no espaco de dois minutos apds o retirar do chassis. O
fluxo de ar do sistema € interrompido e 0 médulo do controlador ou modulos sédo desligados
apo6s dois minutos para evitar o sobreaquecimento.

Vocé pode usar a seguinte animagao, ilustragéo ou as etapas escritas para trocar um modulo de ventilador a
quente.

Animacao - substitua uma ventoinha

Passos
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. Se vocé ainda nao esta aterrado, aterre-se adequadamente.

Retire a moldura (se necessario) com duas maos, segurando as aberturas de cada lado da moldura e
puxando-a na sua diregdo até que a moldura se solte dos pernos esféricos na estrutura do chassis.

Identifique o modulo da ventoinha que deve substituir verificando as mensagens de erro da consola e
observando o LED de atencdo em cada moédulo da ventoinha.

. Pressione o trinco de desbloqueio no manipulo do excéntrico do modulo da ventoinha e, em seguida, rode

o0 manipulo do excéntrico para baixo.
O mdédulo da ventoinha afasta-se um pouco do chassis.

Puxe o modulo da ventoinha diretamente para fora do chassis, certificando-se de que o apoia com a mao
livre para que nao saia do chassis.

@ Os modulos da ventoinha sao curtos. Apoie sempre a parte inferior do médulo da ventoinha
com a mao livre para que nao caia subitamente do chassis e 0 machuque.

Coloque o0 mddulo da ventoinha de lado.

7. Insira o médulo da ventoinha de substituicdo no chassis, alinhando-o com a abertura e, em seguida,

10.

1.

deslizando-o para o chassis.
Empurre firmemente a pega do came do modulo da ventoinha para que fique totalmente assente no
chassis.

O manipulo do came levanta-se ligeiramente quando o modulo do ventilador estd completamente
encaixado.

Desloque o manipulo do excéntrico para a posigao fechada, certificando-se de que o trinco de libertagdo
do manipulo do excéntrico encaixa na posigcao de bloqueio.

O LED de atengéo nao deve estar aceso depois de o ventilador estar sentado e ter girado para a
velocidade operacional.

Alinhe a moldura com os pernos esféricos e, em seguida, empurre cuidadosamente a moldura para os
pernos esféricos.

Devolva a pega com falha ao NetApp, conforme descrito nas instrugbes de RMA fornecidas com o kit.
Consulte a "Devolugao de pecas e substituicbes" pagina para obter mais informacgoes.

Substitua um NVDIMM - FAS8300 e FAS8700

Vocé deve substituir o NVDIMM no médulo do controlador quando o sistema Registrar
que a vida util do flash esta quase no fim ou que o NVDIMM identificado n&o esta
funcionando em geral; a falha em fazé-lo causa um panico no sistema.

Todos os outros componentes do sistema devem estar funcionando corretamente; caso contrario, vocé deve
entrar em Contato com o suporte técnico.

Vocé deve substituir o componente com falha por um componente FRU de substituigdo que vocé recebeu de
seu provedor.
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Passo 1: Desligue o controlador desativado

Vocé pode desligar ou assumir o controlador prejudicado usando procedimentos diferentes, dependendo da
configuragédo do hardware do sistema de armazenamento.

84



Opc¢éao 1: A maioria das configuragoes

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se
necessario, assumir o controlador para que o controlador saudavel continue fornecendo dados do
armazenamento do controlador com deficiéncia.

Sobre esta tarefa

* Se voceé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do no, "status do quorum"desse
no, o status de disponibilidade desse né e o status operacional desse no.

Cada processo SCSI-blade deve estar em quérum com os outros nés no cluster. Qualquer problema
deve ser resolvido antes de prosseguir com a substituigéo.

» Se vocé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver
em quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera
corrigir o problema antes de encerrar o controlador prejudicado; "Sincronize um né com o
cluster"consulte .

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desabilitar devolugéo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node local -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado Entao...
estiver a apresentar...

O prompt Loader Va para a proxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.
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Se o controlador afetado Entao...
estiver a apresentar...

Prompt do sistema ou prompt Assuma ou interrompa o controlador prejudicado do controlador
de senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Opcao 2: O controlador esta em um MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario,
trocar o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador prejudicado.

Sobre esta tarefa

» Vocé deve deixar as fontes de alimentacao ligadas no final deste procedimento para fornecer energia
ao controlador de integridade.

Passos
1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente
para o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...

Mudou automaticamente Avance para o0 passo seguinte.

Nao mudou automaticamente Execute uma operacao de comutacao planejada a partir do
controlador integro: metrocluster switchover

Nao mudou automaticamente,  Reveja as mensagens de veto e, se possivel, resolva o problema
tentou mudar com o comando e e tente novamente. Se vocé ndo conseguir resolver o problema,
o switchover metrocluster entre em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o
-override-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira
quaisquer vetos de software que impecam a operacao de recuperacao.



4. Verifique se a operagéo foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Verifique o estado dos agregados utilizando o0 storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperagao for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer
vetos de software que impecam a operacao de recuperacao.

7. Verifique se a operacao heal esta concluida usando o metrocluster operation show comando
no cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentacéo.



Passo 2: Remova o médulo do controlador

Para aceder aos componentes no interior do médulo do controlador, tem de remover o médulo do controlador
do chassis.

Vocé pode usar a ilustragdo a seguir ou as etapas escritas para remover o médulo do controlador do chassi.

Animacao - retire o modulo do controlador

Passos

1.
2.
3.

Se vocé ainda nao esta aterrado, aterre-se adequadamente.
Solte os fixadores do cabo de alimentagao e, em seguida, desconete os cabos das fontes de alimentagéo.

Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

Retire o dispositivo de gestao de cabos do mdédulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao
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mesmo tempo.
O mddulo do controlador desloca-se ligeiramente para fora do chassis.
Faca deslizar o modulo do controlador para fora do chassis.

Certifigue-se de que suporta a parte inferior do médulo do controlador enquanto o desliza para fora do
chassis.

Coloque o modulo do controlador numa superficie estavel e plana.
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Passo 3: Substitua o NVDIMM

Para substituir o NVDIMM, vocé deve localiza-lo no médulo do controlador usando o mapa da FRU na parte
superior do duto de ar o mapa da FRU na parte superior do riser do slot 1.

* O LED NVDIMM fica intermitente durante a remogao de conteudo quando o sistema € interrompido.
Depois que o destage estiver completo, o LED desliga-se.

« Embora o conteudo do NVDIMM seja criptografado, € uma pratica recomendada apagar o conteudo do
NVDIMM antes de substitui-lo. Para obter mais informacdes, consulte o "Declaracao de volatilidade" no
site de suporte da NetApp.

@ Vocé deve fazer login no site de suporte da NetApp para exibir a Declaragédo de volatilidade
para o seu sistema.

Vocé pode usar a animagao, ilustragao ou as etapas escritas a seguir para substituir o NVDIMM.

@ A animacéo e a ilustracdo mostram slots vazios para soquetes sem DIMMs. Esses soquetes
vazios sao preenchidos com espagos em branco.

Animacao - substitua o NVDIMM
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NVDIMM: Siot 11

SLOTS

128GB
2,4,13,15

2,4,7,9
13, 15, 18, 20

Passos
1. Abra a conduta de ar e, em seguida, localize o NVDIMM no slot 11 do médulo do controlador.

@ O NVDIMM tem uma aparéncia significativamente diferente dos DIMMSs do sistema.

2. Ejete o NVDIMM de seu slot, afastando lentamente as duas abas do ejetor NVDIMM em ambos os lados
do NVDIMM e, em seguida, deslize o NVDIMM para fora do soquete e coloque-o de lado.

@ Segure cuidadosamente o NVDIMM pelas bordas para evitar a pressdo nos componentes
da placa de circuito NVDIMM.

3. Remova a NVDIMM de substituicao da bolsa de transporte antiestatica, segure a NVDIMM pelos cantos e,
em seguida, alinhe-a com o slot.

O entalhe entre os pinos no NVDIMM deve estar alinhado com a guia no soquete.
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4. Localize o slot onde vocé esta instalando o NVDIMM.

5. Insira o NVDIMM diretamente no slot.

O NVDIMM encaixa firmemente no slot, mas deve entrar facilmente. Caso contrario, realinhar o NVDIMM
com o slot e reinseri-lo.

@ Inspecione visualmente o NVDIMM para verificar se ele esta alinhado uniformemente e
totalmente inserido no slot.

6. Empurre com cuidado, mas firmemente, na borda superior do NVDIMM até que as abas do ejetor se
encaixem no lugar sobre os entalhes nas extremidades do NVDIMM.

7. Feche a conduta de ar.

Passo 4: Instale o moédulo do controlador

Depois de ter substituido o componente no médulo do controlador, tem de reinstalar o médulo do controlador
no chassis e, em seguida, inicia-lo.

Vocé pode usar a animacéo, ilustragéo ou as etapas escritas a seguir para instalar o modulo do controlador no
chassi.

Animacao - instale o mddulo do controlador
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Passos
1. Se ainda nao o tiver feito, feche a conduta de ar.

2. Alinhe a extremidade do mddulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o mddulo do controlador até meio do sistema.

@ Nao introduza completamente o modulo do controlador no chassis até ser instruido a fazé-
lo.

3. Faga o cabeamento apenas das portas de gerenciamento e console, para que vocé possa acessar o
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sistema para executar as tarefas nas segbes a seguir.

@ Vocé conetara o resto dos cabos ao mdédulo do controlador posteriormente neste
procedimento.

4. Conclua a instalacdo do modulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o médulo do controlador para dentro do chassis
até que os trincos de bloqueio comecem a subir.

@ Nao utilize forca excessiva ao deslizar o médulo do controlador para dentro do chassis
para evitar danificar os conetores.

b. Assente totalmente o médulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢cao de bloqueio.

c. Conete os cabos de alimentagao as fontes de alimentagao, reinstale o colar de travamento do cabo de
alimentagao e, em seguida, conete as fontes de alimentacao a fonte de alimentagao.

O mddulo do controlador comega a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializagao.

d. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.

€. Interrompa o processo normal de inicializagdo e inicialize no Loader pressionando Ctr1-C.

@ Se o sistema parar no menu de inicializagao, selecione a op¢ao para inicializar NO
Loader.

f. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes.

Passo 5: Restaure o médulo do controlador para a operagao

Vocé deve reajustar o sistema, devolver o modulo do controlador e, em seguida, reativar a giveback
automatica.

Passos
1. Recable o sistema, conforme necessario.

Se vocé removeu os conversores de Midia (QSFPs ou SFPs), lembre-se de reinstala-los se vocé estiver
usando cabos de fibra otica.

2. Volte a colocar o controlador em funcionamento normal, devolvendo o respetivo armazenamento:
storage failover giveback -ofnode "impaired node name’

3. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local

-auto-giveback true

Etapa 6: Alterne agregados de volta em uma configuragdo de MetroCluster de dois
noés

Depois de concluir a substituigdo da FRU em uma configuragéo de MetroCluster de dois nds, vocé pode
executar a operagao de switchback do MetroCluster. Isso retorna a configuragéo ao seu estado operacional
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normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.

Esta tarefa s6 se aplica a configuragdes de MetroCluster de dois nds.

Passos

1. Verifique se todos 0s nos estédo no enabled estado: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B

controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagéo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagao de comutagao foi concluida: metrocluster show

A operacgao de switchback ainda esta em execuc¢ao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuragdo SnapMirror ou SnapVault.

Passo 7: Devolva a pe¢ca com falha ao NetApp

Devolva a pega com falha ao NetApp, conforme descrito nas instrugcbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicoes" pagina para obter mais informacdes.

Substitua a bateria NVDIMM - FAS8300 e FAS8700

Para substituir a bateria NVDIMM, é necessario remover o modulo do controlador,
remover a bateria, substituir a bateria e reinstalar o moédulo do controlador.

Todos os outros componentes do sistema devem estar funcionando corretamente; caso contrario, vocé deve
entrar em Contato com o suporte técnico.

Passo 1: Desligue o controlador desativado

Vocé pode desligar ou assumir o controlador prejudicado usando procedimentos diferentes, dependendo da
configuragédo do hardware do sistema de armazenamento.
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Opc¢éao 1: A maioria das configuragoes

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se
necessario, assumir o controlador para que o controlador saudavel continue fornecendo dados do
armazenamento do controlador com deficiéncia.

Sobre esta tarefa

* Se voceé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do no, "status do quorum"desse
no, o status de disponibilidade desse né e o status operacional desse no.

Cada processo SCSI-blade deve estar em quérum com os outros nés no cluster. Qualquer problema
deve ser resolvido antes de prosseguir com a substituigéo.

» Se vocé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver
em quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera
corrigir o problema antes de encerrar o controlador prejudicado; "Sincronize um né com o
cluster"consulte .

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desabilitar devolugéo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node local -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado Entao...
estiver a apresentar...

O prompt Loader Va para a proxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.
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Se o controlador afetado Entao...
estiver a apresentar...

Prompt do sistema ou prompt Assuma ou interrompa o controlador prejudicado do controlador
de senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Opcao 2: O controlador esta em um MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario,
trocar o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador prejudicado.

Sobre esta tarefa

» Vocé deve deixar as fontes de alimentacao ligadas no final deste procedimento para fornecer energia
ao controlador de integridade.

Passos
1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente
para o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...

Mudou automaticamente Avance para o0 passo seguinte.

Nao mudou automaticamente Execute uma operacao de comutacao planejada a partir do
controlador integro: metrocluster switchover

Nao mudou automaticamente,  Reveja as mensagens de veto e, se possivel, resolva o problema
tentou mudar com o comando e e tente novamente. Se vocé ndo conseguir resolver o problema,
o switchover metrocluster entre em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o
-override-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira
quaisquer vetos de software que impecam a operacao de recuperacao.



4. Verifique se a operagéo foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Verifique o estado dos agregados utilizando o0 storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperagao for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer
vetos de software que impecam a operacao de recuperacao.

7. Verifique se a operacao heal esta concluida usando o metrocluster operation show comando
no cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentacéo.



Passo 2: Remova o médulo do controlador

Para aceder aos componentes no interior do médulo do controlador, tem de remover o médulo do controlador
do chassis.

Vocé pode usar a animacgao, ilustragdo ou as etapas escritas a seguir para remover o modulo do controlador
do chassi.

Animacao - retire o mdédulo do controlador

Passos

1.
2.
3.

Se vocé ainda nao esta aterrado, aterre-se adequadamente.
Solte os fixadores do cabo de alimentagao e, em seguida, desconete os cabos das fontes de alimentacao.

Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

Retire o dispositivo de gestao de cabos do médulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao
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mesmo tempo.
O mddulo do controlador desloca-se ligeiramente para fora do chassis.
Faca deslizar o médulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do médulo do controlador enquanto o desliza para fora do
chassis.
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7. Cologue o médulo do controlador numa superficie estavel e plana.

Etapa 3: Substitua a bateria NVDIMM

Para substituir a bateria NVDIMM, vocé deve remover a bateria com falha do médulo do controlador e instalar
a bateria de substituicdo no moédulo do controlador. Consulte o mapa da FRU dentro do modulo do controlador
para localizar a bateria NVDIMM.

O LED NVDIMM fica intermitente durante a remocao de contetudo quando o sistema é interrompido. Depois
que o destage estiver completo, o LED desliga-se.

Vocé pode usar a animacao, ilustracdo ou as etapas escritas a seguir para substituir a bateria NVDIMM.

Animacao - substitua a bateria NVDIMM

Passos
1. Abrir a conduta de ar:

a. Pressione as patilhas de bloqueio nas laterais da conduta de ar para dentro, em direcdo ao centro do
modulo do controlador.

b. Faga deslizar a conduta de ar em diregao a parte de tras do modulo do controlador e, em seguida,
rode-a para cima até a posicdo completamente aberta.

2. Localize a bateria NVDIMM no moédulo do controlador.
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3. Localize a ficha da bateria e aperte o clipe na face da ficha da bateria para soltar a ficha da tomada e, em
seguida, desligue o cabo da bateria da tomada.

4. Segure a bateria e pressione a patilha de bloqueio azul marcada com PUSH e, em seguida, levante a
bateria para fora do suporte e do médulo do controlador.

5. Retire a bateria de substituicao da respetiva embalagem.

6. Alinhe o modulo da bateria com a abertura da bateria e, em seguida, empurre cuidadosamente a bateria
para dentro da ranhura até encaixar no lugar.

7. Volte a ligar a ficha da bateria ao médulo do controlador e, em seguida, feche a conduta de ar.

Passo 4: Instale o modulo do controlador

Depois de ter substituido o componente no modulo do controlador, tem de reinstalar o médulo do controlador
no chassis e, em seguida, inicia-lo no modo de manutencgéo.

Vocé pode usar a animacéo, ilustracéo ou as etapas escritas a seguir para instalar o modulo do controlador no
chassi.

Animacao - instale o médulo do controlador
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Passos
1. Se ainda néo o tiver feito, feche a conduta de ar.

2. Alinhe a extremidade do modulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o médulo do controlador até meio do sistema.

@ N&o introduza completamente o mddulo do controlador no chassis até ser instruido a fazé-
lo.

3. Faga o cabeamento apenas das portas de gerenciamento e console, para que vocé possa acessar o
sistema para executar as tarefas nas segdes a seguir.
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@ Vocé conetara o resto dos cabos ao mdédulo do controlador posteriormente neste
procedimento.

4. Conclua a instalacédo do modulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o modulo do controlador para dentro do chassis
até que os trincos de bloqueio comecem a subir.

@ N&o utilize forca excessiva ao deslizar o médulo do controlador para dentro do chassis
para evitar danificar os conetores.

b. Assente totalmente o médulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢cao de bloqueio.

c. Conete os cabos de alimentagao as fontes de alimentagao, reinstale o colar de travamento do cabo de
alimentagao e, em seguida, conete as fontes de alimentacao a fonte de alimentagao.

O mddulo do controlador comega a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializacao.

d. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.
€. Interrompa o processo normal de inicializagdo e inicialize no Loader pressionando Ctr1-C.

@ Se o sistema parar no menu de inicializagao, selecione a op¢ao para inicializar NO
Loader.

f. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes.

Passo 5: Restaure o médulo do controlador para a operagao

Vocé deve reajustar o sistema, devolver o modulo do controlador e, em seguida, reativar a giveback
automatica.

Passos
1. Recable o sistema, conforme necessario.

Se vocé removeu os conversores de Midia (QSFPs ou SFPs), lembre-se de reinstala-los se vocé estiver
usando cabos de fibra 6tica.

2. Volte a colocar o controlador em funcionamento normal, devolvendo o respetivo armazenamento:
storage failover giveback -ofnode impaired node name

3. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local
-auto-giveback true

Etapa 6: Alterne agregados de volta em uma configuragao de MetroCluster de dois
nés

Depois de concluir a substituigdo da FRU em uma configuragéo de MetroCluster de dois nos, vocé pode
executar a operagao de switchback do MetroCluster. Isso retorna a configuragéo ao seu estado operacional

normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.
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Esta tarefa s6 se aplica a configuragdes de MetroCluster de dois nds.

Passos

1. Verifique se todos 0s nos estédo no enabled estado: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagéo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagao de comutagao foi concluida: metrocluster show

A operacgao de switchback ainda esta em execuc¢ao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal
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Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuragdo SnapMirror ou SnapVault.

Passo 7: Devolva a pega com falha ao NetApp

Devolva a pega com falha ao NetApp, conforme descrito nas instrugbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicdbes" pagina para obter mais informacgoes.

Substitua uma placa PCle ou mezzanine - FAS8300 e
FAS8700

Para substituir uma placa PCle ou mezzanine, vocé deve desconetar os cabos e todos
os modulos SFP e QSFP das placas, substituir a placa PCle ou mezzanine com falha e,
em seguida, voltar a digitalizar as placas.

» Pode utilizar este procedimento com todas as versdes do ONTAP suportadas pelo seu sistema

» Todos os outros componentes do sistema devem estar funcionando corretamente; caso contrario, vocé
deve entrar em Contato com o suporte técnico.

Passo 1: Desligue o controlador desativado

Vocé pode desligar ou assumir o controlador prejudicado usando procedimentos diferentes, dependendo da
configuragcédo do hardware do sistema de armazenamento.
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Opc¢éao 1: A maioria das configuragoes

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se
necessario, assumir o controlador para que o controlador saudavel continue fornecendo dados do
armazenamento do controlador com deficiéncia.

Sobre esta tarefa

* Se voceé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do no, "status do quorum"desse
no, o status de disponibilidade desse né e o status operacional desse no.

Cada processo SCSI-blade deve estar em quérum com os outros nés no cluster. Qualquer problema
deve ser resolvido antes de prosseguir com a substituigéo.

» Se vocé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver
em quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera
corrigir o problema antes de encerrar o controlador prejudicado; "Sincronize um né com o
cluster"consulte .

Passos
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1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem

AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desabilitar devolugéo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node local -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado Entao...
estiver a apresentar...

O prompt Loader Va para a proxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Se o controlador afetado Entao...
estiver a apresentar...

Prompt do sistema ou prompt Assuma ou interrompa o controlador prejudicado do controlador
de senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Opcao 2: O controlador esta em um MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario,
trocar o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador prejudicado.

Sobre esta tarefa

» Vocé deve deixar as fontes de alimentacao ligadas no final deste procedimento para fornecer energia
ao controlador de integridade.

Passos

1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente
para o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...

Mudou automaticamente Avance para o0 passo seguinte.

Nao mudou automaticamente Execute uma operacao de comutacao planejada a partir do
controlador integro: metrocluster switchover

Nao mudou automaticamente,  Reveja as mensagens de veto e, se possivel, resolva o problema
tentou mudar com o comando e e tente novamente. Se vocé ndo conseguir resolver o problema,
o switchover metrocluster entre em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o
-override-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira
quaisquer vetos de software que impecam a operacao de recuperacao.
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4. Verifique se a operagéo foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Verifique o estado dos agregados utilizando o0 storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperagao for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer
vetos de software que impecam a operacao de recuperacao.

7. Verifique se a operacao heal esta concluida usando o metrocluster operation show comando
no cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentacéo.
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Passo 2: Remova o médulo do controlador

Para aceder aos componentes no interior do médulo do controlador, tem de remover o médulo do controlador
do chassis.

Vocé pode usar a animacgao, ilustragdo ou as etapas escritas a seguir para remover o modulo do controlador
do chassi.

Animacao - retire o mdédulo do controlador

Passos

1.
2.
3.

Se vocé ainda nao esta aterrado, aterre-se adequadamente.
Solte os fixadores do cabo de alimentagao e, em seguida, desconete os cabos das fontes de alimentacao.

Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

Retire o dispositivo de gestao de cabos do médulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao

mesmo tempo.
O mddulo do controlador desloca-se ligeiramente para fora do chassis.
Faca deslizar o médulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do médulo do controlador enquanto o desliza para fora do
chassis.
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7. Cologue o médulo do controlador numa superficie estavel e plana.

Etapa 3: Substitua uma placa PCle

Para substituir uma placa PCle, vocé deve localizar a placa PCle com falha, remover a riser que contém a
placa do moédulo da controladora, substituir a placa e reinstalar a riser PCle no médulo da controladora.

Vocé pode usar a animagao, ilustragao ou as etapas escritas a seguir para substituir uma placa PCle.

Animacao - substitua uma placa PCle

PCle 23 PCle4-5

Passos
1. Remova o riser que contém a placa a ser substituida:

a. Abra a conduta de ar premindo as patilhas de bloqueio nas laterais da conduta de ar, deslize-a em
diregéo a parte de tras do moédulo do controlador e, em seguida, rode-a para a posigdo completamente
aberta.

b. Remova quaisquer modulos SFP ou QSFP que possam estar nas placas PCle.

c. Gire a trava de travamento da riser no lado esquerdo da riser para cima e em dire¢do a conduta de ar.
Ariser levanta-se ligeiramente do moédulo do controlador.

d. Levante a riser para cima e coloque-a de lado sobre uma superficie plana estavel,
2. Remova a placa PCle dariser:
a. Gire o riser para que vocé possa acessar a placa PCle.
b. Pressione o suporte de travamento na lateral da riser PCle e gire-o até a posi¢éo aberta.

c. Apenas para os tirantes 2 e 3, rode o painel lateral para cima.
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d. Remova a placa PCle da riser empurrando cuidadosamente o suporte e levante a placa diretamente
para fora do soquete.

3. Instale a placa PCle de substituigdo na riser alinhando a placa com o soquete, pressione a placa no
soquete e feche o painel lateral na riser, se houver.

Certifique-se de que alinha corretamente a placa na ranhura e exerce uma pressao uniforme sobre a placa
quando a coloca na tomada. A placa PCle deve estar totalmente e uniformemente encaixada no slot.

Se vocé estiver instalando uma placa no slot inferior e ndo conseguir ver bem o soquete da
@ placa, remova a placa superior para que vocé possa ver o soquete da placa, instalar a placa
e reinstalar a placa que vocé removeu do slot superior.

4. Reinstale ariser:
a. Alinhe a riser com os pinos na lateral do soquete da riser, abaixe a riser para baixo nos pinos.
b. Empurre a riser diretamente no soquete da placa-mae.

¢. Rode o trinco para baixo, alinhado com a chapa metalica na riser.

Passo 4: Substitua a placa mezzanine

A placa mezzanine esta localizada sob o riser numero 3 (slots 4 e 5). Vocé deve remover esse riser para
acessar a placa mezzanine, substituir a placa mezzanine e reinstalar o riser nimero 3. Consulte o mapa da
FRU no médulo do controlador para obter mais informagoes.

Vocé pode usar a animagéo, ilustragcao ou as etapas escritas a seguir para substituir a placa mezzanine.

Animacao - substitua a placa mezzanine
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1. Remova o riser niumero 3 (slots 4 e 5):

a.

d.

Abra a conduta de ar premindo as patilhas de bloqueio nas laterais da conduta de ar, deslize-a em
diregéo a parte de tras do modulo do controlador e, em seguida, rode-a para a posigédo completamente
aberta.

. Remova quaisquer médulos SFP ou QSFP que possam estar nas placas PCle.

. Gire a trava de travamento da riser no lado esquerdo da riser para cima e em diregdo a conduta de ar.

Ariser levanta-se ligeiramente do médulo do controlador.

Levante a riser e, em seguida, coloque-a de lado em uma superficie estavel e plana.

2. Substitua a placa mezzanine:

a.
b.

d.

Remova todos os médulos QSFP ou SFP da placa.

Solte os parafusos de aperto manual na placa do mezanino e levante cuidadosamente a placa
diretamente para fora do soquete e coloque-a de lado.

. Alinhe a placa de mezanino de substituicdo sobre o soquete e os pinos-guia e empurre

cuidadosamente a placa para dentro do soquete.

Aperte os parafusos de aperto manual na placa do mezanino.

3. Reinstale a riser:
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a. Alinhe a riser com os pinos na lateral do soquete da riser, abaixe a riser para baixo nos pinos.
b. Empurre a riser diretamente no soquete da placa-mae.

c. Rode o trinco para baixo, alinhado com a chapa metalica na riser.

Passo 5: Instale o moédulo do controlador

Depois de ter substituido o componente no modulo do controlador, tem de reinstalar o médulo do controlador
no chassis e, em seguida, inicia-lo no modo de manutencgéo.

Vocé pode usar a animacéo, ilustracéo ou as etapas escritas a seguir para instalar o modulo do controlador no
chassi.

Animacao - instale o médulo do controlador

Passos
1. Se ainda n&o o tiver feito, feche a conduta de ar.

2. Alinhe a extremidade do modulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o médulo do controlador até meio do sistema.

@ N&o introduza completamente o modulo do controlador no chassis até ser instruido a fazé-
lo.

3. Recable o sistema, conforme necessario.

Se vocé removeu os conversores de Midia (QSFPs ou SFPs), lembre-se de reinstala-los se vocé estiver
usando cabos de fibra 6tica.

4. Conclua a instalagdo do modulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o médulo do controlador para dentro do chassis
até que este se encontre com o plano médio e esteja totalmente assente.

Os trincos de bloqueio sobem quando o médulo do controlador esta totalmente assente.
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@ Nao utilize forga excessiva ao deslizar o modulo do controlador para dentro do chassis para
evitar danificar os conetores.

a. Conete os cabos de alimentacao as fontes de alimentacéo, reinstale o colar de travamento do cabo de
alimentagao e, em seguida, conete as fontes de alimentacao a fonte de alimentagao.

O mddulo do controlador comecga a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializagao.

b. Assente totalmente o médulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢céo de bloqueio.

c. Se ainda nao o tiver feito, reinstale o dispositivo de gerenciamento de cabos.

d. Interrompa o processo normal de inicializagao e inicialize no Loader pressionando Ctrl-C.

@ Se o sistema parar no menu de inicializagao, selecione a opgao para inicializar NO
Loader.

€. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes e deixar a
controladora reiniciar.

5. Volte a colocar o controlador em funcionamento normal, devolvendo o respetivo armazenamento:
storage failover giveback -ofnode impaired node name

6. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local
-auto-giveback true

Etapa 6: Alterne agregados de volta em uma configuragdao de MetroCluster de dois
nos

Depois de concluir a substituigdo da FRU em uma configuragéo de MetroCluster de dois nés, vocé pode
executar a operagao de switchback do MetroCluster. Isso retorna a configuragéo ao seu estado operacional
normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.

Esta tarefa so6 se aplica a configuragdes de MetroCluster de dois nos.

Passos

1. Verifique se todos os nds estdo no enabled estado: metrocluster node show
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cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B
controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagdo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagdo de comutagao foi concluida: metrocluster show

A operagao de switchback ainda esta em execugao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuracdo SnapMirror ou SnapVault.

113



Passo 7: Restaure o médulo do controlador para a operagao

Vocé deve reajustar o sistema, devolver o médulo do controlador e, em seguida, reativar a giveback
automatica.

Passos

1. Recable o sistema, conforme necessario.

Se vocé removeu os conversores de Midia (QSFPs ou SFPs), lembre-se de reinstala-los se vocé estiver
usando cabos de fibra 6tica.

2. Volte a colocar o controlador em funcionamento normal, devolvendo o respetivo armazenamento:
storage failover giveback -ofnode impaired node name

3. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local
-auto-giveback true

Passo 8: Devolva a pega com falha ao NetApp

Devolva a peca com falha ao NetApp, conforme descrito nas instrucbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicdes" pagina para obter mais informacoes.

Substitua uma fonte de alimentacao - FAS8300 e FAS8700

A substituicado de uma fonte de alimentagao (PSU) envolve desconetar a fonte de
alimentacao de destino, desconetar o cabo de alimentacdo, remover a fonte de
alimentacao antiga e instalar a fonte de alimentacéo de substituicdo e, em seguida,
reconetar a fonte de alimentacao de substituicdo a fonte de alimentacéo.

 As fontes de alimentagéo sao redundantes e hot-swap.

 Este procedimento € escrito para substituir uma fonte de alimentagéo de cada vez.

E uma pratica recomendada substituir a fonte de alimentacdo dentro de dois minutos apds a

@ remocgao do chassi. O sistema continua a funcionar, mas o ONTAP envia mensagens ao
console sobre a fonte de alimentacado degradada até que a fonte de alimentacao seja
substituida.
@ Nao misture PSUs com diferentes classificagdes de eficiéncia. Sempre substitua como por
like.

Vocé pode usar a animagao, ilustragdo ou as etapas escritas a seguir para substituir a fonte de alimentagao.

Animacao - substitua uma fonte de alimentacéo

114


https://mysupport.netapp.com/site/info/rma
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=60567649-288a-48b7-bc90-aae100199959

Passos

1.
2.

6.

Se vocé ainda nao esta aterrado, aterre-se adequadamente.

Identifique a fonte de alimentac&o que deseja substituir, com base em mensagens de erro do console ou
através dos LEDs das fontes de alimentagéo.

. Desligue a fonte de alimentagéo:

a. Abra o retentor do cabo de alimentagao e, em seguida, desligue o cabo de alimentagéo da fonte de
alimentacao.

b. Desconete o cabo de alimentacéo da fonte de alimentacao.

. Retire a fonte de alimentacao:

a. Rode a pega do excéntrico de forma a que possa ser utilizada para retirar a fonte de alimentagao do
chassis.

b. Prima a patilha de bloqueio azul para libertar a fonte de alimentagao do chassis.

c. Utilizando ambas as méos, puxe a fonte de alimentagao para fora do chassis e, em seguida, coloque-a
de lado.

Utilizando ambas as maos, apoie e alinhe as extremidades da fonte de alimentagdo com a abertura no
modulo do controlador e, em seguida, empurre cuidadosamente a fonte de alimentagéo para o modulo do
controlador até que a patilha de bloqueio encaixe no lugar.

As fontes de alimentacdo apenas engatardo adequadamente com o conetor interno e trancam no lugar de
uma forma.

@ Para evitar danificar o conetor interno, nao utilize forca excessiva ao deslizar a fonte de
alimentacao para o sistema.

Rode a pega do excéntrico de forma a que fique nivelada com a fonte de alimentagao.
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7. Reconecte o cabeamento da fonte de alimentacao:

a. Volte a ligar o cabo de alimentacéo a fonte de alimentacao e a fonte de alimentagéo.
b. Fixe o cabo de alimentagao a fonte de alimentacao utilizando o retentor do cabo de alimentagao.
Uma vez que a alimentagao é restaurada a fonte de alimentagao, o LED de estado deve estar verde.

8. Devolva a peca com falha ao NetApp, conforme descrito nas instru¢cdes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicbes" pagina para obter mais informacgoes.

Substitua a bateria do relégio em tempo real - FAS8300 e
FAS8700

Vocé substitui a bateria do relégio em tempo real (RTC) no modulo do controlador para
que os servicos e aplicativos do sistema que dependem da sincronizagao precisa de
tempo continuem funcionando.

* Pode utilizar este procedimento com todas as versdées do ONTAP suportadas pelo seu sistema

» Todos os outros componentes do sistema devem estar funcionando corretamente; caso contrario, vocé
deve entrar em Contato com o suporte técnico.

Passo 1: Desligue o controlador desativado

Vocé pode desligar ou assumir o controlador prejudicado usando procedimentos diferentes, dependendo da
configuragado do hardware do sistema de armazenamento.
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Opc¢éao 1: A maioria das configuragoes

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se
necessario, assumir o controlador para que o controlador saudavel continue fornecendo dados do
armazenamento do controlador com deficiéncia.

Sobre esta tarefa

* Se voceé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do no, "status do quorum"desse
no, o status de disponibilidade desse né e o status operacional desse no.

Cada processo SCSI-blade deve estar em quérum com os outros nés no cluster. Qualquer problema
deve ser resolvido antes de prosseguir com a substituigéo.

» Se vocé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver
em quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera
corrigir o problema antes de encerrar o controlador prejudicado; "Sincronize um né com o
cluster"consulte .

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of
hours>h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:

clusterl:> system node autosupport invoke -node * -type all -message
MAINT=2h

2. Desabilitar devolugéo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node local -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado Entao...
estiver a apresentar...

O prompt Loader Va para a proxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.
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Se o controlador afetado Entao...
estiver a apresentar...

Prompt do sistema ou prompt Assuma ou interrompa o controlador prejudicado do controlador
de senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Opcao 2: O controlador esta em um MetroCluster de dois nés

Para desligar o controlador desativado, vocé deve determinar o status do controlador e, se necessario,
trocar o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador prejudicado.

Sobre esta tarefa

» Vocé deve deixar as fontes de alimentacao ligadas no final deste procedimento para fornecer energia
ao controlador de integridade.

Passos

1. Verifique o estado do MetroCluster para determinar se o controlador afetado mudou automaticamente
para o controlador saudavel: metrocluster show

2. Dependendo se ocorreu uma mudanga automatica, proceda de acordo com a seguinte tabela:

Se o controlador deficiente... Entao...

Mudou automaticamente Avance para o0 passo seguinte.

Nao mudou automaticamente Execute uma operacao de comutacao planejada a partir do
controlador integro: metrocluster switchover

Nao mudou automaticamente,  Reveja as mensagens de veto e, se possivel, resolva o problema
tentou mudar com o comando e e tente novamente. Se vocé ndo conseguir resolver o problema,
o switchover metrocluster entre em Contato com o suporte técnico.

switchover foi vetado

3. Ressincronize os agregados de dados executando o metrocluster heal -phase aggregates
comando do cluster sobrevivente.

controller A 1::> metrocluster heal -phase aggregates
[Job 130] Job succeeded: Heal Aggregates is successful.

Se a cura for vetada, vocé tem a opgao de reemitir o metrocluster heal comando com o
-override-vetoes parametro. Se vocé usar esse parametro opcional, o sistema substituira
quaisquer vetos de software que impecam a operacao de recuperacao.
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4. Verifique se a operagéo foi concluida usando o comando MetroCluster operation show.

controller A 1::> metrocluster operation show
Operation: heal-aggregates
State: successful
Start Time: 7/25/2016 18:45:55
End Time: 7/25/2016 18:45:56
Errors: -

5. Verifique o estado dos agregados utilizando o0 storage aggregate show comando.

controller A 1::> storage aggregate show
Aggregate Size Available Used$% State #Vols Nodes
RAID Status

aggr b2 227.1GB 227.1GB % online 0 mccl-a2
raid dp, mirrored, normal...

6. Curar os agregados raiz usando o metrocluster heal -phase root-aggregates comando.

mcclA::> metrocluster heal -phase root-aggregates
[Job 137] Job succeeded: Heal Root Aggregates is successful

Se a recuperagao for vetada, vocé tera a opgao de reemitir o metrocluster heal comando com o
parametro -override-vetos. Se vocé usar esse parametro opcional, o sistema substituira quaisquer
vetos de software que impecam a operacao de recuperacao.

7. Verifique se a operacao heal esta concluida usando o metrocluster operation show comando
no cluster de destino:

mcclA::> metrocluster operation show
Operation: heal-root-aggregates
State: successful
Start Time: 7/29/2016 20:54:41
End Time: 7/29/2016 20:54:42
Errors: -

8. No mddulo do controlador desativado, desligue as fontes de alimentacéo.
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Passo 2: Remova o médulo do controlador

Para aceder aos componentes no interior do médulo do controlador, tem de remover o médulo do controlador
do chassis.

Vocé pode usar a animacgao, ilustragdo ou as etapas escritas a seguir para remover o modulo do controlador
do chassi.

Animacao - retire o mdédulo do controlador

Passos

1.
2.
3.

Se vocé ainda nao esta aterrado, aterre-se adequadamente.
Solte os fixadores do cabo de alimentagao e, em seguida, desconete os cabos das fontes de alimentacao.

Solte o gancho e a alga de loop que prendem os cabos ao dispositivo de gerenciamento de cabos e, em
seguida, desconete os cabos do sistema e os SFPs (se necessario) do modulo do controlador, mantendo
o controle de onde os cabos estavam conetados.

Deixe os cabos no dispositivo de gerenciamento de cabos para que, ao reinstalar o dispositivo de
gerenciamento de cabos, os cabos sejam organizados.

Retire o dispositivo de gestao de cabos do médulo do controlador e coloque-o de lado.

5. Prima ambos os trincos de bloqueio para baixo e, em seguida, rode ambos os trincos para baixo ao

120

mesmo tempo.
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Faca deslizar o médulo do controlador para fora do chassis.

Certifique-se de que suporta a parte inferior do médulo do controlador enquanto o desliza para fora do
chassis.


https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=75b6fa91-96b9-4323-b156-aae10007c9a5

7. Cologue o médulo do controlador numa superficie estavel e plana.

Passo 3: Substitua a bateria RTC

E necessario localizar a bateria RTC dentro do médulo do controlador e, em seguida, seguir a sequéncia
especifica de passos. Consulte o mapa da FRU no interior do médulo do controlador para obter a localizagéo

da bateria do RTC.

Vocé pode usar a animagéo, ilustragado ou as etapas escritas a seguir para substituir a bateria do RTC.

Animacao - substitua a bateria do RTC

Passos
1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.
2. Abrir a conduta de ar:

a. Pressione as patilhas de bloqueio nas laterais da conduta de ar para dentro, em direcéo ao centro do
maodulo do controlador.

b. Faga deslizar a conduta de ar em diregao a parte de tras do modulo do controlador e, em seguida,
rode-a para cima até a posigdo completamente aberta.

3. Localize, retire e, em seguida, substitua a bateria RTC:

a. Utilizando o mapa da FRU, localize a bateria do RTC no médulo do controlador.
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b. Empurre cuidadosamente a bateria para fora do suporte, rode-a para fora do suporte e, em seguida,
levante-a para fora do suporte.

Observe a polaridade da bateria ao remové-la do suporte. A bateria esta marcada com
um sinal de mais e deve ser posicionada corretamente no suporte. Um sinal de mais
perto do suporte indica-lhe como a bateria deve ser posicionada.

c. Retire a bateria de substituicdo do saco de transporte antiestatico.

d. Observe a polaridade da bateria RTC e, em seguida, insira-a no suporte inclinando a bateria em
angulo e empurrando-a para baixo.

4. Inspecione visualmente a bateria para se certificar de que esta completamente instalada no suporte e de
que a polaridade esta correta.

5. Feche a conduta de ar.

Passo 4: Reinstale o moédulo do controlador e defina a hora/data apds a
substituicao da bateria do RTC

Depois de substituir um componente no moédulo do controlador, tem de reinstalar o médulo do controlador no
chassis do sistema, repor a hora e a data no controlador e, em seguida, inicia-lo.

Vocé pode usar a animacgao, ilustragdo ou as etapas escritas a seguir para instalar o modulo do controlador no
chassi.

Animagao - instale o0 modulo do controlador

d
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Passos
1. Se ainda nao o tiver feito, feche a tampa da conduta de ar ou do modulo do controlador.

2. Alinhe a extremidade do moédulo do controlador com a abertura no chassis e, em seguida, empurre
cuidadosamente o mdédulo do controlador até meio do sistema.

Nao introduza completamente o mddulo do controlador no chassis até ser instruido a fazé-lo.
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3. Recable o sistema, conforme necessario.

Se vocé removeu os conversores de Midia (QSFPs ou SFPs), lembre-se de reinstala-los se vocé estiver
usando cabos de fibra 6tica.

4. Conclua a instalagdo do modulo do controlador:

a. Utilizando os trincos de bloqueio, empurre firmemente o médulo do controlador para dentro do chassis
até que este se encontre com o plano médio e esteja totalmente assente.

Os trincos de bloqueio sobem quando o médulo do controlador esta totalmente assente.

@ Nao utilize forga excessiva ao deslizar o modulo do controlador para dentro do chassis para
evitar danificar os conetores.

a. Assente totalmente o mdédulo do controlador no chassis, rodando os trincos de bloqueio para cima,
inclinando-os para que estes limpem os pinos de bloqueio, empurre cuidadosamente o controlador
totalmente para dentro e, em seguida, baixe os trincos de bloqueio para a posi¢gao de bloqueio.

b. Conete os cabos de alimentacéo as fontes de alimentacao, reinstale o colar de travamento do cabo de
alimentacao e, em seguida, conete as fontes de alimentagéo a fonte de alimentagéo.

O mdédulo do controlador comecga a inicializar assim que a energia é restaurada. Esteja preparado para
interromper o processo de inicializagdo.

c. Se ainda ndo o tiver feito, reinstale o dispositivo de gerenciamento de cabos.

d. Interrompa o processo normal de inicializagdo e inicialize no Loader pressionando Ctrl-C.

@ Se o sistema parar no menu de inicializacéo, selecione a opg¢ao para inicializar NO
Loader.

5. Redefina a hora e a data no controlador:

]

. Verifique a data e a hora no controlador saudavel com o show date comando.

b. No prompt Loader no controlador de destino, verifique a hora e a data.

(9]

. Se necessario, modifique a data com 0 set date mm/dd/yyyy comando.
d. Se necessario, defina a hora, em GMT, usando 0 set time hh:mm:ss comando.
e. Confirme a data e a hora no controlador de destino.

6. No prompt Loader, digite bye para reinicializar as placas PCle e outros componentes e deixar a
controladora reiniciar.

7. Volte a colocar o controlador em funcionamento normal, devolvendo o respetivo armazenamento:
storage failover giveback -ofnode impaired node name

8. Se a giveback automatica foi desativada, reative-a: storage failover modify -node local
-auto-giveback true

Etapa 5: Alterne agregados de volta em uma configuragdao de MetroCluster de dois
nos

Depois de concluir a substituicdo da FRU em uma configuragéo de MetroCluster de dois nés, vocé pode
executar a operagao de switchback do MetroCluster. Isso retorna a configuragdo ao seu estado operacional
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normal, com as maquinas virtuais de armazenamento de origem sincronizada (SVMs) no site anteriormente
prejudicado agora ativo e fornecendo dados dos pools de discos locais.

Esta tarefa s6 se aplica a configuragdes de MetroCluster de dois nds.

Passos

1. Verifique se todos 0s nos estédo no enabled estado: metrocluster node show

cluster B::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
controller A 1 configured enabled heal roots
completed

cluster B

controller B 1 configured enabled waiting for
switchback recovery
2 entries were displayed.

2. Verifique se a ressincronizagéo esta concluida em todos os SVMs: metrocluster vserver show

3. Verifique se todas as migragdes automaticas de LIF que estdo sendo executadas pelas operacdes de
recuperagao foram concluidas com sucesso: metrocluster check 1if show

4. Execute o switchback usando o metrocluster switchback comando de qualquer né no cluster
sobrevivente.

5. Verifique se a operagao de comutagao foi concluida: metrocluster show

A operacgao de switchback ainda esta em execuc¢ao quando um cluster esta no waiting-for-
switchback estado:

cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured switchover
Remote: cluster A configured waiting-for-switchback

A operagao de switchback é concluida quando os clusters estdo no normal estado.:
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cluster B::> metrocluster show

Cluster Configuration State Mode
Local: cluster B configured normal
Remote: cluster A configured normal

Se um switchback estiver demorando muito tempo para terminar, vocé pode verificar o status das linhas
de base em andamento usando o metrocluster config-replication resync-status show
comando.

6. Restabelecer qualquer configuragdo SnapMirror ou SnapVault.

Passo 6: Devolva a pe¢ca com falha ao NetApp

Devolva a pega com falha ao NetApp, conforme descrito nas instrugcbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicoes" pagina para obter mais informacdes.
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