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Modulo de e/S.
Visao geral da manutencao do modulo de E/S - ASA C30

O sistema de armazenamento ASA C30 oferece flexibilidade na expansao ou
substituicdo de moédulos de E/S para aprimorar a conectividade e o desempenho da
rede. Adicionar, fazer hot swap ou substituir um médulo de E/S é essencial ao atualizar
os recursos da rede ou solucionar um modulo com falha.

Vocé pode substituir um modulo de E/S com defeito no seu sistema de armazenamento pelo mesmo tipo de
modulo de E/S ou por um tipo diferente. Vocé pode fazer hot-swap de um cluster e de um modulo de E/S de
alta disponibilidade quando o seu sistema de armazenamento atender a requisitos especificos. Vocé também
pode adicionar um modulo de E/S a um sistema de armazenamento com slots disponiveis.

« "Adicione um modulo de e/S."

A adi¢do de mdédulos de e/S adicionais pode melhorar a redundancia, ajudando a garantir que o sistema
de storage permanega operacional mesmo que um moédulo de e/S falhe.

* "Substituicdo a quente de um maddulo de E/S"

E possivel realizar a substituicdo a quente de determinados médulos de E/S por um médulo de E/S
equivalente para restaurar o sistema de storage ao seu estado operacional ideal. A substituicdo a quente
¢ feita sem a necessidade de realizar uma tomada manual.

Para usar este procedimento, seu sistema de armazenamento deve estar executando o ONTAP 9.17.1 ou
posterior e atender a requisitos especificos do sistema.

e "Substitua um modulo de e/S."

A substituigdo de um moédulo de e/S com falha pode restaurar o sistema de armazenamento ao seu
estado de funcionamento ideal.

Adicionar um moédulo de e/S - ASA C30

Adicione um médulo de E/S ao seu sistema de armazenamento ASA C30 para melhorar
a conectividade de rede e expandir a capacidade do seu sistema de lidar com o trafego
de dados.

Vocé pode adicionar um moédulo de E/S ao seu sistema de armazenamento ASA C30 se houver slots
disponiveis. Se todos os slots estiverem totalmente preenchidos, vocé pode substituir um modulo existente
para adicionar um novo.

Sobre esta tarefa

Se necessario, vocé pode ligar os LEDs de localizagao do sistema de armazenamento (azul) para ajudar a
localizar fisicamente o sistema de armazenamento afetado. Faga login no BMC usando SSH e digite o
system location-led on comando.

Um sistema de armazenamento tem trés LEDs de localizagdo: Um no painel de visualizagao do operador e
um em cada controlador. Os LEDs de localizacdo permanecem acesos durante 30 minutos.



Vocé pode desativa-los digitando o system location-led off comando. Se ndo tiver a certeza se os
LEDs estéo ligados ou desligados, pode verificar o seu estado introduzindo o system location-led show
comando.

Passo 1: Desligue o controlador desativado

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se necessario,
assumir o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador com deficiéncia.

Sobre esta tarefa

* Se vocé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do né, "status do quorum"desse no, o
status de disponibilidade desse no e o status operacional desse no.

Cada processo SCSI-blade deve estar em quérum com os outros nos no cluster. Qualquer problema deve
ser resolvido antes de prosseguir com a substituigéo.

» Se voceé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver em
quorum ou se um controlador integro exibir false para qualificagéo e integridade, vocé devera corrigir o
problema antes de encerrar o controlador prejudicado; "Sincronize um n6 com o cluster'consulte .

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagao automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h
A seguinte mensagem AutoSupport suprime a criagao automatica de casos por duas horas:
clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h

2. Desabilitar devolugéo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node impaired node name -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado estiver Entao...
a apresentar...

O prompt Loader Va para a préxima etapa.

A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.


https://docs.netapp.com/us-en/ontap/system-admin/display-nodes-cluster-task.html
https://docs.netapp.com/us-en/ontap/system-admin/synchronize-node-cluster-task.html?q=Quorum

Se o controlador afetado estiver Entao...
a apresentar...

Prompt do sistema ou prompt de  Assuma ou interrompa o controlador prejudicado do controlador
senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Passo 2: Adicione o novo moédulo de e/S.

Se o sistema de armazenamento tiver slots disponiveis, instale o novo modulo de e/S em um dos slots
disponiveis. Se todos os slots estiverem ocupados, remova um modulo de e/S existente para criar espacgo e,
em seguida, instale o novo.

Antes de comecar
* Verifique o "NetApp Hardware Universe" para se certificar de que o novo modulo de e/S é compativel com
o sistema de armazenamento e a versdo do ONTAP que vocé esta executando.

« Se houver varios slots disponiveis, verifique as prioridades do slot "NetApp Hardware Universe" e use a
melhor disponivel para seu médulo de e/S.

» Todos os outros componentes do sistema de armazenamento devem estar a funcionar corretamente; caso
contrario, contacte "Suporte a NetApp" antes de continuar com este procedimento.


https://hwu.netapp.com/
https://hwu.netapp.com/
https://mysupport.netapp.com/site/global/dashboard

Adicione o médulo de e/S a um slot disponivel
Vocé pode adicionar um novo médulo de e/S a um sistema de armazenamento com slots disponiveis.

Passos
1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.

2. No controlador desativado, retire o modulo de supressao de €/S da ranhura de destino.

Slots de e/S nao utilizados devem ter modulo de supressao instalado para evitar possiveis problemas
térmicos e para conformidade com EMC.

[l

0 No mdédulo de supressao de e/S, rode o parafuso de aperto manual no sentido
contrario ao dos ponteiros do relégio para soltar.

9 Puxe o mddulo de supresséao de e/S para fora do controlador utilizando a
patilha do lado esquerdo e o parafuso de aperto manual.

3. Instale o novo mdédulo de e/S:
a. Alinhe o médulo de e/S com as extremidades da abertura da ranhura do controlador.

b. Empurre cuidadosamente o médulo de e/S totalmente para dentro da ranhura, certificando-se de
que assenta corretamente o médulo no conetor.

Vocé pode usar a aba a esquerda e o parafuso de aperto manual para empurrar o modulo de e/S.

c. Rode o parafuso de aperto manual no sentido dos ponteiros do relégio para apertar.

4. Ligue o modulo de e/S aos dispositivos designados.

Se vocé instalou um médulo de e/S de storage, instale e faga o cabeamento das NS224 gavetas,
conforme descrito em "Fluxo de trabalho de adigao automatica".

5. Reinicie o controlador prejudicado a partir do prompt Loader: bye
Reiniciar o controlador prejudicado também reinicializa os médulos de e/S e outros componentes.

6. Volte a colocar o controlador afetado em funcionamento normal, devolvendo o respetivo


https://docs.netapp.com/us-en/ontap-systems/ns224/hot-add-shelf-overview.html

armazenamento:
storage failover giveback -ofnode impaired node name.

7. Repita estas etapas para adicionar um médulo de e/S ao outro controlador.

8. Restaure a giveback automatica a partir da consola do controlador saudavel:
storage failover modify -node local -auto-giveback true
9. Se o AutoSupport estiver habilitado, restaure (reative) a criagdo automatica de casos:

system node autosupport invoke -node * -type all -message MAINT=END

Adicionar médulo de e/S a um sistema totalmente preenchido

Vocé pode adicionar um modulo de e/S a um sistema totalmente preenchido removendo um maédulo de
e/S existente e instalando um novo em seu lugar.

Sobre esta tarefa

Certifique-se de que compreende os seguintes cenarios para adicionar um novo médulo de e/S a um
sistema totalmente preenchido:

Cenario Acao necessaria

NIC para NIC (mesmo numero de Os LIFs migrardo automaticamente quando seu médulo de
portas) controlador for desligado.

NIC para NIC (numero diferente  Reatribua permanentemente os LIFs selecionados para uma porta

de portas) inicial diferente. Consulte "Migracao de um LIF" para obter mais
informacdes.

NIC para médulo de e/S de Use o System Manager para migrar permanentemente os LIFs para

armazenamento diferentes portas residenciais, conforme descrito em "Migragao de
um LIF".

Passos

1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.
2. Na controladora prejudicada, desconete qualquer cabeamento do modulo de e/S de destino.

3. Remova o moédulo de e/S de destino do controlador:


https://docs.netapp.com/ontap-9/topic/com.netapp.doc.onc-sm-help-960/GUID-208BB0B8-3F84-466D-9F4F-6E1542A2BE7D.html
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https://docs.netapp.com/ontap-9/topic/com.netapp.doc.onc-sm-help-960/GUID-208BB0B8-3F84-466D-9F4F-6E1542A2BE7D.html

0 Rode o parafuso de aperto manual do mddulo de e/S no sentido contrario ao
dos ponteiros do reldgio para soltar.

9 Puxe o modulo de e/S para fora do controlador usando a aba da etiqueta da
porta a esquerda e o parafuso de aperto manual.

. Instale o novo médulo de e/S na ranhura de destino:
a. Alinhe o médulo de e/S com as extremidades da ranhura.

b. Empurre cuidadosamente o médulo de e/S totalmente para dentro da ranhura, certificando-se de
gue assenta corretamente o médulo no conetor.

Vocé pode usar a aba a esquerda e o parafuso de aperto manual para empurrar o moédulo de e/S.

c. Rode o parafuso de aperto manual no sentido dos ponteiros do relégio para apertar.

. Ligue o médulo de e/S aos dispositivos designados.

Se vocé instalou um médulo de e/S de storage, instale e faga o cabeamento das NS224 gavetas,
conforme descrito em "Fluxo de trabalho de adicao automatica".

. Repita as etapas de remocéo e instalagdo do médulo de e/S para adicionar quaisquer modulos de
e/S adicionais no controlador.

. Reinicie o controlador danificado a partir do prompt do LOADER:
bye
Reiniciar o controlador prejudicado também reinicializa os modulos de e/S e outros componentes.

. Volte a colocar o controlador afetado em funcionamento normal, devolvendo o respetivo
armazenamento:

storage failover giveback -ofnode impaired node name
. Restaure a giveback automatica a partir da consola do controlador saudavel:

storage failover modify -node local -auto-giveback true


https://docs.netapp.com/us-en/ontap-systems/ns224/hot-add-shelf-overview.html

10. Se o AutoSupport estiver habilitado, restaure (reative) a criagdo automatica de casos:
system node autosupport invoke -node * -type all -message MAINT=END

11. Se vocé instalou um maodulo NIC, especifique o modo de uso para cada porta como network:
storage port modify -node node name -port port name -mode network

12. Repita estes passos para o outro controlador.

Substituicao a quente de um médulo de E/S - ASA C30

Vocé pode realizar a substituicdo a quente de um maddulo de E/S Ethernet em seu
sistema de storage ASA C30 caso um maodulo apresente falha e seu sistema de storage
atenda a todos os requisitos de versao do ONTAP.

Para substituir a quente um maédulo de E/S, certifique-se de que seu sistema de storage atenda aos requisitos
de versdo do ONTAP, prepare seu sistema de storage e o médulo de E/S, faga a substituicdo a quente do
modulo com defeito, coloque o mdédulo de substituicdo online, restaure o sistema de storage a operagao
normal e devolva o médulo com defeito para a NetApp.

Sobre esta tarefa
» A substituicdo a quente do modulo de E/S significa que vocé nao precisa realizar um takeover manual
antes de substituir o médulo de E/S com defeito.

» Aplique os comandos ao controlador e ao slot de E/S corretos ao realizar a substituicdo a quente do
modulo de E/S:

> O controlador com defeito é o controlador no qual vocé esta realizando a substituicdo a quente do
modulo de E/S.

> O controlador saudavel é o parceiro HA do controlador prejudicado.

* Vocé pode ativar os LEDs de localizagao (azuis) do sistema de storage para auxiliar na localizagao fisica
do sistema de storage. Facga login no BMC usando SSH e insira 0 comando system location-led on.

Um sistema de armazenamento tem trés LEDs de localizagdo: Um no painel de visualizagao do operador
e um em cada controlador. Os LEDs de localizagdo permanecem acesos durante 30 minutos.

Vocé pode desativa-los digitando 0 system location-led off comando. Se ndo tiver a certeza se os
LEDs estéo ligados ou desligados, pode verificar o seu estado introduzindo o system location-led
show comando.

Etapa 1: Certifique-se de que o sistema de armazenamento atenda aos requisitos
do procedimento

Para utilizar este procedimento, seu sistema de storage deve estar executando ONTAP 9.17.1 ou posterior, e
seu sistema de storage deve atender a todos os requisitos para a versao do ONTAP que seu sistema de
storage esta executando.



Se o seu sistema de storage nao estiver executando ONTAP 9.17.1 ou posterior, ou ndo
atender a todos os requisitos da versao do ONTAP que o seu sistema de storage esta
executando, vocé nao pode usar este procedimento, vocé deve usar o "procedimento de
substituicdo de um moédulo de E/S".



ONTAP 9.17.1 ou 9.18.1RC

» Vocé esta realizando uma substituicdo a quente de um cluster com falha e um médulo de I/O HA no
slot 4 por um modulo de 1/0 equivalente. Vocé nao pode alterar o tipo do médulo de 1/0.

* O controlador com o cluster e o modulo de E/S de alta disponibilidade (HA) com falha (o controlador
comprometido) ja deve ter assumido o controlador do parceiro saudavel. O takeover deveria ter
ocorrido automaticamente se o modulo de E/S falhou.

Em clusters de dois nds, o sistema de storage ndo consegue discernir qual controlador possui o
modulo de E/S com falha, portanto, qualquer um dos controladores pode iniciar o takeover. A
substituicao a quente s6 é suportada quando o controlador com o moédulo de E/S com falha (o
controlador comprometido) assumiu o controle do controlador em funcionamento. A substituicao a
quente do modulo de E/S é a unica maneira de recuperar sem uma interrupcao.

Vocé pode verificar se o controlador prejudicado assumiu com sucesso o controlador saudavel
inserindo 0 storage failover show comando.

Se vocé nao tiver certeza de qual controlador possui 0 médulo de E/S com falha, entre em contato
"Suporte a NetApp" .

» A configuragéo do seu sistema de armazenamento deve ter apenas um cluster e um médulo de E/S
HA localizados no slot 4, ndo dois clusters e moédulos de E/S HA.

» Seu sistema de armazenamento deve ser uma configuragao de cluster de dois nés (sem comutacgao
ou comutado).

» Todos os outros componentes do sistema de armazenamento devem estar a funcionar corretamente;
caso contrario, contacte "Suporte a NetApp" antes de continuar com este procedimento.

ONTAP 9.18.1GA ou posterior

* Vocé esta realizando a substituigdo a quente de um modulo de E/S Ethernet em qualquer slot que
possua qualquer combinagao de portas usadas para cluster, HA e cliente, por um médulo de E/S
equivalente. Vocé nao pode alterar o tipo do médulo de E/S.

Modulos de E/S Ethernet com portas usadas para armazenamento ou MetroCluster ndo sdo com
substituicdo a quente.

» Seu sistema de storage (configuragao de cluster com ou sem switch) pode ter qualquer nimero de
nos suportados para o seu sistema de storage.

* Todos os noés do cluster devem estar executando a mesma versdo do ONTAP (ONTAP 9.18.1GA ou
posterior) ou executando diferentes niveis de patch da mesma versdo do ONTAP.

Se 0s nos do seu cluster estiverem executando versodes diferentes do ONTAP, isso é considerado um
cluster de versdes mistas e a substituicdo a quente de um mdédulo de E/S nao é suportada.

* Os controladores do seu sistema de storage podem estar em um dos seguintes estados:
> Ambos os controladores podem estar ativos e executando E/S (servindo dados).
> Qualquer um dos controladores pode estar em estado de takeover se o takeover foi causado pela

falha do modulo de E/S e os controladores estiverem funcionando corretamente.

Em determinadas situagdes, ONTAP pode realizar automaticamente um takeover de qualquer um
dos controladores devido a falha do modulo de E/S. Por exemplo, se o0 médulo de E/S com falha
contiver todas as portas do cluster (todos os links do cluster nesse controlador ficarem inativos),
ONTARP realiza automaticamente um takeover.


https://mysupport.netapp.com/site/global/dashboard
https://mysupport.netapp.com/site/global/dashboard

» Todos os outros componentes do sistema de armazenamento devem estar a funcionar corretamente;
caso contrario, contacte "Suporte a NetApp" antes de continuar com este procedimento.

Etapa 2: prepare o sistema de storage e o slot do médulo de E/S

Prepare o sistema de storage e o slot do médulo de I/O para que seja seguro remover o médulo de 1/0 com
defeito:

Passos
1. Aterre-se corretamente.

2. Desconecte os cabos do moédulo de E/S com defeito.

Certifiqgue-se de etiquetar os cabos para que vocé possa reconecta-los as mesmas portas posteriormente
neste procedimento.

O modulo de E/S deve apresentar falha (as portas devem estar no estado de link inativo);
no entanto, se os links ainda estiverem ativos e contiverem a ultima porta funcional do
@ cluster, desconectar os cabos aciona um takeover automatico.

Aguarde cinco minutos apos desconectar os cabos para garantir que quaisquer takeovers
ou failovers de LIF sejam concluidos antes de prosseguir com este procedimento.

3. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<number of
hours down>h

Por exemplo, a seguinte mensagem do AutoSupport suprime a criagdo automatica de casos por duas
horas:

node2::> system node autosupport invoke -node * -type all -message MAINT=2h

4. Conforme necessario para a versao do ONTAP em que seu sistema de storage esta sendo executado e o
estado dos controladores, desative o giveback:

Versao de Se... Entao...

ONTAP

9.17.1 ou Se o controlador incapacitado Desabilitar devolugéo automatica:
9.18.1RC assumiu automaticamente o

controle do controlador saudavel  a. Digite o seguinte comando no console do
controlador com defeito

storage failover modify -node local
-auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer
desabilitar o retorno automatico?

10
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Versao de
ONTAP

9.18.1GA ou
posterior

9.18.1GA ou
posterior

Se... Entao...

Se um dos controladores realizou Desabilitar devolugdo automatica:

o takeover automatico do seu

parceiro a. Digite o seguinte comando no console do
controlador que fez o takeover do controlador
do parceiro:

storage failover modify -node local
—auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer
desabilitar o retorno automatico?

Ambos os controladores estao Va para a proxima etapa.
ativos e executando E/S (servindo
dados)

5. Prepare o médulo de E/S com defeito para remogao, retirando-o de servigo e desligando-o:

a. Digite o seguinte comando:

system controller slot module remove -node impaired node name -slot

slot number

b. Digitar y quando vocé vé o prompt Vocé quer continuar?

Por exemplo, o seguinte comando prepara o médulo com falha no slot 4 do n6 2 (o controlador com
defeito) para remocgao e exibe uma mensagem informando que é seguro remové-lo:

node2::> system controller slot module remove -node node2 -slot 4

Warning: IO 2X 100GBE NVDA NIC module in slot 4 of node node2 will be
powered off for removal.

Do you want to continue? {yln}: vy

The module has been successfully removed from service and powered off.

It can now be safely removed.

6. Verifique se o médulo de E/S com falha esta desligado:

system controller slot module show

O resultado deve mostrar powered-off na status coluna para o médulo com falha e seu niumero de

slot.

11



Etapa 3: substitua o médulo de E/S com defeito a quente

Substitua o médulo de E/S com defeito por um médulo de E/S equivalente:

Passos
1. Se vocé ainda n&o esta aterrado, aterre-se adequadamente.

2. Remova o médulo de E/S com defeito do controlador com falha:

o Rode o parafuso de aperto manual do moédulo de e/S no sentido contrario ao dos
ponteiros do reldgio para soltar.

e Puxe o mddulo de E/S para fora do controlador usando a aba da etiqueta da porta a
esquerda e o parafuso de aperto manual a direita.

3. Instale o mddulo de E/S de substituicao:
a. Alinhe o moédulo de e/S com as extremidades da ranhura.
b. Empurre cuidadosamente o médulo de E/S até o slot, certificando-se de encaixa-lo corretamente no
conector.

Vocé pode usar a aba a esquerda e o parafuso de aperto manual a direita para empurrar o modulo de
E/S.

c. Rode o parafuso de aperto manual no sentido dos ponteiros do relégio para apertar.

4. Conecte o mdédulo de I/O de substituicao.

Etapa 4: Coloque o médulo de E/S de substituicao online

Coloque o modulo de E/S de substituigdo online, verifique se as portas do médulo de E/S foram inicializadas
com sucesso, verifique se o slot esta energizado e entéo verifique se 0 modulo de E/S esta online e
reconhecido.

Sobre esta tarefa

Apos a substituicdo do moédulo de E/S e o retorno das portas ao estado normal de funcionamento, os LIFs sédo
revertidos para o modulo de E/S substituido.

12



Passos
1. Coloque o médulo de E/S de substituicao em funcionamento:

a. Digite o seguinte comando:

system controller slot module insert -node impaired node name -slot
slot number

b. Digitar y quando vocé vé o prompt, Vocé quer continuar?

A saida deve confirmar que o médulo de E/S foi colocado online com sucesso (ligado, inicializado e
colocado em funcionamento).

Por exemplo, o comando a seguir coloca o slot 4 no n6 2 (o controlador prejudicado) online e exibe
uma mensagem de que o processo foi bem-sucedido:

node2::> system controller slot module insert -node node2 -slot 4

Warning: IO 2X 100GBE NVDA NIC module in slot 4 of node nodeZ will be

powered on and initialized.
Do you want to continue? {yln}: "y’

The module has been successfully powered on, initialized and placed into

service.

2. Verifique se cada porta do modulo de E/S foi inicializada com sucesso:
a. Digite o seguinte comando no console do controlador com defeito:

event log show -event *hotplug.init*

(D Pode levar varios minutos para quaisquer atualizagdes de firmware necessarias e a
inicializagdo das portas.

A saida deve mostrar um ou mais eventos EMS hotplug.init.success indicando que cada porta no
modulo de E/S foi iniciada com sucesso.

Por exemplo, a seguinte saida mostra que a inicializagdo foi bem-sucedida para as portas de I/O e4b e
eda:
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node2::> event log show -event *hotplug.init*

Time Node Severity Event

7/11/2025 16:04:06 node2 NOTICE hotplug.init.success:
Initialization of ports "e4b" in slot 4 succeeded

7/11/2025 16:04:06 node?2 NOTICE hotplug.init.success:
Initialization of ports "e4a" in slot 4 succeeded

2 entries were displayed.

a. Caso a inicializagéo da porta falhe, consulte o log do EMS para saber os proximos passos a serem
tomados.

3. Verifique se o slot do médulo de E/S esta energizado e pronto para operagao:

system controller slot module show

A saida deve mostrar o status do slot como powered-on e, portanto, pronto para operagao do modulo de
I/O.

4. Verifique se o médulo de I/O esta online e reconhecido.
Digite o comando do console do controlador com deficiéncia:
system controller config show -node local -slot slot number

Se 0 médulo de E/S foi conectado com sucesso e é reconhecido, a saida exibira informagdes do modulo
de E/S, incluindo informagdes da porta do slot.

Por exemplo, vocé devera ver uma saida semelhante a seguinte para um modulo de 1/0 no slot 4:
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node2::> system controller config show -node local -slot 4

Node: node2
Sub- Device/
Slot slot Information
4 - Dual 40G/100G Ethernet Controller CX6-DX
e4a MAC Address: d0:39:ea:59:69:74 (auto-100g cr4-fd-
up)
QSFP Vendor: CISCO-BIZLINK
QSFP Part Number: 1L45593-D218-D10
QSFP Serial Number: LCC2807GJFM-B
ed4b MAC Address: d0:39:ea:59:69:75 (auto-100g cr4-fd-
up)

QSFP Vendor:
QSFP Part Number:
QSFP Serial Number:

Device Type:
Firmware Version:
Part Number:
Hardware Revision:

Serial Number:

CISCO-BIZLINK
L45593-D218-D10
LCC2809G26F-A
CX6-DX PSID(NAP0O0O00000027)
22.44.1700

111-05341
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Etapa 5: restaurar o sistema de armazenamento para operagado normal

Restaure o sistema de storage ao funcionamento normal, devolvendo o armazenamento ao controlador que

foi assumido (conforme necessario), restaurando o giveback automatico (conforme necessario), verificando se
as LIFs estdo em suas portas de origem e reativando a criagdo automatica de casos do AutoSupport.

Passos

1. Conforme necessario para a versao do ONTAP que seu sistema de storage esta executando e o estado

dos controladores, devolva o armazenamento e restaure o giveback automatico no controlador que foi

assumido:
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Versao de
ONTAP

9.17.10u
9.18.1RC

9.18.1GA ou
posterior

9.18.1GAou
posterior

Se... Entao...

Se o controlador incapacitado a. Retorne o controlador saudavel a operacao
assumiu automaticamente o normal realizando o giveback do seu
controle do controlador saudavel armazenamento:

storage failover giveback -ofnode
healthy node name

b. Restaurar o giveback automatico a partir do
console do controlador com defeito:

storage failover modify -node local
-auto-giveback true

Se um dos controladores realizou a. Retorne o controlador que foi assumido ao
o takeover automatico do seu funcionamento normal realizando o giveback do
parceiro seu armazenamento:

storage failover giveback -ofnode
controller that was taken over name

b. Restaurar o giveback automatico a partir do
console do controlador que foi assumido:

storage failover modify -node local
-auto-giveback true

Ambos os controladores estao Va para a proxima etapa.
ativos e executando E/S (servindo
dados)

2. Verifique se as interfaces logicas estao relatando para o servidor doméstico e as portas: network
interface show -is-home false

Se algum LIFs estiver listado como false, reverta-os para suas portas iniciais: network interface
revert -vserver * -1if *

3. Se o AutoSupport estiver ativado, restaure a criacdo automatica de casos:

system node autosupport invoke -node * -type all -message MAINT=end

Passo 6: Devolva a pe¢ca com falha ao NetApp

Devolva a peca com falha ao NetApp, conforme descrito nas instrucbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicoes" pagina para obter mais informagoes.
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Substitua um modulo de e/S - ASA C30

Substitua um médulo de E/S no seu sistema de armazenamento ASA C30 quando o
modulo falhar ou precisar de uma atualizagao para oferecer suporte a maior
desempenho ou recursos adicionais. O processo de substituicdo envolve desligar o
controlador, substituir o médulo de e/S com falha, reiniciar o controlador e devolver a
peca com falha ao NetApp.

Use este procedimento para substituir um modulo de e/S com falha.

Antes de comecgar

Todos os outros componentes do sistema de armazenamento tém de estar a funcionar corretamente; caso
contrario, tem de contactar "Suporte a NetApp" antes de prosseguir com este procedimento.

Sobre esta tarefa

Se necessario, vocé pode ligar os LEDs de localizagdo do sistema de armazenamento (azul) para ajudar a
localizar fisicamente o sistema de armazenamento afetado. Faga login no BMC usando SSH e digite o
system location-led on comando.

Um sistema de armazenamento tem trés LEDs de localizacdo: Um no painel de visualizacdo do operador e
um em cada controlador. Os LEDs de localizagdo permanecem acesos durante 30 minutos.

Vocé pode desativa-los digitando o system location-led off comando. Se ndo tiver a certeza se os
LEDs estéao ligados ou desligados, pode verificar o seu estado introduzindo 0 system location-led show
comando.

Passo 1: Desligue o controlador desativado

Para encerrar o controlador com deficiéncia, vocé deve determinar o status do controlador e, se necessario,
assumir o controlador para que o controlador saudavel continue fornecendo dados do armazenamento do
controlador com deficiéncia.

Sobre esta tarefa

* Se vocé tiver um sistema SAN, vocé deve ter verificado mensagens de cluster kernel-service
show evento ) para o blade SCSI do controlador afetado. O “cluster kernel-
service show comando (do modo avangado priv) exibe o nome do né, "status do quorum"desse no, o
status de disponibilidade desse n6 e o status operacional desse n6.

Cada processo SCSI-blade deve estar em quérum com os outros nds no cluster. Qualquer problema deve
ser resolvido antes de prosseguir com a substitui¢cao.

» Se voceé tiver um cluster com mais de dois nds, ele devera estar no quérum. Se o cluster ndo estiver em
quorum ou se um controlador integro exibir false para qualificagcéo e integridade, vocé devera corrigir o
problema antes de encerrar o controlador prejudicado; "Sincronize um n6 com o cluster'consulte .

Passos

1. Se o AutoSupport estiver ativado, suprimir a criagdo automatica de casos invocando uma mensagem
AutoSupport:

system node autosupport invoke -node * -type all -message MAINT=<# of hours>h

A seguinte mensagem AutoSupport suprime a criagdo automatica de casos por duas horas:
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clusterl:> system node autosupport invoke -node * -type all -message MAINT=2h

2. Desabilitar devolucédo automatica:

a. Digite o seguinte comando no console do controlador integro:
storage failover modify -node impaired node name -auto-giveback false

b. Digitar y quando vocé vé o prompt Vocé quer desabilitar o retorno automatico?

3. Leve o controlador prejudicado para o prompt Loader:

Se o controlador afetado estiver Entao...
a apresentar...

O prompt Loader Va para a proxima etapa.
A aguardar pela giveback... Pressione Ctrl-C e responda y quando solicitado.

Prompt do sistema ou prompt de  Assuma ou interrompa o controlador prejudicado do controlador
senha saudavel:

storage failover takeover -ofnode
impaired node name -halt true

O parametro -halt True traz para o prompt Loader.

Passo 2: Substitua um moédulo de e/S com falha

Para substituir um modulo de e/S com falha, localize-o no controlador e siga a sequéncia especifica de
passos.

Passos

1. Se vocé ainda nao esta aterrado, aterre-se adequadamente.

2. Desconete o cabeamento do modulo de e/S com falha.
Certifique-se de etiquetar os cabos para que vocé saiba de onde eles vieram.

3. Remova o médulo de e/S com falha do controlador:
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0 Rode o parafuso de aperto manual do mddulo de e/S no sentido contrario ao dos
ponteiros do relégio para soltar.

9 Puxe o modulo de e/S para fora do controlador usando a aba da etiqueta da porta a
esquerda e o parafuso de aperto manual.

4. Instale o médulo de e/S de substituicdo na ranhura de destino:
a. Alinhe o moédulo de e/S com as extremidades da ranhura.

b. Empurre cuidadosamente o médulo de e/S totalmente para dentro da ranhura, certificando-se de que
assenta corretamente o modulo no conetor.

Vocé pode usar a aba a esquerda e o parafuso de aperto manual para empurrar o moédulo de e/S.
c. Rode o parafuso de aperto manual no sentido dos ponteiros do relégio para apertar.
5. Faga o cabo do modulo de e/S.
Passo 3: Reinicie o controlador
Depois de substituir um moédulo de e/S, tem de reiniciar o controlador.

Passos

1. Reinicie o controlador a partir do prompt Loader: bye
Reiniciar o controlador prejudicado também reinicializa os modulos de e/S e outros componentes.

2. Retorne o nd a operagé@o normal: storage failover giveback -ofnode impaired node name

3. Restaure a giveback automatica a partir da consola do controlador saudavel: storage failover
modify -node local -auto-giveback true

Passo 4: Devolva a pe¢ca com falha ao NetApp

Devolva a peca com falha ao NetApp, conforme descrito nas instrucbes de RMA fornecidas com o kit.
Consulte a "Devolucao de pecas e substituicbes" pagina para obter mais informacoes.
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