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Comece agora

Visualize a rede ONTAP usando o Gerenciador do sistema

A partir do ONTAP 9.8, você pode usar o Gerenciador do sistema para exibir um gráfico
que mostra os componentes e a configuração da sua rede, permitindo que você veja os
caminhos de conexão de rede entre hosts, portas, SVMs, volumes e muito mais. A partir
do ONTAP 9.12,1, você pode visualizar a associação LIF e sub-rede na grade interfaces
de rede.

O gráfico é exibido quando você seleciona rede > Visão geral ou quando você seleciona  na seção rede do
painel.

As seguintes categorias de componentes são mostradas no gráfico:

• Hosts

• Portas de storage

• Interfaces de rede

• VMs de storage

• Componentes de acesso a dados

Cada seção mostra detalhes adicionais sobre os quais você pode passar o Mouse ou selecionar para
executar tarefas de gerenciamento e configuração de rede.

Se você estiver usando o Gerenciador de sistema clássico (disponível somente no ONTAP 9.7 e versões
anteriores), "Gerir a rede"consulte .

Exemplos

Veja a seguir alguns exemplos das muitas maneiras de interagir com o gráfico para visualizar detalhes sobre
cada componente ou iniciar ações para gerenciar sua rede:

• Clique em um host para ver sua configuração: Portas, interfaces de rede, VMs de storage e componentes
de acesso a dados associados a ele.

• Passe o Mouse sobre o número de volumes em uma VM de armazenamento para selecionar um volume
para exibir seus detalhes.

• Selecione uma interface iSCSI para visualizar o seu desempenho na última semana.

• Clique em  ao lado de um componente para iniciar ações para modificar esse componente.

• Determine rapidamente onde os problemas podem ocorrer em sua rede, indicado por um "X" ao lado de
componentes não saudáveis.

Vídeo de visualização de rede do System Manager
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Saiba mais sobre os componentes de rede de um cluster
ONTAP

Você deve se familiarizar com os componentes de rede de um cluster antes de
configurar o cluster. A configuração dos componentes físicos de rede de um cluster em
componentes lógicos fornece a funcionalidade de flexibilidade e alocação a vários
clientes no ONTAP.

Os vários componentes de rede em um cluster são os seguintes:

• Portas físicas

Placas de interface de rede (NICs) e adaptadores de barramento de host (HBAs) fornecem conexões
físicas (Ethernet e Fibre Channel) de cada nó para as redes físicas (redes de gerenciamento e dados).

Para obter informações sobre os requisitos do local, informações sobre o switch, informações sobre o
cabeamento da porta integrada da controladora e o cabeamento da porta integrada, consulte o Hardware
Universe em "hwu.NetApp.com".

• Portas lógicas

As redes de área local virtual (VLANs) e os grupos de interface constituem as portas lógicas. Os grupos de
interface tratam várias portas físicas como uma única porta, enquanto as VLANs subdividem uma porta
física em várias portas separadas.

• IPspaces

Você pode usar um espaço de IPspace para criar um espaço de endereço IP distinto para cada SVM em
um cluster. Isso permite que os clientes em domínios de rede separados administrativamente acessem os
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dados do cluster ao usar endereços IP sobrepostos do mesmo intervalo de sub-rede de endereços IP.

• Domínios de broadcast

Um domínio de broadcast reside em um IPspace e contém um grupo de portas de rede, potencialmente
de muitos nós no cluster, que pertencem à mesma rede de camada 2. As portas do grupo são usadas em
uma SVM para tráfego de dados.

• Sub-redes

Uma sub-rede é criada dentro de um domínio de broadcast e contém um conjunto de endereços IP que
pertencem à mesma sub-rede da camada 3. Esse conjunto de endereços IP simplifica a alocação de
endereços IP durante a criação de LIF.

• Interfaces lógicas

Uma interface lógica (LIF) é um endereço IP ou um nome de porta mundial (WWPN) associado a uma
porta. Ela está associada a atributos como grupos de failover, regras de failover e regras de firewall. Um
LIF se comunica através da rede através da porta (física ou lógica) à qual está atualmente vinculado.

Os diferentes tipos de LIFs em um cluster são LIFs de dados, LIFs de gerenciamento com escopo de
cluster, LIFs de gerenciamento com escopo de nó, LIFs entre clusters e LIFs de cluster. A propriedade dos
LIFs depende do SVM onde o LIF reside. Os data LIFs são propriedade de Data SVMs, LIFs de
gerenciamento com escopo de nó, gerenciamento com escopo de cluster e LIFs entre clusters são de
propriedade das SVMs de administrador e os LIFs de cluster são de propriedade do cluster SVM.

• Zonas DNS

A zona DNS pode ser especificada durante a criação do LIF, fornecendo um nome para o LIF ser
exportado através do servidor DNS do cluster. Vários LIFs podem compartilhar o mesmo nome, permitindo
que o recurso de balanceamento de carga DNS distribua endereços IP para o nome de acordo com a
carga.

Os SVMs podem ter várias zonas DNS.

• Roteamento

Cada SVM é autossuficiente em relação à rede. Um SVM possui LIFs e rotas que podem alcançar cada
um dos servidores externos configurados.

A figura a seguir ilustra como os diferentes componentes de rede estão associados em um cluster de
quatro nós:
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Práticas recomendadas para cabeamento de rede ONTAP

As práticas recomendadas de cabeamento de rede separam o tráfego nas seguintes
redes: Cluster, gerenciamento e dados.

Você deve fazer um cabeamento de um cluster para que o tráfego do cluster esteja em uma rede separada de
todo o outro tráfego. É uma prática opcional, mas recomendada, separar o tráfego de gerenciamento de rede
dos dados e do tráfego entre clusters. Ao manter redes separadas, você pode obter melhor desempenho,
facilidade de administração e maior segurança e acesso de gerenciamento aos nós.

O diagrama a seguir ilustra o cabeamento de rede de um cluster HA de quatro nós que inclui três redes
separadas:
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Você deve seguir certas diretrizes ao fazer cabeamento de conexões de rede:

• Cada nó deve ser conetado a três redes distintas.

Uma rede é para gerenciamento, outra para acesso aos dados e outra para comunicação entre clusters. A
gestão e as redes de dados podem ser logicamente separadas.

• Você pode ter mais de uma conexão de rede de dados para cada nó para melhorar o fluxo de tráfego do
cliente (dados).

• Um cluster pode ser criado sem conexões de rede de dados, mas deve incluir uma conexão de
interconexão de cluster.

• Sempre deve haver duas ou mais conexões de cluster para cada nó.

Para obter mais informações sobre cabeamento de rede, consulte "Centro de Documentação do sistema AFF
e FAS" e "Hardware Universe" .
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Determine qual política de failover de LIF deve ser usada
em uma rede ONTAP

Domínios de broadcast, grupos de failover e políticas de failover trabalham em conjunto
para determinar qual porta assumirá quando o nó ou a porta na qual um LIF é
configurado falhar.

Um domínio de broadcast lista todas as portas alcançáveis na mesma rede Ethernet de camada 2. Um pacote
de broadcast Ethernet enviado de uma das portas é visto por todas as outras portas no domínio de broadcast.
Essa caraterística de acessibilidade comum de um domínio de broadcast é importante para LIFs porque se
um LIF falhasse para qualquer outra porta no domínio de broadcast, ele ainda poderia alcançar todos os hosts
locais e remotos que estavam acessíveis a partir da porta original.

Os grupos de failover definem as portas dentro de um domínio de broadcast que fornecem cobertura de
failover de LIF entre si. Cada domínio de broadcast tem um grupo de failover que inclui todas as suas portas.
Esse grupo de failover que contém todas as portas no domínio de broadcast é o grupo de failover padrão e
recomendado para o LIF. Você pode criar grupos de failover com subconjuntos menores que você definir,
como um grupo de portas de failover que têm a mesma velocidade de link em um domínio de broadcast.

Uma política de failover dita como um LIF usa as portas de um grupo de failover quando um nó ou porta é
desativado. Considere a política de failover como um tipo de filtro aplicado a um grupo de failover. Os destinos
de failover para um LIF (o conjunto de portas para as quais um LIF pode fazer failover) são determinados
aplicando a política de failover de LIF ao grupo de failover de LIF no domínio de broadcast.

Você pode exibir os destinos de failover para um LIF usando o seguinte comando CLI:

network interface show -failover

O NetApp recomenda fortemente o uso da política de failover padrão para o seu tipo de LIF.

Decida qual política de failover de LIF usar

Decida se deseja usar a política de failover padrão recomendada ou se deseja alterá-la com base no seu tipo
e ambiente de LIF.

Árvore de decisões de política de failover
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Políticas de failover padrão por tipo de LIF

Tipo de LIF Política de failover padrão Descrição

BGP LIFs desativado O LIF não faz failover para outra porta.

LIFs de cluster apenas local O LIF faz failover para portas apenas no mesmo nó.

LIF de cluster-mgmt broadcast-domain-wide O LIF faz failover para portas no mesmo domínio de
broadcast, em todos e em todos os nós do cluster.
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LIFs entre clusters apenas local O LIF faz failover para portas apenas no mesmo nó.

LIFs de dados nas definido pelo sistema O LIF faz failover para um outro nó que não é o
parceiro de HA.

LIFs de gerenciamento de
nós

apenas local O LIF faz failover para portas apenas no mesmo nó.

LIFs de dados SAN desativado O LIF não faz failover para outra porta.

A política de failover "somente para parceiros sfo" não é padrão, mas pode ser usada quando você deseja que
o LIF faça failover para uma porta no nó inicial ou apenas para parceiros SFO.

Informações relacionadas

• "mostra da interface de rede"
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