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Configurar LIFs entre clusters

Configurar LIFs ONTAP entre clusters em portas de dados
compartilhados

Vocé pode configurar LIFs entre clusters em portas compartilhadas com a rede de
dados. Isso reduz o numero de portas de que vocé precisa para redes entre clusters.

Passos
1. Liste as portas no cluster:

network port show
Saiba mais sobre network port show o "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra as portas de rede no cluster01:

cluster0l::> network port show

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
cluster01-01
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 1500 auto/1000
e0lb Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000

2. Crie LIFs entre clusters em um administrador SVM (IPspace padrao) ou em um sistema SVM (IPspace
personalizado):

Opcgao Descrigao

Em ONTAP 9.6 e posteriores: network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
—-node node -home-port port -address
port IP -netmask netmask


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

Opcao Descrigao

Em ONTAP 9.5 e anteriores: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

Saiba mais sobre network interface create o0 "Referéncia do comando ONTAP"na .

O exemplo a seguir cria LIFs entre clusters cluster0l icl01 e cluster0l icl02:

cluster0l::> network interface create -vserver cluster0l -1if
cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port eOc
—address 192.168.1.201

-netmask 255.255.255.0

cluster0l::> network interface create -vserver cluster0l -1if
cluster0l icl02 -service-

policy default-intercluster -home-node cluster(01-02 -home-port eOc
—address 192.168.1.202

-netmask 255.255.255.0

3. Verifique se as LIFs entre clusters foram criadas:

Opcao Descrigao

Em ONTAP 9.6 e posteriores: network interface show -service-policy
default-intercluster

Em ONTAP 9.5 e anteriores: network interface show -role
intercluster

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .


https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOc
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOc
true

4. Verifique se as LIFs entre clusters sdo redundantes:

Opcgao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigao

network interface show —-service-policy
default-intercluster -failover

network interface show -role
intercluster -failover

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que os LIFs entre clusters cluster0l icl01 e cluster0l icl02nae0c

porta irdo falhar para a e0d porta.

cluster0l::> network interface show -service-policy default-intercluster

—-failover

Logical Home
Vserver Interface Node:Port
cluster01l

cluster0l icl01
192.168.1.201/24

Failover Targets:

cluster0l icl02
192.168.1.201/24

Failover Targets:

cluster01-01:e0c

cluster01-02:e0c

Failover Failover

Policy Group

local-only

cluster01-01:e0c,
cluster01-01:e0d
local-only

cluster01-02:e0c,
cluster01-02:e0d


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Configurar LIFs ONTAP entre clusters em portas dedicadas

Vocé pode configurar LIFs entre clusters em portas dedicadas. Isso normalmente
aumenta a largura de banda disponivel para o trafego de replicagao.

Passos
1. Liste as portas no cluster:

network port show
Saiba mais sobre network port show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra as portas de rede no cluster01:

cluster0l::> network port show

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
cluster01-01
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default Default up 1500 auto/1000
e0f Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default Default up 1500 auto/1000
e0f Default Default up 1500 auto/1000

2. Determine quais portas estédo disponiveis para se dedicar a comunicacao entre clusters:
network interface show -fields home-port,curr-port
Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que portas e0e e e0f ndo foram atribuidas LIFs:


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

cluster0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster01-01 clusl ela ela
Cluster cluster01-01 clus2 e0b e0b
Cluster cluster01-02 clusl ela ela
Cluster cluster01-02 clus2 eOb eOb
cluster0O1l

cluster mgmt elc elc
cluster(O1l

cluster01-01 mgmtl elc elc
cluster(O1l

cluster01-02 mgmtl elc elc

3. Crie um grupo de failover para as portas dedicadas:

network interface failover-groups create -vserver system SVM -failover-group
failover group -targets physical or logical ports

O exemplo a seguir atribui portas e0e e e0f ao grupo de failover intercluster01 no SVM do sistema
cluster0l:

cluster0l::> network interface failover-groups create -vserver cluster(Ol
-failover-group

intercluster0l -targets
cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

4. Verifique se o grupo de failover foi criado:

network interface failover-groups show

Saiba mais sobre network interface failover—-groups show 0 "Referéncia do comando
ONTAP"na .


https://docs.netapp.com/us-en/ontap-cli/network-interface-failover-groups-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-failover-groups-show.html

cluster0l::> network interface failover-groups show
Failover

Vserver Group Targets

Cluster
Cluster
cluster01-01:e0a, cluster01-01:e0b,
cluster01-02:e0a, cluster01-02:e0b
cluster(O1l
Default
cluster01-01:e0c, cluster01-01:e0d,
cluster01-02:e0c, cluster01-02:e0d,
cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f
intercluster01

cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f

5. Crie LIFs entre clusters no sistema e atribua-os ao grupo de failover.

Opcao Descrigao

Em ONTAP 9.6 e posteriores: network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
-node node -home- port port -address
port IP -netmask netmask -failover
-group failover group

Em ONTAP 9.5 e anteriores: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask -failover-group failover group

Saiba mais sobre network interface create 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir cria LIFs entre clusters cluster01 icl01l e cluster0l icl102 no grupo failover
intercluster01:


https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html

cluster0l::> network interface create -vserver cluster0l -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port eOe

—address 192.168.1.201

-netmask 255.255.255.0 -failover—-group intercluster0l

cluster0l::> network interface create -vserver cluster(0l -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port ele

—address 192.168.1.202

-netmask 255.255.255.0 -failover-group intercluster0l

6. Verifique se as LIFs entre clusters foram criadas:

Opcgao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigado

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOQe
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOf
true

7. Verifique se as LIFs entre clusters sdo redundantes:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Opcao Descrigao

Em ONTAP 9.6 e posteriores: network interface show -service-policy
default-intercluster -failover

Em ONTAP 9.5 e anteriores: network interface show -role
intercluster -failover

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que os LIFs entre clusters cluster0l icl01l e cluster0l 1icl02 a porta
SVMeOe farao failover para a e0 £ porta.

cluster(0l::> network interface show -service-policy default-intercluster

—failover

Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
cluster0l

cluster0l icl0l cluster01-01:e0e local-only
intercluster01

Failover Targets: cluster01-01:e0e,
cluster01-01:e0f
cluster0l icl02 cluster01-02:e0e local-only
intercluster01l
Failover Targets: cluster01-02:e0e,
cluster01-02:e0f

Configurar LIFs de clusters do ONTAP em IPspaces
personalizados

Vocé pode configurar LIFs entre clusters em IPspaces personalizados. Isso permite
isolar o trafego de replicagdo em ambientes multitenant.

Quando vocé cria um IPspace personalizado, o sistema cria uma maquina virtual de storage do sistema
(SVM) para servir como um contéiner para os objetos do sistema nesse |IPspace. Vocé pode usar o novo SVM

como contéiner para quaisquer LIFs entre clusters no novo IPspace. O novo SVM tem o0 mesmo nome que o
IPspace personalizado.

Passos
1. Liste as portas no cluster:

network port show

Saiba mais sobre network port show 0 "Referéncia do comando ONTAP"na .


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

O exemplo a seguir mostra as portas de rede no cluster01:

cluster(0l::> network port show

(Mbps)
Node Port IPspace Broadcast Domain Link MTU

cluster01-01

ela Cluster Cluster up 1500
e0b Cluster Cluster up 1500
elc Default Default up 1500
e0d Default Default up 1500
ele Default Default up 1500
e0f Default Default up 1500
cluster01-02
ela Cluster Cluster up 1500
eOb Cluster Cluster up 1500
elc Default Default up 1500
e0d Default Default up 1500
ele Default Default up 1500
e0f Default Default up 1500

2. Crie IPspaces personalizados no cluster:
network ipspace create -ipspace ipspace

O exemplo a seguir cria o IPspace personalizado ipspace-IC1 :

cluster0l::> network ipspace create -ipspace ipspace-IC1l

Saiba mais sobre network ipspace create 0 "Referéncia do comando ONTAP"na .

3. Determine quais portas estédo disponiveis para se dedicar a comunicacao entre clusters:

network interface show -fields home-port, curr-port

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que portas e0e e e0f ndo foram atribuidas LIFs:

Speed

Admin/Oper

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000


https://docs.netapp.com/us-en/ontap-cli/network-ipspace-create.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

4.
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cluster0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster0l clusl ela ela
Cluster cluster0l clus?2 e0b e0b
Cluster cluster02 clusl ela ela
Cluster cluster02 clus?2 e0b e0b
clusterO1

cluster mgmt elc elc
cluster(O1l

cluster01-01 mgmtl elc elc
cluster(O1l

cluster01-02 mgmtl elc elc

Remova as portas disponiveis do dominio de broadcast padrao:

network port broadcast-domain remove-ports -broadcast-domain Default -ports
ports

Uma porta ndo pode estar em mais de um dominio de broadcast de cada vez. Saiba mais sobre network
port broadcast-domain remove-ports 0 "Referéncia do comando ONTAP"na.

O exemplo a seguir remove portas eOe e e0f do dominio de broadcast padrao:
cluster(0l::> network port broadcast-domain remove-ports -broadcast

-domain Default -ports
cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

. Verifique se as portas foram removidas do dominio de broadcast padrao:

network port show
Saiba mais sobre network port show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que as portas e0e e e0f foram removidas do dominio de broadcast padréo:


https://docs.netapp.com/us-en/ontap-cli/network-port-broadcast-domain-remove-ports.html
https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

cluster0l::> network port show
Speed (Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper

cluster01-01

ela Cluster Cluster up 9000 auto/1000
e0lb Cluster Cluster up 9000 auto/1000
elc Default Default up 1500 auto/1000
eld Default Default up 1500 auto/1000
ele Default - up 1500 auto/1000
e0f Default - up 1500 auto/1000
elg Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 9000 auto/1000
elb Cluster Cluster up 9000 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default - up 1500 auto/1000
e0f Default - up 1500 auto/1000
elg Default Default up 1500 auto/1000

6. Crie um dominio de broadcast no IPspace personalizado:

network port broadcast-domain create -ipspace ipspace -broadcast-domain
broadcast domain -mtu MTU -ports ports

O exemplo a seguir cria o0 dominio de broadcast ipspace-IC1-bd no IPspace : ipspace-IC1
cluster(0l::> network port broadcast-domain create -ipspace ipspace-IC1l
-broadcast-domain
ipspace-ICl-bd -mtu 1500 -ports cluster01-0l:e0e,cluster01-01:e0f,
cluster01-02:e0e,cluster01-02:e0f

7. Verifigue se o dominio de broadcast foi criado:

network port broadcast-domain show

Saiba mais sobre network port broadcast-domain show 0 "Referéncia do comando ONTAP"na .


https://docs.netapp.com/us-en/ontap-cli/network-port-broadcast-domain-show.html

cluster0l::> network port broadcast-domain show

IPspace Broadcast Update
Name Domain Name MTU Port List Status Details
Cluster Cluster 9000
cluster01-01:e0a complete
cluster01-01:e0b complete
cluster01-02:e0a complete
cluster01-02:e0b complete
Default Default 1500
cluster01-01:e0c complete
cluster01-01:e0d complete
cluster01-01:e0f complete
cluster01-01:e0g complete
cluster01-02:e0c complete
cluster01-02:e0d complete
cluster01-02:e0f complete
cluster01-02:e0g complete

ipspace-IC1l
ipspace-ICl-bd

1500
cluster01-01:e0e complete
cluster01-01:e0f complete
cluster01-02:e0e complete
cluster01-02:e0f complete

8. Crie LIFs entre clusters no sistema SVM e atribua-os ao dominio de broadcast:

Opcgao Descrigédo

Em ONTAP 9.6 e posteriores: network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
—-node node -home-port port -address
port IP -netmask netmask

Em ONTAP 9.5 e anteriores: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

O LIF é criado no dominio de broadcast ao qual a porta inicial & atribuida. O dominio de broadcast tem um
grupo de failover padrdo com o mesmo nome do dominio de broadcast. Saiba mais sobre network
interface create 0 "Referéncia do comando ONTAP"na .
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https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html

O exemplo a seguir cria LIFs entre clusters cluster0l1 icl01l e cluster0l icl02 no dominio de

broadcast ipspace-ICl-bd:

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port ele

—address 192.168.1.201
-netmask 255.255.255.0

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port eOe

—-address 192.168.1.202
-netmask 255.255.255.0

9. Verifique se as LIFs entre clusters foram criadas:

Opcao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigao

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

cluster(0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

ipspace-ICl
cluster0l iclO1

up/up
true
cluster0l icl02
up/up
true

10. Verifique se as LIFs entre clusters sao redundantes:

192.168.1.201/24

192.168.1.202/24

cluster01-01 eOe

cluster01-02 eOf
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https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Opcao Descrigao

Em ONTAP 9.6 e posteriores: network interface show -service-policy
default-intercluster -failover

Em ONTAP 9.5 e anteriores: network interface show -role
intercluster -failover

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que os LIFs entre clusters cluster0l icl01l e cluster0l 1icl02 a porta
SVM e0e fazem failover para a porta 'e0f":

cluster(0l::> network interface show -service-policy default-intercluster
—failover
Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
ipspace-IC1l
cluster0l icl0l cluster01-01:e0e local-only
intercluster01
Failover Targets: cluster01-01:e0e,
cluster01-01:e0f
cluster0l icl02 cluster01-02:e0e local-only
intercluster01l
Failover Targets: cluster01-02:e0e,
cluster01-02:e0f


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
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