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Configurar NDMP com escopo SVM
Habilitar NDMP com escopo SVM no cluster ONTAP

Se o DMA oferecer suporte a extensdo CAB (Cluster Aware Backup), vocé podera fazer
backup de todos os volumes hospedados em diferentes nés em um cluster habilitando
NDMP com escopo SVM, habilitando o servico NDMP no cluster (admin SVM) e
configurando LIFs para conexao de dados e controle.

Antes de comecgar
A extensdo DA CABINA tem de ser suportada pelo DMA.

Sobre esta tarefa
Desativar o modo NDMP com escopo de no ativa o modo NDMP com escopo SVM no cluster.

Passos
1. Ativar o modo NDMP com escopo SVM:

clusterl::> system services ndmp node-scope-mode off

O modo NDMP com escopo SVM esta ativado.

2. Habilite o servico NDMP no administrador SVM:

clusterl::> vserver services ndmp on -vserver clusterl

O tipo de autenticacao é definido como challenge por padrao e a autenticagao de texto sem formatagao
€ desativada.

(D Para uma comunicacéo segura, vocé deve manter a autenticagdo em texto simples
desativada.

3. Verifique se o servico NDMP esta ativado:

clusterl::> vserver services ndmp show

Vserver Enabled Authentication type

clusterl true challenge
vsl false challenge



Habilitar usuarios de backup para autenticacao ONTAP
NDMP

Para autenticar NDMP com escopo SVM a partir do aplicativo de backup, deve haver um
usuario administrativo com Privileges suficiente e uma senha NDMP.

Sobre esta tarefa

Vocé deve gerar uma senha NDMP para usuarios de administragéo de backup. E possivel habilitar usuarios
de administragao de backup no nivel de cluster ou SVM e, se necessario, criar um novo usuario. Por padrao,
0s usuarios com as seguintes fungbes podem se autenticar para backup NDMP:

* Em todo o cluster: admin Ou backup

* SVMs individuais: vsadmin Ou vsadmin-backup

Se estiver a utilizar um utilizador NIS ou LDAP, o utilizador tem de existir no respetivo servidor. Vocé nao pode
usar um usuario do ative Directory.

Passos
1. Exibir os usuarios e permissdes de administrador atuais:

security login show
Saiba mais sobre security login show 0 "Referéncia do comando ONTAP"na .

2. Se necessario, crie um novo usuario de backup NDMP com 0 security login create comando e a
fungao apropriada para o SVM Privileges individual ou em todo o cluster.

Pode especificar um nome de utilizador de cépia de segurancga local ou um nome de utilizador NIS ou
LDAP para 0 —user-or-group—-name parametro.

O comando a seguir cria o usuario de backup backup _adminl com a backup fungdo para todo o cluster:

clusterl::> security login create -user-or-group-name backup adminl
—-application ssh —-authmethod password -role backup

O comando a seguir cria o usuario de vsbackup adminl backup com a vsadmin-backup fun¢édo de
um SVM individual:

clusterl::> security login create -user-or-group-name vsbackup adminl
—application ssh -authmethod password -role vsadmin-backup

Introduza uma palavra-passe para o novo utilizador e confirme.
Saiba mais sobre security login create o "Referéncia do comando ONTAP"na .

3. Gere uma senha para o administrador SVM usando o vserver services ndmp generate
password comando.

A senha gerada deve ser usada para autenticar a conexdao NDMP pelo aplicativo de backup.


https://docs.netapp.com/us-en/ontap-cli/security-login-show.html
https://docs.netapp.com/us-en/ontap-cli/security-login-create.html

clusterl::> vserver services ndmp generate-password -vserver clusterl

-user backup adminl

Vserver: clusterl
User: backup adminl
Password: gG5CgQHYxw7tE57g

Configurar LIFs ONTAP para NDMP com escopo SVM

Vocé precisa identificar os LIFs que serdo usados para estabelecer uma conexao de
dados entre os recursos de dados e fita, e para conexao de controle entre o0 SVM admin
e o aplicativo de backup. Depois de identificar os LIFs, vocé deve verificar se as politicas
de servigo e failover estao definidas.

@ A partir do ONTAP 9.10,1, as politicas de firewall s&o obsoletas e totalmente substituidas por
politicas de servigo LIF. Para obter mais informagdes, "Gerencie o trafego suportado”consulte .


https://docs.netapp.com/pt-br/ontap/networking/manage_supported_traffic.html

ONTAP 9.10,1 ou posterior
Passos

1. Identifique o LIF entre clusters hospedado nos nds usando o network interface show comando
com o -service-policy parametro.

network interface show -service-policy default-intercluster
Saiba mais sobre network interface show o "Referéncia do comando ONTAP"na .

2. Identifique o LIF de gerenciamento hospedado nos nés usando o0 network interface show
comando com 0 -service-policy parametro.

network interface show -service-policy default-management
3. Certifique-se de que o LIF entre clusters inclui 0 backup-ndmp-control Servigo:
network interface service-policy show

Saiba mais sobre network interface service-policy show 0 "Referéncia do comando
ONTAP"na .

4. Certifique-se de que a politica de failover esteja definida adequadamente para todos os LIFs:

a. Verifique se a politica de failover para o gerenciamento de cluster esta definida como
broadcast-domain-wide, € se a politica para LIFs de gerenciamento de clusters e nds esta
definida como local-only usando 0 network interface show -failover comando

O comando a seguir exibe a politica de failover para as LIFs de gerenciamento de clusters,
clusters e nés:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html

clusterl::> network interface show -failover

Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
cluster clusterl clusl clusterl-l:e0a local-only cluster
Failover
Targets:
clusterl cluster mgmt clusterl-1:e0Om broadcast- Default
domain-wide
Failover
Targets:
IC1l clusterl-1:e0a 1local-only Default
Failover
Targets:
IC2 clusterl-1:e0b 1local-only Default
Failover
Targets:
clusterl-1 cl-1 mgmtl clusterl-1:e0Om local-only Default
Failover
Targets:
clusterl-2 cl-2 mgmtl clusterl-2:e0m local-only Default
Failover
Targets:

a. Se as politicas de failover ndo forem definidas adequadamente, modifique a politica de failover
usando o network interface modify comando com o -failover-policy parametro.

clusterl::> network interface modify -vserver clusterl -1if IC1
-failover-policy local-only
Saiba mais sobre network interface modify o "Referéncia do comando ONTAP"na .

5. Especifique os LIFs necessarios para a conexdo de dados usando 0 vserver services ndmp
modify comando com o preferred-interface-role parametro.

clusterl::> vserver services ndmp modify -vserver clusterl

-preferred-interface-role intercluster,cluster-mgmt, node-mgmt


https://docs.netapp.com/us-en/ontap-cli/network-interface-modify.html

6. Verifique se a fungéo de interface preferida esta definida para o cluster usando o vserver
services ndmp show comando.

clusterl::> vserver services ndmp show -vserver clusterl

Vserver: clusterl
NDMP Version: 4

Preferred Interface Role: intercluster, cluster-mgmt, node-mgmt

ONTAP 9 1.9 ou anterior
Passos

1. Identifique os LIFs entre clusters, gerenciamento de cluster e gerenciamento de nés usando o
network interface show comando com o0 -role parametro.

O comando a seguir exibe as LIFs entre clusters:

clusterl::> network interface show -role intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
clusterl IC1 up/up 192.0.2.65/24 clusterl-1
ela true
clusterl IC2 up/up 192.0.2.68/24 clusterl-2
eOb true

O comando a seguir exibe o LIF de gerenciamento de cluster:

clusterl::> network interface show -role cluster-mgmt

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
clusterl cluster mgmt up/up 192.0.2.60/24 clusterl-2

eOM true



clusterl::> network interface

O comando a seguir exibe as LIFs de gerenciamento de né:

show -role node-mgmt

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
clusterl clusterl-1 mgmtl up/up 192.0.2.69/24
e(OM true

clusterl-2 mgmtl wup/up 192.0.2.70/24
eOM true

Current

Node

clusterl-1

clusterl-2

Saiba mais sobre network interface show o "Referéncia do comando ONTAP"na .

2. Certifique-se de que a politica de firewall esta ativada para NDMP nos (node-mgmt *LIFs entre

clusters, gerenciamento de cluster ( cluster-mgmt)e gerenciamento de nos):

a. Verifique se a politica de firewall esta habilitada para NDMP usando 0 system services
firewall policy show comando.

O comando a seguir exibe a politica de firewall para o LIF de gerenciamento de cluster:

clusterl::> system services firewall policy show -policy cluster

Vserver Policy Service Allowed

cluster cluster dns 0.0.0.0/0
http 0.0.0.0/0
https 0.0.0.0/0
ndmp 0.0.0.0/0
ndmps 0.0.0.0/0
ntp 0.0.0.0/0
rsh 0.0.0.0/0
snmp 0.0.0.0/0
ssh 0.0.0.0/0
telnet 0.0.0.0/0

10 entries were displayed.

O comando a seguir exibe a politica de firewall para o LIF entre clusters:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

clusterl::> system services firewall policy show

intercluster

Vserver Policy Service Allowed

clusterl intercluster dns =
http -
https -
ndmp 0.0.0.0/0,
ndmps -
ntp -
rsh =
ssh =
telnet =
9 entries were displayed.

-policy

::/0

O comando a seguir exibe a politica de firewall para o LIF de gerenciamento de nos:

clusterl::> system services firewall policy show

Vserver Policy Service Allowed

clusterl-1 mgmt dns 0.0.0.0/0,
http 0.0.0.0/0,
https 0.0.0.0/0,
ndmp 0.0.0.0/0,
ndmps 0.0.0.0/0,
ntp 0.0.0.0/0,
rsh -
snmp 0.0.0.0/0,
ssh 0 .0/0,
telnet =

10 entries were displayed.

-policy mgmt

:/0
:/0

b. Se a politica de firewall ndo estiver ativada, ative a politica de firewall utilizando o0 system
services firewall policy modify comando com o -service parametro.

O seguinte comando ativa a politica de firewall para o LIF entre clusters:

clusterl::> system services firewall policy modify -vserver clusterl

-policy intercluster -service ndmp 0.0.0.0/0

3. Certifique-se de que a politica de failover esteja definida adequadamente para todos os LIFs:



a. Verifique se a politica de failover para o gerenciamento de cluster esta definida como
broadcast-domain-wide, € se a politica para LIFs de gerenciamento de clusters e nds esta
definida como local-only usando o network interface show -failover comando.

O comando a seguir exibe a politica de failover para as LIFs de gerenciamento de clusters,
clusters e nés:

clusterl::> network interface show -failover

Failover
Vserver

Group

cluster

cluster

Targets:

clusterl

Logical

Interface

clusterl clusl

cluster mgmt

wide Default

Targets:

Default

Targets:

Default

Targets:

clusterl-1
Default

Targets:

clusterl-2
Default

Targets:

IC1

IC2

clusterl-1 mgmtl

clusterl-2 mgmtl

Home

Node:Port

clusterl-1:e0a

clusterl-1:e0m

clusterl-1:e0a

clusterl-1:e0b

clusterl-1:e0m

clusterl-2:e0m

Failover

Policy

local-only

Failover

broadcast-domain-

Failover

local-only

Failover

local-only

Failover

local-only

Failover

local-only

Failover
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a. Se as politicas de failover ndo forem definidas adequadamente, modifique a politica de failover
usando o0 network interface modify comando com o -failover-policy parametro.

clusterl::> network interface modify -vserver clusterl -1if IC1

-failover-policy local-only

Saiba mais sobre network interface modify o "Referéncia do comando ONTAP"na .

4. Especifique os LIFs necessarios para a conexdo de dados usando o vserver services ndmp
modify comando com 0 preferred-interface-role parametro.

clusterl::> vserver services ndmp modify -vserver clusterl
-preferred-interface-role intercluster,cluster-mgmt, node-mgmt

5. Verifique se a fungdo de interface preferida esta definida para o cluster usando o vserver
services ndmp show comando.

clusterl::> vserver services ndmp show -vserver clusterl

Vserver: clusterl
NDMP Version: 4

Preferred Interface Role: intercluster, cluster-mgmt,

node-mgmt


https://docs.netapp.com/us-en/ontap-cli/network-interface-modify.html
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