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Configurar o acesso do S3 a uma SVM
Criar um SVM para ONTAP S3

Embora o S3 possa coexistir com outros protocolos em um SVM, vocé pode querer criar
um novo SVM para isolar o namespace e a carga de trabalho.

Sobre esta tarefa

Se vocé estiver fornecendo apenas um storage de objetos S3 a partir de uma SVM, o servidor S3 nao exigira
nenhuma configuragdo DNS. No entanto, vocé pode querer configurar o DNS no SVM se outros protocolos
forem usados.

Ao configurar o acesso S3 a uma nova VM de armazenamento usando o System Manager, vocé sera
solicitado a inserir informacgdes de certificado e rede, e a VM de armazenamento e o servidor de
armazenamento de objetos S3 s&o criados em uma unica operagao.



Exemplo 1. Passos

System Manager

Vocé deve estar preparado para inserir o nome do servidor S3 como um nome de dominio totalmente
qualificado (FQDN), que os clientes usardo para o acesso S3. O FQDN do servidor S3 nao deve
comecar com um nome de bucket.

Vocé deve estar preparado para inserir enderecos IP para dados de funcéo de interface.

Se vocé estiver usando um certificado assinado de CA externo, sera solicitado que o insira durante este
procedimento; vocé também tera a opgao de usar um certificado gerado pelo sistema.

1. Habilite 0 S3 em uma VM de storage.

a. Adicionar uma nova VM de armazenamento: Cligue em armazenamento > armazenamento de
VMs e, em seguida, clique em Adicionar.

Se este for um novo sistema sem VMs de armazenamento existentes: Clique em Dashboard >
Configure Protocols.

Se estiver adicionando um servidor S3 a uma VM de armazenamento existente: Clique em
armazenamento > armazenamento de VMs, selecione uma VM de armazenamento, clique em
Configuragdes e, em seguida, clique em £ S3.
a. Clique em Ativar S3 e, em seguida, introduza o nome do servidor S3.
b. Selecione o tipo de certificado.
Se vocé selecionar um certificado gerado pelo sistema ou um de seu, ele sera necessario para
acesso ao cliente.
c. Introduza as interfaces de rede.

2. Se voceé selecionou o certificado gerado pelo sistema, as informagdes do certificado serdo exibidas
quando a nova criagdo da VM de armazenamento for confirmada. Clique em Download e salve-o
para acesso ao cliente.

o A chave secreta ndo sera exibida novamente.

o Se vocé precisar das informacdes do certificado novamente: Clique em armazenamento >
armazenamento de VMs, selecione a VM de armazenamento e clique em Configuragdes.

CLI
1. Verifique se o S3 esta licenciado no cluster:

system license show -package s3

Se nao estiver, contacte o seu representante de vendas.

2. Criar um SVM:



vserver create -vserver <svm name> -subtype default -rootvolume
<root volume name> -aggregate <aggregate name> -rootvolume-security
-style unix -language C.UTF-8 -data-services <data-s3-server>

-ipspace <ipspace name>

° Utilize a definicdo UNIX para a -rootvolume-security-style opgao.
° Utilize a opgao C.UTF-8 predefinida -1anguage.
° A ipspace definicao é opcional.

3. Verifique a configuracéo e o status do SVM recém-criado:

vserver show -vserver <svm_name>

O Vserver Operational State campo tem de apresentar o running estado. Se ele exibir
initializing o estado, isso significa que alguma operagao intermediaria, como criagdo de volume
raiz, falhou e vocé deve excluir o SVM e recria-lo.

Exemplos
O comando a seguir cria um SVM para acesso a dados no ipspace ipspaceA:

cluster-1::> vserver create -vserver svml.example.com -rootvolume
root svml -aggregate aggrl -rootvolume-security-style unix -language
C.UTF-8 -data-services data-s3-server -ipspace ipspaceA

[Job 2059] Job succeeded:
Vserver creation completed

O comando a seguir mostra que um SVM foi criado com um volume raiz de 1 GB, que foi iniciado
automaticamente e estd running no estado. O volume raiz tem uma politica de exportagdo padrao que
nao inclui nenhuma regra, portanto, o volume raiz ndo € exportado apds a criagdo. Por padrao, a conta
de usuario vsadmin € criada e esta no 1ocked estado. A fungdo vsadmin € atribuida a conta de usuario
padrao vsadmin.



cluster-1::> vserver show -vserver svml.example.com
Vserver: svml.example.com
Vserver Type: data
Vserver Subtype: default
Vserver UUID: b8375669-19b0-11e5-b9d1-
00a0983d9736
Root Volume: root svml
Aggregate: aggrl
NIS Domain: -
Root Volume Security Style: unix
LDAP Client: -
Default Volume Language Code: C.UTF-8
Snapshot Policy: default
Comment:
Quota Policy: default
List of Aggregates Assigned: -
Limit on Maximum Number of Volumes allowed: unlimited
Vserver Admin State: running
Vserver Operational State: running
Vserver Operational State Stopped Reason: -
Allowed Protocols: nfs, cifs
Disallowed Protocols: -
QoS Policy Group: -
Config Lock: false
IPspace Name: ipspaceA

Crie e instale um certificado de CA em um SVM habilitado
para ONTAP S3

Os clientes S3 exigem um certificado de Autoridade de Certificagao (CA) para enviar
trafego HTTPS para o SVM habilitado para S3. Os certificados CA criam um
relacionamento confiavel entre os aplicativos clientes e o servidor de armazenamento de
objetos ONTAP . Vocé deve instalar um certificado CA no ONTAP antes de usa-lo como
um armazenamento de objetos acessivel a clientes remotos.

Sobre esta tarefa

Embora seja possivel configurar um servidor S3 para usar apenas HTTP, e embora seja possivel configurar
clientes sem um requisito de certificado de CA, é uma pratica recomendada proteger o trafego HTTPS para
servidores ONTAP S3 com um certificado de CA.

Um certificado de CA nao é necessario para um caso de uso local de disposicdo em camadas, em que o
trafego IP esta passando apenas pelas LIFs de cluster.

As instrugbes neste procedimento irdo criar e instalar um certificado auto-assinado ONTAP. Embora o ONTAP
possa gerar certificados autoassinados, o uso de certificados assinados de uma autoridade de certificagao de



terceiros € a pratica recomendada.; consulte a documentagao de autenticagdo do administrador para obter
mais informacgdes.

"Autenticacao de administrador e RBAC"

Saiba mais sobre security certificate as opgdes de configuragdo adicionais no "Referéncia do
comando ONTAP".

Passos
1. Crie um certificado digital autoassinado:

security certificate create -vserver svm name -type root-ca -common-name
ca cert name

A -type root-ca opgao cria e instala um certificado digital autoassinado para assinar outros
certificados agindo como autoridade de certificagéo (CA).

A -common-name opgéo cria 0 nome da Autoridade de Certificagdo (CA) do SVM e sera usada ao gerar o
nome completo do certificado.

O tamanho padrao do certificado é de 2048 bits.
Exemplo

cluster-1::> security certificate create -vserver svml.example.com -type

root-ca -common-name svml ca

The certificate's generated name for reference:
svml ca 159D1587CE21E9D4 svml ca

Quando o nome gerado do certificado for exibido; certifique-se de salva-lo para etapas posteriores neste
procedimento.

Saiba mais sobre security certificate create 0 "Referéncia do comando ONTAP"na .
2. Gerar uma solicitagdo de assinatura de certificado:

security certificate generate-csr -common-name s3 server name
[additional options]

O -common-name parametro para a solicitagdo de assinatura deve ser o nome do servidor S3 (FQDN).
Vocé pode fornecer a localizagéo e outras informacgdes detalhadas sobre o SVM, se desejado.

O -dns-name O parametro geralmente é exigido pelos clientes para especificar a extensdo do Nome
Alternativo do Assunto, que fornece uma lista de nomes DNS.

O -ipaddr O parametro geralmente é exigido pelos clientes para especificar a extensdo do Nome
Alternativo do Assunto, que fornece uma lista de enderecos IP.

Vocé sera solicitado a manter uma copia da solicitacdo de certificado e da chave privada para referéncia
futura.
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Saiba mais sobre security certificate generate-csr o0 "Referéncia do comando ONTAP"na .
. Assine a CSR usando SVM_CA para gerar o certificado do S3 Server:

security certificate sign -vserver svm name -ca ca cert name -ca-serial
ca cert serial number [additional options]

Insira as opgdes de comando que vocé usou nas etapas anteriores:

° —ca—o0 nome comum da CA que vocé inseriu na Etapa 1.

° —ca-serial —o0 numero de série da CA a partir do passo 1. Por exemplo, se o0 nome do certificado
CAforsvm1_CA 159D1587CE21E9D4 svm1_CA, o numero de série sera 159D1587CE21E9D4.

Por padrao, o certificado assinado expirara em 365 dias. Vocé pode selecionar outro valor e
especificar outros detalhes de assinatura.

Quando solicitado, copie € insira a string de solicitagao de certificado que vocé salvou na Etapa 2.
Um certificado assinado é exibido; salve-o para uso posterior.
. Instale o certificado assinado no SVM habilitado para S3:
security certificate install -type server -vserver svm name
Quando solicitado, insira o certificado e a chave privada.
Vocé tem a opgao de inserir certificados intermediarios se uma cadeia de certificados for desejada.

Quando a chave privada e o certificado digital assinado pela CA forem exibidos, salve-os para referéncia
futura.

. Obtenha o certificado de chave publica:

security certificate show -vserver svm name -common-name ca cert name -type
root-ca -instance

Salve o certificado de chave publica para uma configuragao posterior do lado do cliente.

Exemplo


https://docs.netapp.com/us-en/ontap-cli/security-certificate-generate-csr.html

cluster-1::> security certificate show -vserver svml.example.com -common
-name svml ca -type root-ca -instance

Name of Vserver: svml.example.com
FQDN or Custom Common Name: svml ca
Serial Number of Certificate: 159D1587CE21E9D4
Certificate Authority: svml ca
Type of Certificate: root-ca
(DEPRECATED) —-Certificate Subtype: -
Unique Certificate Name: svml ca 159D1587CE21E9D4 svml ca
Size of Requested Certificate in Bits: 2048
Certificate Start Date: Thu May 09 10:58:39 2020
Certificate Expiration Date: Fri May 08 10:58:39 2021
Public Key Certificate: ----- BEGIN CERTIFICATE-—----

Country Name: US
State or Province Name:
Locality Name:
Organization Name:
Organization Unit:
Contact Administrator's Email Address:
Protocol: SSL
Hashing Function: SHA256
Self-Signed Certificate: true
Is System Internal Certificate: false

Informacgdes relacionadas

* "instalagado do certificado de seguranga"
« "certificado de seguranga mostrar"

+ "sinal de certificado de seguranga"

Crie a politica de dados de servico do ONTAP S3

Vocé pode criar politicas de servico para dados e servigos de gerenciamento do S3. E
necessaria uma politica de dados de servigo S3 para permitir o trafego de dados S3 nos
LIFs.

Sobre esta tarefa

Uma politica de dados de servico S3 é necessaria se vocé estiver usando LIFs de dados e LIFs entre clusters.
Nao é necessario se vocé estiver usando LIFs de cluster para o caso de uso de disposicdo em camadas local.

Quando uma politica de servigo é especificada para um LIF, a politica & usada para criar uma fungéo padrao,
politica de failover e lista de protocolos de dados para o LIF.
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Embora varios protocolos possam ser configurados para SVMs e LIFs, € uma pratica recomendada para S3
ser o unico protocolo ao fornecer dados de objetos.

Passos
1. Altere a configuragado de privilégios para avangado:

set -privilege advanced
2. Criar uma politica de dados de servigo:

network interface service-policy create -vserver svm name -policy policy name
-services data-core,data-s3-server

Os data-core servigos e data-s3-server Sa0 0S Unicos necessarios para habilitar o ONTAP S3,
embora outros servicos possam ser incluidos conforme necessario.

Saiba mais sobre network interface service-policy create 0 "Referéncia do comando
ONTAP"na .

Criar LIFs de dados para o ONTAP S3

Se vocé criou um novo SVM, as LIFs dedicadas que vocé cria para o acesso S3 devem
ser LIFs de dados.

Antes de comecgar
* A porta de rede fisica ou ldgica subjacente deve ter sido configurada para o status administrativo up.
Saiba mais sobre up o "Referéncia do comando ONTAP"na .

» Se vocé estiver planejando usar um nome de sub-rede para alocar o enderecgo IP e o valor de mascara de
rede para um LIF, a sub-rede ja deve existir.

As sub-redes contém um conjunto de enderegos IP que pertencem a mesma sub-rede da camada 3. Eles
sdo criados usando 0 network subnet create comando.

Saiba mais sobre network subnet create 0 "Referéncia do comando ONTAP"na .

+ A politica de servico LIF ja deve existir.

» Como pratica recomendada, os LIFs usados para acesso a dados (data-S3-server) e LIFs usados para
operagoes de gerenciamento (Management-https) devem ser separados. Ambos os servicos ndo devem
ser ativados no mesmo LIF.

* Os Registros DNS devem ter apenas enderecos IP dos LIFs que tém dados-S3-server associados a eles.
Se enderecos IP de outros LIFs forem especificados no Registro DNS, as solicitagbes do ONTAP S3
podem ser atendidas por outros servidores, resultando em respostas inesperadas ou perda de dados.

Sobre esta tarefa
» Vocé pode criar LIFs IPv4 e IPv6 na mesma porta de rede.

» Se vocé tiver um grande numero de LIFs no cluster, podera verificar a capacidade de LIF suportada no
cluster usando 0 network interface capacity show comando e a capacidade de LIF suportada em
cada né usando o network interface capacity details show comando (no nivel de privilégio
avancgado).


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-create.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-create.html
https://docs.netapp.com/us-en/ontap-cli/up.html
https://docs.netapp.com/us-en/ontap-cli/network-subnet-create.html

Saiba mais sobre network interface capacity show e network interface capacity
details show no "Referéncia do comando ONTAP".

» Se vocé habilitar a disposigdo em camadas remota de capacidade FabricPool (nuvem), também devera
configurar LIFs entre clusters.

Passos

1. Criar um LIF;

network interface create -vserver svm name -1if 1if name -service-policy
service policy names —home-node node name -home-port port name {-address

IP address -netmask IP address | -subnet-name subnet name} -firewall-policy
data —-auto-revert {truel|false}

o

o

o

o

o

~home-node E o0 né para o qual o LIF retorna quando o network interface revert comando é
executado no LIF.

Saiba mais sobre network interface revert o "Referéncia do comando ONTAP"na .

Vocé também pode especificar se o LIF deve reverter automaticamente para o né inicial e porta inicial
com a —auto-revert OpPGao.

~-home-port E a porta fisica ou légica para a qual o LIF retorna quando o network interface
revert comando é executado no LIF.

Pode especificar um enderecgo IP com -address as opgdes e -netmask ou ativar a atribuigdo a partir
de uma sub-rede com a -~subnet name Opg&o.

Ao usar uma sub-rede para fornecer o enderecgo IP e a mascara de rede, se a sub-rede foi definida
com um gateway, uma rota padrao para esse gateway é adicionada automaticamente ao SVM quando
um LIF é criado usando essa sub-rede.

Se vocé atribuir enderecos IP manualmente (sem usar uma sub-rede), talvez seja necessario
configurar uma rota padrao para um gateway se houver clientes ou controladores de dominio em uma
sub-rede IP diferente. Saiba mais sobre network route create como criar uma rota estatica em
um SVM no "Referéncia do comando ONTAP".

Paraa -firewall-policy opgao, use 0 mesmo padrao data que a fungao LIF.

Vocé pode criar e adicionar uma politica de firewall personalizada mais tarde, se desejado.

A partir do ONTAP 9.10,1, as politicas de firewall sdo obsoletas e totalmente substituidas
por politicas de servigo LIF. Para obter mais informacgdes, "Configurar politicas de firewall
para LIFs"consulte .

-auto-revert Permite especificar se um LIF de dados é automaticamente revertido para o seu n6
inicial em circunstancias como inicializacao, alteracées no status do banco de dados de
gerenciamento ou quando a conexéao de rede é feita. A configuracao padréo é false, mas vocé pode
defini-la como false dependendo das politicas de gerenciamento de rede em seu ambiente.

A -service-policy opgao especifica a politica de dados e servigos de gerenciamento que vocé
criou e quaisquer outras politicas necessarias.

2. Se vocé quiser atribuir um endereco IPv6 na -address opgao:

a.

Use 0 network ndp prefix show comando para visualizar a lista de prefixos RA aprendidos em
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varias interfaces.
O network ndp prefix show comando esta disponivel no nivel de privilégio avangado.
b. Use o formato prefix:id para construir o enderego IPv6 manualmente.
prefix é o prefixo aprendido em varias interfaces.
Para derivar o 1d, escolha um numero hexadecimal aleatério de 64 bits.

3. Verifique se o LIF foi criado com sucesso usando 0 network interface show comando.

4. Verifique se o endereco IP configurado esta acessivel:

Para verificar um... Utilizar...

Endereco IPv4 network ping

Endereco IPv6 network ping6
Exemplos

O comando a seguir mostra como criar um LIF de dados S3 atribuido com a my-S3-policy politica de
servigo:

network interface create -vserver svml.example.com -1if 1if2 -home-node
node?2 -homeport e0d -service-policy my-S3-policy -subnet-name ipspacel

O comando a seguir mostra todas as LIFs no cluster-1. Os LIFs de dados datalif1 e datalif3 s&o configurados
com enderecos IPv4 e o datalif4 é configurado com um endereco IPV6:

10



cluster-1::> network interface show

Logical Status Network Current Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
cluster-1

cluster mgmt up/up 192.0.2.3/24 node-1 ela
true
node-1

clusl up/up 192.0.2.12/24 node-1 ela
true

clus? up/up 192.0.2.13/24 node-1 e0b
true

mgmt 1 up/up 192.0.2.68/24 node-1 ela
true
node-2

clusl up/up 192.0.2.14/24 node-2 ela
true

clus?2 up/up 192.0.2.15/24 node-2 e0b
true

mgmtl up/up 192.0.2.69/24 node-2 ela
true

vsl.example.com

datalifl up/down 192.0.2.145/30 node-1 elc
true
vs3.example.com

datalif3 up/up 192.0.2.146/30 node-2 elc
true

datalif4 up/up 2001::2/64 node-2 elc
true

5 entries were displayed.

Informacgoes relacionadas
* "ping de rede"
* "interface de rede"

* "mostra o prefixo ndp da rede"

Criar LIFs entre clusters para disposi¢cao remota de
FabricPool em camadas com o ONTAP S3

Se vocé estiver habilitando a disposicdo em camadas remota de capacidade FabricPool
(nuvem) usando o ONTAP S3, configure LIFs entre clusters. Vocé pode configurar LIFs

11
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entre clusters em portas compartilhadas com a rede de dados. Isso reduz o numero de
portas de que vocé precisa para redes entre clusters.

Antes de comecar

* A porta de rede fisica ou légica subjacente deve ter sido configurada para o status administrativo up.
Saiba mais sobre up 0 "Referéncia do comando ONTAP"na .

+ A politica de servigco LIF ja deve existir.

Sobre esta tarefa

Os LIFs ndo sdo necessarios para a disposicdo em camadas do pool de malha local ou para servir aplicagdes
S3 externas.

Passos
1. Liste as portas no cluster:

network port show

O exemplo a seguir mostra as portas de rede no cluster01:

cluster(0l::> network port show

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
cluster01-01
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 1500 auto/1000
e0lb Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000

Saiba mais sobre network port show o "Referéncia do comando ONTAP"na .

2. Criar LIFs entre clusters no sistema:
network interface create -vserver Cluster -1if LIF name -service-policy
default-intercluster -home-node node -home-port port -address port IP —-netmask

netmask

O exemplo a seguir cria LIFs entre clusters cluster0l icl01 e cluster0l icl02:

12
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cluster(0l::> network interface create -vserver Cluster -1if
cluster0l icl0l -service-

policy default-intercluster -home-node cluster(01-01 -home-port eOc
-—address 192.168.1.201

-netmask 255.255.255.0

cluster0l::> network interface create -vserver Cluster -1if
cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port eOc
-—address 192.168.1.202

-netmask 255.255.255.0

Saiba mais sobre network interface create 0 "Referéncia do comando ONTAP"na .
3. Verifique se as LIFs entre clusters foram criadas:

network interface show -service-policy default-intercluster

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
cluster0l
cluster0l iclOl1
up/up 192.168.1.201/24 cluster01-01 eOc
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOc
true

4. Verifique se as LIFs entre clusters sdo redundantes:
network interface show -service-policy default-intercluster -failover

O exemplo a seguir mostra que os LIFs entre clusters cluster0l icl01l e cluster0l icl02 naeOc
porta irdo falhar para a e0d porta.

13
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cluster0l::> network interface show -service-policy default-intercluster

-failover

Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
clusterO1

cluster0l icl0l cluster01-01:e0c local-only
192.168.1.201/24
Failover Targets: cluster01-01:e0c,
cluster01-01:e0d
cluster0l icl02 cluster01-02:e0c local-only
192.168.1.201/24
Failover Targets: cluster01-02:e0c,
cluster01-02:e0d

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

Crie o servidor de armazenamento de objetos ONTAP S3

O servidor de armazenamento de objetos ONTAP gerencia dados como objetos S3, em
vez de armazenamento de arquivos ou blocos fornecido pelos servidores ONTAP nas e
SAN.

Antes de comecgar

Vocé deve estar preparado para inserir o nome do servidor S3 como um nome de dominio totalmente
qualificado (FQDN), que os clientes usardo para o acesso S3. O FQDN nao deve comegar com um nome de
intervalo. Ao acessar buckets usando o estilo virtual hospedado, o nome do servidor sera usado como
mydomain.com. Por exemplo, bucketname.mydomain. com.

Vocé deve ter um certificado de CA autoassinado (criado em etapas anteriores) ou um certificado assinado
por um fornecedor de CA externo. Um certificado de CA ndo é necessario para um caso de uso local de
disposicao em camadas, em que o trafego IP esta passando apenas pelas LIFs de cluster.

Sobre esta tarefa

Quando um servidor de armazenamento de objetos é criado, um usuario raiz com UID 0 é criado. Nenhuma
chave de acesso ou chave secreta é gerada para este usuario raiz. O administrador do ONTAP deve executar
0 object-store-server users regenerate-keys comando para definir a chave de acesso e a chave
secreta para esse usuario.

Como uma pratica recomendada do NetApp, ndao use esse usuario root. Qualquer aplicativo
cliente que use a chave de acesso ou chave secreta do usuario raiz tem acesso total a todos os
buckets e objetos no armazenamento de objetos.

Saiba mais sobre vserver object-store-server 0 "Referéncia do comando ONTAP"na .
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Exemplo 2. Passos

System Manager

Use este procedimento se estiver adicionando um servidor S3 a uma VM de armazenamento existente.
Para adicionar um servidor S3 a uma nova VM de armazenamento, "Criar um SVM de storage em
S3"consulte .

Vocé deve estar preparado para inserir enderecos IP para dados de funcéo de interface.

1. Habilite 0 S3 em uma VM de storage existente.

a.

d.

Selecione a VM de armazenamento: Clique em Storage > Storage VMs, selecione uma VM de
armazenamento, clique em Settings e, em seguida, clique em £ S3.

Clique em Ativar S3 e, em seguida, introduza o nome do servidor S3.

Selecione o tipo de certificado.

Se vocé selecionar um certificado gerado pelo sistema ou um de seu, ele sera necessario para
acesso ao cliente.

Introduza as interfaces de rede.

2. Se vocé selecionou o certificado gerado pelo sistema, as informagdes do certificado serdo exibidas
quando a nova criacdo da VM de armazenamento for confirmada. Clique em Download e salve-o
para acesso ao cliente.

o A chave secreta ndo sera exibida novamente.

> Se vocé precisar das informagdes do certificado novamente: Clique em armazenamento >

CLI

armazenamento de VMs, selecione a VM de armazenamento e clique em Configuragodes.

1. Crie o servidor S3:

vserver object-store-server create -vserver svm name -object-store-server
s3 server fqgdn -certificate-name server certificate name -comment text
[additional options]

Vocé pode especificar opgdes adicionais ao criar o servidor S3 ou a qualquer momento mais tarde.

o Se vocé estiver configurando a disposigdo em categorias locais, 0 nome do SVM pode ser um

nome de data SVM ou SVM do sistema (cluster).

O nome do certificado deve ser o nome do certificado do servidor (usuario final ou certificado de
folha) e ndo o certificado de CA do servidor (certificado de CA intermediario ou raiz).

O HTTPS ¢ ativado por padrao na porta 443. Pode alterar o numero da porta com a -secure
-listener-port opgao.

Quando o HTTPS esta ativado, os certificados de CA sdo necessarios para a integracao correta
com SSL/TLS. A partir do ONTAP 9.15,1, o TLS 1,3 € compativel com armazenamento de
objetos S3.

O HTTP esta desativado por padrao. Quando ativado, o servidor escuta na porta 80. Vocé pode
ativa-lo com a -is-http-enabled opg¢ao ou alterar o nimero da porta com a -1listener
-port opgao.
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Quando o HTTP esta ativado, a solicitagéo e as respostas séo enviadas pela rede em texto ndo
criptografado.

2. Verifique se o S3 esta configurado:

vserver object-store-server show

Exemplo

Este comando verifica os valores de configuragdo de todos os servidores de armazenamento de objetos:

clusterl::> vserver object-store-server show
Vserver: vsl

Object Store Server Name: s3.example.com
Administrative State: up
Listener Port For HTTP: 80
Secure Listener Port For HTTPS: 443
HTTP Enabled: false
HTTPS Enabled: true
Certificate for HTTPS Connections: svml ca

Comment: Server comment
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