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Gerenciamento de par HA

Aprenda sobre gerenciamento de pares de HA em clusters
ONTAP

Os nos do cluster s&o configurados em pares de alta disponibilidade (HA) para tolerancia
a falhas e operacdes nao disruptivas. Se um né falhar ou se for necessario desativar um
nd para manutencgao de rotina, seu parceiro podera assumir 0 armazenamento e
continuar a fornecer dados a partir dele. O parceiro devolve o armazenamento quando o
nd volta a ficar online.

A configuragéo de controlador de par HA consiste em um par de controladores de armazenamento
correspondentes (ndé local e né parceiro). Cada um desses nos esta conectado aos gabinetes de discos dos
outros. Quando um n6é em um par de alta disponibilidade encontra um erro e para de processar dados, seu
parceiro detecta o estado de falha do outro e assume todo o processamento de dados desse controlador.

Takeover é o processo no qual um n6 assume o controle do storage de seu parceiro.
Giveback é o processo em que 0 armazenamento € devolvido ao parceiro.
Por padrao, as aquisi¢des ocorrem automaticamente em qualquer uma das seguintes situagdes:

* Uma falha de software ou sistema ocorre em um né que leva a um panico. Faz failover automatico de
controladoras de par de HA para o né de parceiro. Depois que o parceiro se recuperar do panico e
inicializar, o n6 automaticamente executa um giveback, retornando o parceiro a operagao normal.

» Uma falha do sistema ocorre em um né e o né nao pode reinicializar. Por exemplo, quando um n¢ falha
devido a perda de energia, os controladores de par de HA fazem failover automatico para o né do parceiro
e fornecem dados do controlador de storage que sobreviveu.

@ Se o storage de um né também perder energia ao mesmo tempo, um takeover padrao néo sera
possivel.

* As mensagens Heartbeat ndo séo recebidas do parceiro do nd. Isso pode acontecer se o parceiro tiver
sofrido uma falha de hardware ou software (por exemplo, uma falha de interconexao) que nao resultou em
panico, mas ainda impediu que ele funcionasse corretamente.

* Vocé interrompe um dos nés sem usar o —f parametro ou -inhibit-takeover true.

Em um cluster de dois n6s com o cluster HA ativado, interromper ou reinicializar um né usando

@ 0 -inhibit-takeover true parametrofaz com que ambos os nés parem de fornecer dados,
a menos que vocé primeiro desative a HA do cluster e atribua o epsilon ao n6é que vocé deseja
permanecer online.

* Vocé reinicializa um dos nés sem usar 0 -inhibit-takeover true parametro. (O -onboot parametro
storage failover do comando esta ativado por padrao.)

+ O dispositivo de gerenciamento remoto (processador de servigo) deteta falha do né do parceiro. Isso ndo
se aplica se vocé desabilitar a aquisicao assistida por hardware.

Vocé também pode iniciar manualmente as aquisicdes com o0 storage failover takeover comando.



A partir do ONTAP 9.18.1, é possivel configurar a comunicagao criptografada entre nés de pares de alta
disponibilidade (HA). Para obter mais informagdes, consulte"Configure a criptografia para o trafego ONTAP
HA." .

Melhorias no diagndstico e resiliéncia do cluster
A partir do ONTAP 9,9.1, as seguintes adigdes de resiliéncia e diagnéstico melhoram a operagao do cluster:

* Monitoramento e evitagao de portas: Em configuragdes de cluster sem switch de dois nés, o sistema
evita portas que sofrem perda total de pacotes (perda de conetividade). No ONTAP 9.8,1 e anterior, esta
funcionalidade so6 estava disponivel em configuragdes comutadas.

+ * Failover automatico de n6*: Se um né nao puder servir dados em sua rede de cluster, esse né nao deve
possuir nenhum disco. Em vez disso, seu parceiro de HA deve assumir, se o parceiro for saudavel.

« Comandos para analisar problemas de conetividade: Use o seguinte comando para exibir quais
caminhos de cluster estdo enfrentando perda de pacotes: network interface check cluster-
connectivity show

Saiba mais sobre network interface check cluster-connectivity show o "Referéncia do
comando ONTAP"na .

Saiba mais sobre aquisicoes assistidas por hardware em
clusters ONTAP

Habilitado por padrao, o recurso de aquisi¢ao assistida por hardware pode acelerar o
processo de aquisicao usando o dispositivo de gerenciamento remoto de um no
(processador de servico).

Quando o dispositivo de gerenciamento remoto deteta uma falha, ele inicia rapidamente o takeover em vez de
esperar que o ONTAP reconhega que o batimento cardiaco do parceiro parou. Se ocorrer uma falha sem esse
recurso ativado, o parceiro espera até que perceba que o n6 nédo esta mais dando um heartbeat, confirme a
perda de heartbeat e, em seguida, inicie o controle.

O recurso de aquisigao assistida por hardware usa o seguinte processo para evitar essa espera:

1. O dispositivo de gerenciamento remoto monitora o sistema local para certos tipos de falhas.

2. Se for detetada uma falha, o dispositivo de gerenciamento remoto enviara imediatamente um alerta ao né
do parceiro.

3. Ao receber o alerta, o parceiro inicia a aquisigao.

Eventos do sistema que acionam a aquisi¢gao assistida por hardware

O né do parceiro pode gerar um takeover dependendo do tipo de alerta que recebe do dispositivo de
gerenciamento remoto (processador de servigo).

Alerta Aquisicao iniciada Descricao
apos rececao?

anémala_reboot Nao Ocorreu uma reinicializacdo anormal do né.


ha-pair-encryption.html
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I12_watchdog_reset Sim O hardware de monitorizagao do sistema detetou uma
reposigao L2D. O dispositivo de gerenciamento
remoto detetou uma falta de resposta da CPU do
sistema e redefiniu o sistema.

loss_of heartbeat Nao O dispositivo de gerenciamento remoto n&o esta mais
recebendo a mensagem de heartbeat do né. Este
alerta nao se refere as mensagens de heartbeat entre
0s nos no par de HA; refere-se ao heartbeat entre o
no e seu dispositivo de gerenciamento remoto local.

mensagem_periodica N&o Uma mensagem perioddica é enviada durante uma
operagao normal de aquisigdo assistida por hardware.

power_cycle via_SP Sim O dispositivo de gerenciamento remoto desligou e
ligou o sistema.

power_loss Sim Ocorreu uma perda de energia no nd. O dispositivo
de gerenciamento remoto possui uma fonte de
alimentacdo que mantém a energia por um curto
periodo apds uma perda de energia, permitindo que
ele comunique a perda de energia ao parceiro.

power_off via_SP Sim O dispositivo de gerenciamento remoto desligou o
sistema.

reset_via_SP Sim O dispositivo de gestdo remota repde o sistema.

teste Nao Uma mensagem de teste € enviada para verificar uma

operagao de aquisicao assistida por hardware.

Informacgdes relacionadas

"Aquisicao assistida por hardware (HWassist) - Guia de resolugéo”

Saiba mais sobre aquisicao e devolucao automaticas em
clusters ONTAP

As operagdes de aquisicao automatica e de giveback podem trabalhar em conjunto para
reduzir e evitar interrupcdes do cliente.

Por padrao, se um n6 no par de HA ficar em panico, reinicializa ou para, o n6é do parceiro assume
automaticamente o controle e retorna o armazenamento quando o n6 afetado € reinicializado. Em seguida, o
par de HA retoma um estado operacional normal.

As aquisicdes automaticas também podem ocorrer se um dos nds nao responder.

A giveback automatica ocorre por padrao. Se vocé preferir controlar o impactos da giveback nos clientes, vocé
pode desativar a giveback automatica e usar o storage failover modify -auto-giveback false
-node <node> comando. Antes de executar o giveback automatico (independentemente do que o acionou),
0 no do parceiro espera por uma quantidade fixa de tempo, conforme controlado pelo -delay- seconds
parametro storage failover modify do comando. O atraso padrao é de 600 segundos.

Este processo evita uma interrupgao unica e prolongada que inclui o tempo necessario para:

* A operagédo de aquisigao


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/Hardware-assisted_%28HWassist%29_takeover_-_Resolution_guide

* O n6 tomado-over para inicializar até o ponto em que esta pronto para o giveback

* A operacao de giveback

Se o giveback automatico falhar em qualquer um dos agregados néo-raiz, o sistema fara automaticamente
duas tentativas adicionais para completar o giveback.

Durante o processo de aquisi¢céo, o processo automatico de giveback comega antes que o né
do parceiro esteja pronto para a giveback. Quando o limite de tempo do processo de giveback

@ automatico expirar € o n6 do parceiro ainda nao estiver pronto, o temporizador sera reiniciado.
Como resultado, o tempo entre o n6 do parceiro estar pronto e o giveback real sendo executado
pode ser menor do que o tempo de giveback automatico.

O que acontece durante a aquisi¢cao

Quando um né assume o parceiro, ele continua fornecendo e atualizando dados nos agregados e volumes do
parceiro.

As etapas a seguir ocorrem durante o processo de aquisigao:

1. Se o takeover negociado for iniciado pelo usuario, os dados agregados serdo movidos do né do parceiro
para o n6 que esta realizando o takeover. Uma breve interrupgao ocorre quando o proprietario atual de
cada agregado (exceto o agregado raiz) muda para o né de aquisigdo. Essa interrupgao € mais breve do
que uma interrupgao que ocorre durante uma aquisicdo sem realocagao agregada.

Uma aquisigdo negociada durante o panico ndo pode ocorrer em caso de panico. Uma
aquisicao pode resultar de uma falha ndo associada a um panico. Uma falha é sentida

@ quando a comunicagao € perdida entre um no e seu parceiro, também chamada de perda
de batimento cardiaco. Se um takeover ocorrer por causa de uma falha, a interrupgcao pode
ser maior porque o n6 do parceiro precisa de tempo para detectar a perda de batimento
cardiaco.

° Vocé pode monitorar o progresso usando o storage failover show-takeover comando.

° Vocé pode evitar a realocagdo agregada durante essa instancia de aquisicdo usando 0 -bypass
-optimization parametro com o storage failover takeover comando.

Os agregados sao relocados em série durante operagdes de aquisigado planejadas para reduzir a
interrupgao do cliente. Se a realocagao de agregados for ignorada, uma interrup¢ao mais longa do
cliente ocorrera durante eventos de aquisi¢cao planejados.

2. Se o takeover iniciado pelo usuario for um takeover negociado, o n6 de destino sera desligado
graciosamente, seguido do takeover do agregado raiz do n6 de destino e de quaisquer agregados que nao
tenham sido relocados na primeira etapa.

3. As LIFs de dados (interfaces logicas) migram do n6 de destino para o né de aquisi¢gdo ou para qualquer
outro no no cluster com base em regras de failover de LIF. Vocé pode evitar a migragdo de LIF usando o
-skip-lif-migration pardmetro com o storage failover takeover comando. No caso de uma
aquisicao iniciada pelo usuario, os LIFs de dados s&o migrados antes do inicio da aquisicéo de storage.
Em caso de panico ou falha, dependendo da sua configuragao, os LIFs de dados podem ser migrados
com o armazenamento ou apds a conclusao da aquisi¢ao.

4. As sessbes SMB existentes sdo desconetadas quando ocorre a aquisigao.



Devido a natureza do protocolo SMB, todas as sessées SMB sao interrompidas (exceto
para sessdes SMB 3,0 conetadas a compartilhamentos com o conjunto de propriedades

@ disponibilidade continua). As sessées SMB 1,0 e SMB 2.x ndo podem reconetar
identificadores de arquivos abertos apds um evento de aquisi¢do; portanto, a aquisicao é
disruptiva e pode ocorrer alguma perda de dados.

5. As sessdes SMB 3,0 estabelecidas para compartiihamentos com a propriedade disponibilidade continua
habilitada podem se reconetar aos compartilhamentos desconetados apds um evento de aquisicdo. Se o
seu site usar conexdes SMB 3,0 com o Microsoft Hyper-V e a propriedade disponibilidade continua estiver
ativada nos compartilhamentos associados, as aquisi¢des ndo serao disruptivas para essas sessoées.

O que acontece se um no realizar uma pania de aquisi¢ao

Se 0 no que esta executando o painel de controle de aquisicao dentro de 60 segundos apds o inicio do
controle de aquisigéo, os seguintes eventos ocorrerdo:

* O n6 que entrou em panico reinicializa.

* ApOs a reinicializagéo, o n6 executa operagdes de auto-recuperacao e ndo esta mais no modo de
aquisigao.

» O failover esta desativado.

« Se 0 nd ainda possuir alguns agregados do parceiro, depois de ativar o failover de storage, devolva esses
agregados ao parceiro usando 0 storage failover giveback comando.

O que acontece durante a giveback

O né local retorna a propriedade para o né do parceiro quando os problemas sao resolvidos, quando o n6 do
parceiro € inicializado ou quando a giveback € iniciada.

O seguinte processo ocorre em uma operagao normal de giveback. Nesta discuss&o, o né A assumiu o no B.
quaisquer problemas no n6 B foram resolvidos e esta pronto para retomar a distribuicdo de dados.

1. Quaisquer problemas no né B s&o resolvidos e exibe a seguinte mensagem: Waiting for giveback

2. Agiveback é iniciada pelo storage failover giveback comando ou pela giveback automatica se o
sistema estiver configurado para ele. Isso inicia o processo de retorno da propriedade dos agregados e
volumes do n6é B do n6 A de volta ao n6 B.

3. N6 A retorna o controle do agregado raiz primeiro.
4. O no6 B completa o processo de inicializagédo até seu estado operacional normal.

5. Assim que o no6 B atinge o ponto no processo de inicializagao onde pode aceitar os agregados nao-raiz, o
no A retorna a propriedade dos outros agregados, um de cada vez, até que o giveback esteja completo.
Vocé pode monitorar o progresso do giveback usando o storage failover show-giveback
comando.

O storage failover show-giveback comando ndo exibe (nem se destina)
informacgdes sobre todas as operacdes que ocorrem durante a operagao de failover de

@ armazenamento. Vocé pode usar 0 storage failover show comando para exibir
detalhes adicionais sobre o status de failover atual do né, como se o n6 estiver totalmente
funcional, o controle for possivel e o giveback estiver concluido.

E/S é retomado para cada agregado depois que a giveback é concluida para esse agregado, o que reduz
sua janela de interrupgao geral.



Politica DE HA e seu efeito sobre a aquisi¢gao e a giveback

A ONTAP atribui automaticamente uma politica de HA de CFO (failover de controladora) e SFO (failover de
storage) a um agregado. Essa diretiva determina como as operacdes de failover de storage ocorrem para o
agregado e seus volumes.

As duas opgodes, CFO e SFO, determinam a sequéncia de controle agregado que o ONTAP usa durante
operagoes de failover de armazenamento e operagdes de giveback.

Embora os termos CFO e SFO as vezes sejam usados informalmente para se referir a operagdes de failover
de storage (takeover e giveback), eles realmente representam a politica de HA atribuida aos agregados. Por
exemplo, os termos SFO Aggregate ou CFO Aggregate referem-se simplesmente a atribui¢gdo de politica de
HA do agregado.

As politicas DE HA afetam as operagdes de aquisigao e giveback da seguinte forma:

» Agregados criados em sistemas ONTAP (exceto para o agregado raiz que contém o volume raiz) tém uma
politica de HA de SFO. A aquisicao iniciada manualmente é otimizada para o desempenho relocando
agregados SFO (nao-raiz) em série para o parceiro antes da aquisi¢do. Durante o processo de giveback,
os agregados séo devolvidos em série apos o arranque do sistema retomado e as aplicagdes de gestao
ficarem online, permitindo que o no receba os seus agregados.

* Como as operacgdes de realocacao de agregados implicam a reatribuicdo da propriedade de disco
agregado e a mudanca de controle de um n6 para seu parceiro, apenas agregados com uma politica de
HA de SFO podem ser qualificados para realocagao de agregados.

» O agregado raiz sempre tem uma politica de HA de CFO e ¢ devolvido no inicio da operagao de giveback.
Isto € necessario para permitir que o sistema tomado-over seja inicializado. Todos os outros agregados
séo entregues em série depois que o sistema retomado conclui o processo de inicializagédo e os
aplicativos de gerenciamento ficam online, permitindo que o né receba seus agregados.

Alterar a politica de HA de um agregado de SFO para CFO é uma operagao de modo de
manuteng¢ao. Ndo modifique esta definicdo, a menos que seja direcionado para o fazer por um
representante do apoio ao cliente.

Como as atualizag6es em segundo plano afetam a aquisi¢ao e a giveback

As atualizagbes em segundo plano do firmware do disco afetardo as operagdes de aquisigao de par de HA,
giveback e realocagao agregada de maneira diferente, dependendo de como essas operagdes s&o iniciadas.

A lista a seguir descreve como as atualizagdes de firmware de disco em segundo plano afetam a aquisigao, a
giveback e a realocacao de agregados:

» Se ocorrer uma atualizagao de firmware de disco em segundo plano em um disco em qualquer no, as
operagoes de aquisigao iniciadas manualmente serdo atrasadas até que a atualizagéo de firmware de
disco seja concluida nesse disco. Se a atualizagéo de firmware do disco em segundo plano demorar mais
de 120 segundos, as operacgdes de aquisicao sdo abortadas e tém de ser reiniciadas manualmente apos a
conclusao da atualizagéo do firmware do disco. Se o controle tiver sido iniciado com 0 -bypass
-optimization parametro do storage failover takeover comando definido como true, a
atualizagao de firmware do disco em segundo plano que ocorre no no de destino nao afetara o controle.

* Se uma atualizagao de firmware de disco em segundo plano estiver ocorrendo em um disco no n6 de
origem (ou aquisicéo) e o controle tiver sido iniciado manualmente com o -options parametro do
storage failover takeover comando definido como immediate, as operagdes de aquisicdo serao
iniciadas imediatamente.



* Se uma atualizagédo de firmware de disco em segundo plano estiver ocorrendo em um disco em um né e
ela entrar em panico, o controle do né em panico comecara imediatamente.

* Se uma atualizagado de firmware de disco em segundo plano estiver ocorrendo em um disco em qualquer
no, a giveback dos agregados de dados sera adiada até que a atualizagéo de firmware de disco seja
concluida nesse disco.

* Se a atualizagao de firmware do disco em segundo plano demorar mais de 120 segundos, as operagdes
de giveback sao abortadas e tém de ser reiniciadas manualmente apds a conclusao da atualizagcédo do
firmware do disco.

» Se uma atualizacado de firmware de disco em segundo plano estiver ocorrendo em um disco em qualquer
no, as operagdes de realocagéo de agregados serdo atrasadas até que a atualizagéo de firmware de disco
seja concluida nesse disco. Se a atualizagéo do firmware do disco em segundo plano demorar mais de
120 segundos, as operagdes de realocacdo agregada serao abortadas e deveréo ser reiniciadas
manualmente apds a conclusao da atualizagcao do firmware do disco. Se a realocacao de agregados tiver
sido iniciada com 0 —override-destination-checks storage aggregate relocation comando
definido como true, a atualizagao de firmware do disco em segundo plano que ocorre no né de destino
nao afetara a realocagcéo de agregados.

Informagdes relacionadas

* "realocacao de agregados de armazenamento”

+ "retorno de failover de armazenamento”

* "modificacao de failover de armazenamento”

* "show-devolugao de failover de armazenamento”

* "aquisi¢ao de failover de armazenamento"

Comandos de aquisicao automatica ONTAP

A aquisicdo automatica é ativada por padrao em todas as plataformas NetApp FAS, AFF
e ASA compativeis. Talvez seja necessario alterar o comportamento e o controle padréo
guando ocorrem aquisi¢cdes automaticas quando o n6 do parceiro reinicializa, entra em
panico ou para.

Se vocé quiser que o controle ocorra Use este comando...
automaticamente quando o n6 do parceiro...

Reinicializa ou para storage failover modify -node nodename
-onreboot true

Panico storage failover modify -node nodename
-onpanic true

Ative a notificagao por e-mail se a capacidade de aquisi¢gao estiver desativada

Para receber uma notificagéo imediata se o recurso de aquisigao for desativado, vocé deve configurar o

sistema para ativar a notificacdo automatica por e-mail para as mensagens EMS "impossivel de aquisi¢ao":

* ha.takeoverImpVersion
* ha.takeoverImpLowMem

* ha.takeoverImpDegraded


https://docs.netapp.com/us-en/ontap-cli/search.html?q=storage+aggregate+relocation
https://docs.netapp.com/us-en/ontap-cli/storage-failover-giveback.html
https://docs.netapp.com/us-en/ontap-cli/storage-failover-modify.html
https://docs.netapp.com/us-en/ontap-cli/storage-failover-show-giveback.html
https://docs.netapp.com/us-en/ontap-cli/storage-failover-takeover.html

* ha.takeoverImpUnsync

* ha.takeoverImpIC

* ha.takeoverImpHotShelf
* ha.takeoverImpNotDef

Informacgdes relacionadas
* "modificagao de failover de armazenamento”

Comandos de devolucao automatica ONTAP

Por padrao, o n6 de parceiro de tomada de controle automaticamente devolve o
armazenamento quando o no off-line é colocado de volta na linha, restaurando assim a
relacado de par de alta disponibilidade. Na maioria dos casos, este € o comportamento
desejado. Se vocé precisar desativar a giveback automatica - por exemplo, se vocé
quiser investigar a causa da aquisigdo antes de devolver - vocé precisa estar ciente da
interacdo de configuracdes nao padrao.

Se vocé quiser... Use este comando...
Ative a giveback automatica para que a giveback storage failover modify -node nodename
ocorra assim que o no de tomada de posse for -auto-giveback true

inicializado, atinja o estado de espera por Giveback e
o atraso antes do periodo de retorno automatico
expirar.

A configuragao padrao é true.

Desativar a giveback automatica. A configuragao storage failover modify -node nodename
padréo é true. -auto-giveback false

Nota: a definicdo deste parametro como false nédo
desativa a giveback automatica apds a aquisicao em
panico; a op¢ao automatica de dominio apos a
aquisicdo em panico deve ser desativada definindo o
-auto-giveback-after-panic parametro como
false.

Desativar a giveback automatica apds a aquisicdo em storage failover modify -node nodename
panico (esta definicao esta ativada por predefinicdo). -azuto-giveback-after-panic false

Atrasar a giveback automatica por um determinado storage failover modify -node nodename
numero de segundos (o padréo € 600). Essa opcdo  -delay-seconds seconds

determina o tempo minimo que um né permanece no

takeover antes de executar um giveback automatico.


https://docs.netapp.com/us-en/ontap-cli/storage-failover-modify.html

Como as variagdes do comando de modificagao de failover de armazenamento
afetam a giveback automatica

A operacgao de giveback automatico depende de como vocé configura os parametros do comando de
modificagao de failover de armazenamento.

A tabela a seguir lista as configura¢des padrdo para os storage failover modify parametros de
comando que se aplicam a eventos de controle ndo causados por um panico.

Parametro

“-auto-giveback frue

true

600

false’

Predefinicédo

false’

-delay-seconds integer

“-onreboot true

true

(seconds)

A tabela a seguir descreve como as combinagdes dos -onreboot parametros e —auto-giveback afetam a

giveback automatica para eventos de aquisi¢ao nao causados por panico.

storage failover modify
parametros utilizados

-onreboot true

—auto-giveback true

Comando de parada, ou operacéo
do ciclo de energia emitida pelo
processador de servigco

reinicie o comando

N/A neste caso, a aquisicdo nao
ocorre

-onreboot false

—auto-giveback false

Causa da aquisicao

reinicie o comando

Sim

-onreboot false

—auto-giveback true

Comando de parada, ou operacao
do ciclo de energia emitida pelo
processador de servigo

reinicie o comando

Ocorre giveback automatico?

Sim

-onreboot true

—auto-giveback false

Comando de parada, ou operagao
do ciclo de energia emitida pelo
processador de servico

reinicie o comando

Sim



O -auto-giveback parametro controla giveback apds panico e todas as outras tomadas automaticas. Se o
-onreboot parametro estiver definido como true e ocorrer uma aquisi¢ao devido a uma reinicializagao, a
execucao automatica da giveback sera sempre realizada, independentemente de o0 —auto-giveback
parametro estar definido como true.

O -onreboot parametro aplica-se a reinicializagées e comandos de parada emitidos a partir do ONTAP.
Quando o -onreboot parametro é definido como false, um controle ndo ocorre no caso de uma
reinicializacéo de no. Portanto, a giveback automatica ndo pode ocorrer, independentemente de o —auto
-giveback paradmetro estar definido como true. Ocorre uma interrupgéo do cliente.

Os efeitos de combinagdes automaticas de parametros de giveback que se aplicam
a situacoes de panico.

Atabela a seguir lista 0s storage failover modify parametros de comando que se aplicam a situagdes
de panico:

Parametro Predefinicédo

-onpanic _true false

true “-auto-giveback-after-panic _true
false ° true

(Privilégio: Avangado)

“-auto-giveback _true false

A tabela a seguir descreve como as combinagdes de parametros storage failover modify do comando
afetam a giveback automatica em situagdes de panico.

storage failover parametros utilizados A giveback automatica ocorre apos o
panico?
-onpanic true Sim

—auto-giveback true
—auto-giveback-after-panic true

-onpanic true Sim
—auto-giveback true
—auto-giveback-after-panic false

-onpanic true Sim
—auto-giveback false
—auto-giveback-after-panic true

-onpanic true Nao
—auto-giveback false
—auto-giveback-after-panic false
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-onpanic false Se -onpanic estiver definido como false,

Nao

a aquisigao/giveback néo ocorrera, independentemente do valor
definido para -—auto-giveback ou —auto-giveback-after

-panic

Uma aquisigéo pode resultar de uma falha ndo associada a um panico. Uma falha &

®

experimentada quando a comunicacéo é perdida entre um né e seu parceiro, também chamada
de perda de heartbeat. Se uma aquisi¢ao ocorrer devido a uma falha, a giveback é controlada

pelo —onfailure parametro em vez do —auto-giveback-after-panic parameter.

Quando um n6 entra em panico, ele envia um pacote de panico para seu né parceiro. Se, por
qualquer motivo, o pacote de panico nao for recebido pelo né do parceiro, o panico pode ser
mal interpretado como uma falha. Sem o recebimento do pacote de panico, o né do parceiro

®

sabe apenas que a comunicacao foi perdida e nao sabe que ocorreu um panico. Neste caso, o

nod parceiro processa a perda de comunicagao como uma falha em vez de um panico, e a
giveback é controlada pelo -onfailure pardmetro (e ndo pelo -auto-giveback-after

-panic parameter).

Saiba mais sobre storage failover modify o "Referéncia do comando ONTAP"na .

Comandos de aquisicao manual ONTAP

Vocé pode executar uma aquisicdo manualmente quando a manutencgao for necessaria
no parceiro e em outras situagcdes semelhantes. Dependendo do estado do parceiro, o
comando que vocé usa para executar a aquisicao varia.

Se vocé quiser...
Assuma o no de parceiro

Monitore o progresso da takeover a medida que os
agregados do parceiro sdo movidos para o n6
fazendo o takeover

Exibir o status de failover de storage para todos os
nos no cluster

Assuma o n6 de parceiro sem migrar LIFs

Assuma o n6 do parceiro, mesmo que haja uma
incompatibilidade de disco

Assuma o n6 do parceiro mesmo que haja uma

incompatibilidade de versdo do ONTAP Observacao:

essa opgao so é usada durante o processo de
atualizagdo do ONTAP sem interrupgoes.

Assuma o no6 de parceiro sem realizar a realocagao
de agregados

Use este comando...
storage failover takeover

storage failover show-takeover

storage failover show

storage failover takeover -skip-1lif
-migration-before-takeover true
storage failover takeover -allow-disk

—-inventory-mismatch true

storage failover takeover -option allow

-version-mismatch

storage failover takeover -bypass

-optimization true
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Assuma o no6 de parceiro antes que o parceiro tenha storage failover takeover -option
tempo para fechar seus recursos de storage com immediate
simplicidade

Antes de emitir o comando de failover de armazenamento com a opgao imediata, vocé deve
migrar as LIFs de dados para outro né usando o seguinte comando: network interface
migrate-all -node node

Saiba mais sobre network interface migrate-all o "Referéncia do comando ONTAP"na

Se vocé especificar o storage failover takeover -option immediate comando sem
primeiro migrar as LIFs de dados, a migragao de LIF de dados do né sera significativamente
adiada mesmo que a skip-lif-migration-before-takeover opgao nao seja especificada.

Da mesma forma, se vocé especificar a opgao imediata, a otimizagdo de aquisigdo negociada
sera ignorada mesmo que a opgao de otimizacao de desvio esteja definida como false.

Mover o epsilon para certas aquisi¢goes iniciadas manualmente

Vocé deve mover o epsilon se esperar que qualquer aquisigao iniciada manualmente possa resultar em uma
falha inesperada de n6 do sistema de armazenamento longe de uma perda de quorum em todo o cluster.

Sobre esta tarefa

Para realizar a manutencgéao planejada, vocé precisa assumir o controle de um dos nés de um par de HA. O
quorum em todo o cluster deve ser mantido para evitar interrup¢des ndo planejadas de dados do cliente para
0s nos restantes. Em alguns casos, executar o takeover pode resultar em um cluster que € uma falha
inesperada de no6 longe da perda de quorum em todo o cluster.

Isso pode ocorrer se 0 n6 que esta sendo tomado contém epsilon ou se 0 né com epsilon nao estiver
saudavel. Para manter um cluster mais resiliente, é possivel transferir o epsilon para um né integro que nao
esta sendo assumido. Normalmente, esse seria o parceiro de HA.

Somente nos saudaveis e elegiveis participam da votagdo do quoérum. Para manter o quérum em todo o
cluster, sdo necessarios mais de N/2 votos (onde N representa a soma de nds on-line saudaveis e elegiveis).
Em clusters com um numero par de nés on-line, o epsilon adiciona peso de votacao adicional para manter o
quérum para o né ao qual é atribuido.

Embora a votagéo de formacao de cluster possa ser modificada usando o cluster modify
-eligibility false comando, vocé deve evitar isso, exceto para situagdes como restaurar

@ a configuragéo do né ou manutengao prolongada do né. Se vocé definir um n6é como inelegivel,
ele deixara de fornecer dados SAN até que o n6 seja redefinido para elegivel e reinicializado. O
acesso a dados nas ao n6 também pode ser afetado quando o n6 néo é elegivel.

Passos

1. Verifique o estado do cluster e confirme se o epsilon é retido por um n6 saudavel que nao esta sendo
assumido:

a. Mude para o nivel de privilégio avangado, confirmando que deseja continuar quando o prompt do
modo avancado for exibido (*>):

set -privilege advanced
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b. Determine qual né contém o epsilon:
cluster show

No exemplo a seguir, Node1 contém epsilon:

N6 Saude Elegibilidade Epsilon

Node1 Node?2 verdadeiro verdadeiro verdadeiro falso

Se 0 nod que vocé deseja assumir ndo tiver o epsilon, avance para o passo 4.
Saiba mais sobre cluster show o "Referéncia do comando ONTAP"na .
2. Remova o epsilon do n6 que vocé deseja assumir:
cluster modify -node Nodel -epsilon false
3. Atribua o epsilon ao n6 do parceiro (neste exemplo, Node2):
cluster modify -node Node2 -epsilon true
4. Realize a operagao de aquisigao:
storage failover takeover -ofnode node name
5. Voltar ao nivel de privilégio de administrador:

set -privilege admin

Informacgdes relacionadas

+ "exibicao de failover de armazenamento”

* "aquisicao de failover de armazenamento"

Comandos de devolucao manual do ONTAP

Vocé pode executar um giveback normal, um giveback no qual vocé encerra processos
no n6 do parceiro ou um giveback forgado.

@ Antes de executar um giveback, & necessario remover as unidades com falha no sistema de
tomada a cargo, conforme descrito em "Gerenciamento de discos e agregados".
Se a giveback for interrompida

Se 0 no de aquisigao sofrer uma falha ou uma interrupgao de energia durante o processo de giveback, esse
processo para e o n6 de aquisigao retorna ao modo de aquisigao até que a falha seja reparada ou a energia
seja restaurada.

No entanto, isso depende do estagio de giveback em que ocorreu a falha. Se o né encontrou falha ou uma
falha de energia durante o estado parcial de giveback (depois de devolver o agregado raiz), ele ndo retornara
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ao modo de aquisi¢do. Em vez disso, o né retorna ao modo parcial-giveback. Se isso ocorrer, conclua o
processo repetindo a operagéo de giveback.

Se giveback é vetado

Se a giveback for vetada, vocé deve verificar as mensagens EMS para determinar a causa. Dependendo do
motivo ou motivos, vocé pode decidir se pode substituir os vetos com seguranca.

O storage failover show-giveback comando exibe o progresso da giveback e mostra qual subsistema
vetou a giveback, se houver. Vetos macios podem ser substituidos, enquanto vetos duros n&o podem ser,
mesmo que forgados. As tabelas a seguir resumem os vetos de software que ndo devem ser substituidos,
juntamente com as solugdes alternativas recomendadas.

Vocé pode rever os detalhes do EMS para qualquer vetos de giveback usando o seguinte comando:

event log show -node * -event gb*

Saiba mais sobre event log show o0 "Referéncia do comando ONTAP"na .

Giveback do agregado raiz
Esses vetos ndo se aplicam a operagdes de realocacédo agregadas:

Moédulo do subsistema de veto Solugéo alternativa

vfiler_low_level Encerre as sessdes SMB causando o veto ou encerre o aplicativo
SMB que estabeleceu as sessbdes abertas.

Substituir esse veto pode fazer com que o aplicativo usando SMB se
desconete abruptamente e perca dados.

Verificagao do disco Todos os discos falhados ou ignorados devem ser removidos antes de
tentar a giveback. Se os discos estiverem higienizando, aguarde até
que a operagao seja concluida.

Substituir esse veto pode causar uma interrupgao causada por

agregados ou volumes que ficam offline devido a conflitos de reserva
ou discos inacessiveis.

Giveback dos agregados SFO

Esses vetos ndo se aplicam a operagdes de realocacédo agregadas:

Moédulo do subsistema de veto Solugéo alternativa

Gerenciador de bloqueio Encerre graciosamente as aplicagdes SMB que tém arquivos abertos
ou mova esses volumes para um agregado diferente.

A substituicdo desse veto resulta na perda do estado de bloqueio
SMB, causando interrupgdes e perda de dados.
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LOCK Manager NDESEJA

RAID

Inventario de disco

Operagao de movimentagéo de
volume

Aguarde até que os bloqueios sejam espelhados.

A substituigdo desse veto causa interrupgdes nas maquinas virtuais
Microsoft Hyper-V.

Verifique as mensagens do EMS para determinar a causa do veto:

Se o veto for devido ao nvfile, coloque os volumes offline e agregados
online.

Se as operagbes de reatribuigdo de propriedade de disco ou adigao
de disco estiverem em andamento, aguarde até que elas sejam
concluidas.

Se o veto for devido a um conflito de nome agregado ou UUID,
solucione e o problema.

Se o veto for devido a ressincronizagao do espelho, verificagdo do

espelho ou discos off-line, o veto pode ser substituido e a operacéo
sera reiniciada apos a giveback.

Solucione problemas para identificar e resolver a causa do problema.

O né de destino pode ndo conseguir ver discos pertencentes a um
agregado que esta sendo migrado.

Discos inacessiveis podem resultar em agregados ou volumes
inacessiveis.

Solucione problemas para identificar e resolver a causa do problema.

Este veto impede que a operacdo de movimentacéo de volume aborte
durante a importante fase de transi¢cao. Se o trabalho for abortado
durante a transicao, o volume podera ficar inacessivel.

Comandos para executar um manual giveback

Vocé pode iniciar manualmente um giveback em um n6é em um par de HA para retornar o storage ao
proprietario original apds concluir a manutencgéo ou resolver quaisquer problemas que causaram o takeover.

Se vocé quiser...

Devolver storage a um né de parceiro

Use este comando...

storage failover giveback -ofnode

nodename
Devolva 0 armazenamento mesmo que o parceiro storage failover giveback -ofnode
nao esteja no modo de espera para giveback nodename

-require-partner-waiting false

Nao use esta opgao a menos que uma interrupgao
mais longa do cliente seja aceitavel.
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Devolva o armazenamento mesmo se 0S processos
estiverem vetando a operagéo de giveback (force a
giveback)

Devolver apenas os agregados CFO (o agregado
raiz)

Monitore o progresso da giveback depois de emitir o
comando giveback

Informacgoes relacionadas

 "retorno de failover de armazenamento”

* "show-devolugao de failover de armazenamento”

storage failover giveback -ofnode
nodename
-override-vetoes true

O uso dessa opgao pode potencialmente levar a uma

falha de cliente mais longa, ou agregados e volumes
que nao estao online apds a giveback.

storage failover giveback -ofnode
nodename

-only-cfo-aggregates true

storage failover show-giveback

Testando aquisicao e devolucao em clusters ONTAP

Depois de configurar todos os aspectos do seu par de HA, vocé precisa verificar se ele
esta operando conforme o esperado para manter o acesso ininterrupto ao storage de
ambos 0s nos durante as operagdes de takeover e giveback. Durante o processo de
takeover, o no local (ou takeover) deve continuar fornecendo os dados normalmente
fornecidos pelo n6 do parceiro. Durante a giveback, o controle e a entrega do storage do

parceiro devem retornar ao n6 do parceiro.

Passos

1. Verifique o cabeamento dos cabos de interconexédo HA para garantir que eles estejam seguros.

2. Verifique se vocé pode criar e recuperar arquivos em ambos 0s nos para cada protocolo licenciado.

3. Introduza o seguinte comando:

storage failover takeover -ofnode partnernode

Saiba mais sobre storage failover takeover o "Referéncia do comando ONTAP"na .

4. Digite um dos seguintes comandos para confirmar que ocorreu a aquisigao:

storage failover show-takeover

storage failover show

Se vocé tiver storage failover aopgao do comando -auto-giveback ativada:

N6 Parceiro
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no 1 né 2 - A espera de giveback

no 2 no 1 falso Na aquisi¢do, a Auto
giveback sera iniciada
em numero de segundos

Se vocé tiver storage failover aopgao do comando -auto-giveback desativada:

N6 Parceiro Possibilidade de Descricao do Estado
aquisicao

no 1 no 2 - A espera de giveback

no 2 no 1 falso Na aquisigéao

5. Exiba todos os discos que pertencem ao noé do parceiro (Node2) que o no6 de takeover (Node1) pode
detetar:

storage disk show -home node2 -ownership

O comando a seguir exibe todos os discos pertencentes ao Node2 que o Node1 pode detetar:
cluster::> storage disk show -home node2 -ownership

Disco Agregad Casa Proprietd DR ID de ID do ID inicial Reserver Piscina
o] rio Home inicio proprietda do DR
rio
1.0.2 - node?2 node2 - 4078312 4078312 - 4078312 Pool0
453 453 452
1.0.3 - node?2 node2 - 4078312 4078312 - 4078312 Pool0
453 453 452

6. Confirme que o n6 de takeover (Node1) controla os agregados dos nés de parceiro (Node2):

aggr show -fields home-id, home-name, is-home

agregado id de casa casa-namuh é-casa
aggr0_1 2014942045 node1 verdadeiro
aggr0_2 4078312453 node2 falso
aggr1_1 2014942045 node1 verdadeiro
aggr1_2 4078312453 node2 falso

Durante a aquisi¢ao, o valor "is-home" dos agregados do n6 do parceiro é falso.

7. Devolva o servigo de dados do n6 do parceiro depois que ele exibe a mensagem "esperando por

giveback™:
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storage failover giveback -ofnode partnernode

8. Introduza um dos seguintes comandos para observar o progresso da operacgéo de giveback:
storage failover show-giveback
storage failover show

9. Prossiga, dependendo se viu a mensagem de que a giveback foi concluida com sucesso:

Se a aquisigao e a giveback... Entdo...
Foram concluidas com éxito Repita os passos 2 a 8 no né do parceiro.
Falha Corrija a falha de aquisi¢cao ou de giveback e, em

seguida, repita este procedimento.

Informacgdes relacionadas

* "exibicdo do disco de armazenamento”
* "retorno de failover de armazenamento”
* "exibicao de failover de armazenamento"

* "show-devolucgao de failover de armazenamento”

Comandos ONTAP para monitorar um par HA

Vocé pode usar comandos ONTAP para monitorar o status do par de HA. Se ocorrer uma
aquisicao, vocé também podera determinar o que causou a aquisi¢ao.

Se vocé quiser verificar Use este comando

Se o failover esta ativado ou ocorreu, ou motivos storage failover show
pelos quais o failover ndo é possivel atualmente

Exibir os nés nos quais a configuragao de modo de storage failover show -fields mode
HA de failover de storage esta habilitada, vocé deve

definir o valor como HA para o né participar de uma

configuragao de failover de storage (par de HA).

Se a aquisicao assistida por hardware estéa ativada storage failover hwassist show

O historico de eventos de aquisigao assistida por storage failover hwassist stats show
hardware que ocorreram

O progresso de uma operagéo de takeover conforme storage failover show-takeover
os agregados do parceiro sdo movidos para o no
fazendo o takeover

O progresso de uma operagao de giveback na storage failover show-giveback
devolugao de agregados ao noé de parceiro

Se um agregado esta em casa durante as operagdes aggregate show -fields home-id, owner
de aquisi¢ado ou de giveback -id, home-name, owner-name, is-home
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Se a HA do cluster esta ativada (aplica-se apenas a
dois clusters de nés)

O estado de HA dos componentes de um par de HA
(em sistemas que usam o estado de HA)

cluster ha show

ha-config show Este € um comando do modo de
manutencao.

estados de né exibidos pelos comandos show-type de failover de armazenamento

A lista a seguir descreve os estados do n6 que 0 storage failover show comando exibe.

Estado do no

Ligado a Partner_NAME, aquisicdo automatica
desativada.

Aguardando pelo Partner NAME, Giveback dos
discos sobressalentes do parceiro pendentes.

A aguardar Partner_ NAME. A aguardar a
sincronizacao do bloqueio do parceiro.

A aguardar Partner_NAME. A aguardar que as
aplicagbes de cluster fiquem online no no local.

Takeover agendado. N6 de destino relocando seus
agregados SFO na preparagao da Takeover.

O n6 de destino realocou seus agregados SFO em
preparagao para a aquisigao.

Takeover agendado. A aguardar para desativar as
atualizagbes de firmware do disco em segundo plano
no no local. Uma atualizagéo de firmware esta em
andamento no no.

Realocagao de agregados SFO para assumir o né em
preparacao para a tomada de controle.

Descricéo

A interconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. O takeover automatico
do parceiro esta desativado.

O no local ndo pode trocar informagdes com o n6 do
parceiro pela interconexdo HA. O reembolso de
agregados SFO para o parceiro é feito, mas os discos
sobressalentes de parceiros ainda séo de
propriedade do né local.

* Execute 0 storage failover show-
giveback comando para obter mais
informacoes.

O no local nao pode trocar informagdes com o n6 do
parceiro pela interconexédo HA e esta aguardando a
sincronizacao do bloqueio do parceiro.

O n6 local ndo pode trocar informacdes com o né do
parceiro pela interconexdo HA e esta aguardando
que os aplicativos de cluster fiquem online.

O processamento de aquisigao foi iniciado. O n6 de
destino esta relocando a propriedade de seus
agregados SFO em preparacao para a aquisi¢ao.

O processamento de aquisigao foi iniciado. O n6 de
destino relocou a propriedade de seus agregados
SFO em preparagao para a aquisigao.

O processamento de aquisigao foi iniciado. O sistema
estd aguardando a conclusao das operagdes de
atualizagéo de firmware de disco em segundo plano
no no local.

O no local esta relocando a propriedade de seus
agregados SFO para o n6 de aquisicao em
preparacao para o takeover.
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Realocaram agregados SFO para o n6é de tomada a
cargo. Aguardando pela aquisigdo do no para o
takeover.

Realocando agregados SFO para Partner NAME. A
aguardar para desativar as atualizagbes de firmware
do disco em segundo plano no né local. Uma
atualizacéo de firmware esta em andamento no no.

Realocando agregados SFO para Partner_NAME. A
aguardar para desativar as atualizagbes de firmware
do disco em segundo plano no Partner NAME. Uma
atualizacéo de firmware estda em andamento no no.

Ligado a Partner_NAME. A tentativa de aquisicao
anterior foi abortada porque motivo. O no local possui
alguns dos agregados SFO do parceiro. Reemitir uma
takeover do parceiro com o0 -bypass-
optimization parametro definido como true para a
aquisicdo de agregados restantes ou emitir um
giveback do parceiro para devolver os agregados
transferidos.

Ligado a Partner_NAME. A tentativa de aquisicao
anterior foi cancelada. O no6 local possui alguns dos
agregados SFO do parceiro. Reemitir uma takeover
do parceiro com 0 -bypass-optimization
parametro definido como true para a aquisi¢cao de
agregados restantes ou emitir um giveback do
parceiro para devolver os agregados transferidos.

A aguardar Partner_NAME. A tentativa de aquisigéo
anterior foi abortada porque motivo. O né local possui
alguns dos agregados SFO do parceiro. Reemitir uma
takeover do parceiro com o parametro "-bypass-
optimization" definido como true para a aquisi¢cao de
agregados restantes, ou emitir um giveback do
parceiro para devolver os agregados transferidos.

20

A realocagéo da propriedade de agregados SFO do
no local para o né de tomada a cargo foi concluida. O
sistema esta aguardando a aquisigéo pelo n6 de
tomada a cargo.

A realocacgédo da propriedade de agregados SFO do
no local para o né de aquisicao esta em andamento.
O sistema esta aguardando a concluséo das
operacgdes de atualizagao de firmware de disco em
segundo plano no né local.

A realocacgédo da propriedade de agregados SFO do
no local para o n6 de aquisicéo esta em andamento.
O sistema esta aguardando a concluséo das
operacgdes de atualizagao de firmware de disco em
segundo plano no no6 do parceiro.

A interconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. A tentativa de aquisigao
anterior foi abortada devido ao motivo apresentado
em motivo. O no local possui alguns dos agregados
SFO de seu parceiro.

» Reemitir um takeover do n6é do parceiro, definindo
0 parametro de otimizagéo por desvio como true
para takeover dos agregados SFO restantes ou
executar um giveback do parceiro para retornar
agregados relocados.

A interconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. A tentativa de aquisigao
anterior foi cancelada. O no6 local possui alguns dos
agregados SFO de seu parceiro.

* Reemitir um takeover do né do parceiro, definindo
o parametro de otimizacéo por desvio como true
para takeover dos agregados SFO restantes ou
executar um giveback do parceiro para retornar
agregados relocados.

O no local nédo pode trocar informagdes com o né do
parceiro pela interconexao HA. A tentativa de
aquisicao anterior foi abortada devido ao motivo
apresentado em motivo. O né local possui alguns dos
agregados SFO de seu parceiro.

* Reemitir um takeover do né do parceiro, definindo
o parametro de otimizacéo por desvio como true
para takeover dos agregados SFO restantes ou
executar um giveback do parceiro para retornar
agregados relocados.



A aguardar Partner_NAME. A tentativa de aquisicéo
anterior foi cancelada. O no6 local possui alguns dos
agregados SFO do parceiro. Reemitir uma takeover
do parceiro com o parametro "-bypass-optimization"
definido como true para a aquisi¢ao de agregados
restantes, ou emitir um giveback do parceiro para
devolver os agregados transferidos.

Ligado a Partner_NAME. A tentativa de aquisicao
anterior foi abortada porque nédo conseguiu desativar
a atualizagao de firmware do disco em segundo plano
(BDFU) no nd local.

Ligado a Partner_NAME. A tentativa de aquisicao
anterior foi abortada porque motivo.

A aguardar Partner_NAME. A tentativa de aquisigéo
anterior foi abortada porque motivo.

Ligado a Partner_NAME. A tentativa de aquisicao
anterior por Partner_ NAME foi abortada porque
motivo.

Ligado a Partner_NAME. A tentativa de aquisi¢céo
anterior por Partner_NAME foi abortada.

A aguardar Partner_NAME. A tentativa de aquisigcéo
anterior por Partner_NAME foi abortada porque
motivo.

Falha na giveback anterior no médulo: Nome do
modulo. Auto giveback sera iniciado em segundos.

O no local nao pode trocar informagdes com o n6 do
parceiro pela interconexdo HA. A tentativa de
aquisicao anterior foi cancelada. O no6 local possui
alguns dos agregados SFO de seu parceiro.

» Reemitir um takeover do n6é do parceiro, definindo
o parametro de otimizagao por desvio como true
para takeover dos agregados SFO restantes ou
executar um giveback do parceiro para retornar
agregados relocados.

A interconexao de HA esta ativa e pode transmitir
dados para o no6 do parceiro. A tentativa de aquisigao
anterior foi abortada porque a atualizagéo de
firmware do disco em segundo plano no né local néo
foi desativada.

A interconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. A tentativa de aquisigao
anterior foi abortada devido ao motivo apresentado
em motivo.

O no local nédo pode trocar informagdes com o né do
parceiro pela interconexao HA. A tentativa de
aquisicao anterior foi abortada devido ao motivo
apresentado em motivo.

A interconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. A tentativa de aquisigcao
anterior pelo né do parceiro foi abortada devido ao
motivo exibido sob motivo.

Ainterconexado de HA esta ativa e pode transmitir
dados para o n6 do parceiro. A tentativa de aquisigéao
anterior pelo né do parceiro foi abortada.

O n6 local ndo pode trocar informacdes com o né do
parceiro pela interconexdo HA. A tentativa de
aquisigao anterior pelo n6 do parceiro foi abortada
devido ao motivo exibido sob motivo.

A tentativa anterior de giveback falhou no moédulo
module_name. Auto giveback sera iniciado em
segundos.

* Execute 0 storage failover show-

giveback comando para obter mais
informacoes.
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O no é proprietario dos agregados do parceiro como
parte do procedimento de atualizagédo da controladora
sem interrupcoes.

Ligado a Partner_ NAME. O n6 possui agregados
pertencentes a outro né no cluster.

Ligado a Partner_NAME. A aguardar a sincronizagao
do bloqueio do parceiro.

Ligado a Partner_NAME. A aguardar que as
aplicacoes de cluster fiqguem online no no local.

Modo n&o HA, reinicie para usar o NVRAM completo.

Modo ndo HA. Reinicie o n6 para ativar o HA.

Modo nao HA.

Informacgdes relacionadas
» "Referéncia do comando ONTAP"

* "cluster ha show"

« "failover de armazenamento hwassist"

* "modificacao de failover de armazenamento”
* "exibicao de failover de armazenamento"

* "show-devolucao de failover de armazenamento”
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O no é proprietario dos agregados de seu parceiro
devido ao procedimento de atualizagédo da
controladora sem interrupcdes atualmente em
andamento.

A interconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. O né possui agregados
pertencentes a outro né no cluster.

A interconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. O sistema esta
aguardando a conclusao da sincronizagao do
bloqueio do parceiro.

Ainterconexao de HA esta ativa e pode transmitir
dados para o n6 do parceiro. O sistema esta
aguardando que os aplicativos de cluster fiquem
online no né local.

O failover de storage nao é possivel. A opgao de
modo HA é configurada como non_ha.

* Vocé deve reinicializar o n6 para usar todos os
seus NVRAM.

O failover de storage nao é possivel.

* O no deve ser reinicializado para habilitar a
capacidade de HA.

O failover de storage néo € possivel. A opgéo de
modo HA é configurada como non_ha.

* Vocé precisa executar 0 storage failover
modify -mode ha -node nodename comando
em ambos 0s nos do par de HA e reinicializar os
nos para habilitar a funcionalidade de HA.


https://docs.netapp.com/us-en/ontap-cli/
https://docs.netapp.com/us-en/ontap-cli/cluster-ha-show.html
https://docs.netapp.com/us-en/ontap-cli/search.html?q=storage+failover+hwassist
https://docs.netapp.com/us-en/ontap-cli/storage-failover-modify.html
https://docs.netapp.com/us-en/ontap-cli/storage-failover-show.html
https://docs.netapp.com/us-en/ontap-cli/storage-failover-show-giveback.html

Comandos ONTAP para habilitar e desabilitar failover de
armazenamento

Use os seguintes comandos para ativar e desativar a funcionalidade de failover de
armazenamento.

Se vocé quiser... Use este comando...

Ativar a aquisicao storage failover modify -enabled true
-node nodename

Desativar a aquisicéo storage failover modify -enabled false
-node nodename

@ Vocé s6 deve desativar o failover de armazenamento se necessario como parte de um
procedimento de manutencéo.

Informacgdes relacionadas

* "modificacao de failover de armazenamento”

Interrompa ou reinicie nés ONTAP sem iniciar a aquisicao
em clusters de dois nés

Vocé interrompe ou reinicializa um n6 em um cluster de dois nés sem iniciar o takeover
quando executa determinada manutencédo de hardware em um n6é ou compartimento.
Além disso, vocé deseja limitar o tempo mantendo o né do parceiro ativo ou quando ha
problemas para impedir um takeover manual e manter os agregados e fornecendo
dados. Além disso, se o suporte técnico estiver ajudando vocé na solugéo de problemas,
eles podem fazer com que vocé execute este procedimento como parte desses esforgos.

Sobre esta tarefa

* Antes de inibir a aquisi¢éo (utilizando 0 —inhibit-takeover true parametro), desative a HA do

cluster.
* Em um cluster de dois nés, o cluster HA garante que a falha de um né nao desabilite o
cluster. No entanto, se vocé ndo desativar a HA do cluster antes de usar o -inhibit
(D -takeover true parametro, ambos os nds param de fornecer dados.

» Se vocé tentar interromper ou reinicializar um né antes de desativar o HA do cluster, o
ONTAP emitira um aviso e instrui vocé a desabilitar o HA do cluster.

* Vocé migra LIFs (interfaces légicas) para o n6 de parceiro que deseja permanecer online.
* Se no n6 que vocé esta interrompendo ou reinicializando ha agregados que vocé deseja manter, vocé os
move para o n6 que deseja permanecer online.
Passos

1. Verifique se ambos os nds estdo integros:
cluster show
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Para ambos os nés, true aparece Health na coluna.

cluster::> cluster show

Node Health Eligibility
nodel true true
node?2 true true

Saiba mais sobre cluster show 0 "Referéncia do comando ONTAP"na .

2. Migre todas as LIFs do n6 que vocé interrompera ou reinicializara para o no do parceiro:
network interface migrate-all -node node name

Saiba mais sobre network interface migrate-all o "Referéncia do comando ONTAP"na .

3. Se no no vocé parar ou reinicializar houver agregados que vocé deseja manter on-line quando o n6 estiver
inativo, reposicione-os para o nd do parceiro; caso contrario, va para a préxima etapa.

a. Mostrar os agregados no né que vocé interrompera ou reiniciara:
storage aggregates show -node node name

Por exemplo, node1 é o n6 que sera interrompido ou reinicializado:

cluster::> storage aggregates show -node nodel
Aggregate Size Available Used% State #Vols Nodes RAID
Status

aggr0 node 1 0

744.9GB 32.68GB 96% online 2 nodel raid dp,
normal
aggrl 2.91TB 2.62TB 10% online 8 nodel raid dp,
normal
aggr2

4.36TB 3.74TB 14% online 12 nodel raid dp,
normal
test2 aggr 2.18TB 2.18TB 0% online 7 nodel raid dp,
normal

4 entries were displayed.

b. Mova os agregados para o né de parceiro:
storage aggregate relocation start -node node name -destination node name

24


https://docs.netapp.com/us-en/ontap-cli/cluster-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-migrate-all.html

10.

1.

-aggregate-list aggregate name
Por exemplo, agregados aggr1, aggr2 e test2_aggr estdo sendo movidos de node1 para node2:

storage aggregate relocation start -node nodel -destination node2 -aggregate
-list aggrl,aggr2, test2 aggr

. Desativar cluster HA:

cluster ha modify -configured false

A saida de retorno confirma que HA esté desativada: Notice: HA is disabled

(D Esta operagado nao desativa o failover de armazenamento.

. Interrompa ou reinicie e inibir a aquisi¢do do né de destino, usando o comando apropriado:

° system node halt -node node name -inhibit-takeover true

° system node reboot -node node name -inhibit-takeover true

@ Na saida do comando, vocé vera um aviso perguntando se deseja continuar, digite y.

- Verifique se 0 n6 que ainda esta on-line esta em um estado saudavel (enquanto o parceiro esta inativo):

cluster show

Para o n6 on-line, true aparece Health na coluna.

@ Na saida do comando, vocé vera um aviso de que o cluster HA ndo esta configurado. Neste
momento, pode ignorar o aviso.

. Execute as ac¢des necessarias para interromper ou reinicializar o no.

- Inicialize o n6 desalinhado a partir do prompt DO Loader:

boot ontap

- Verifique se ambos 0s nds estéo integros:

cluster show

Para ambos os nés, true aparece Health na coluna.

(D Na saida do comando, vocé vera um aviso de que o cluster HA ndo esta configurado. Neste
momento, pode ignorar o aviso.

Reative o cluster HA:
cluster ha modify -configured true

Se anteriormente neste procedimento vocé realocou agregados para o n6 de parceiro, mova-os de volta
para o nd inicial; caso contrario, va para a préxima etapa:

storage aggregate relocation start -node node name -destination node name
-aggregate-list aggregate name

Por exemplo, agregados aggr1, aggr2 e test2_aggr estdo sendo movidos do né node2 para o n6é node1:
storage aggregate relocation start -node nodeZ2 -destination nodel -aggregate
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-list aggrl, aggr2, test2 aggr

12. Reverter LIFs para suas portas domésticas:

a. Veja LIFs que ndo estdo em casa:
network interface show -is-home false

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

b. Se houver LIFs ndo residenciais que ndo foram migrados do n6 para baixo, verifique se é seguro
mové-los antes de reverter.

C. Se for seguro fazé-lo, reverta todos os LIFs para casa. network interface revert * Saiba mais
sobre network interface revert o "Referéncia do comando ONTAP",

Informacgdes relacionadas

« "cluster ha modificar"

* "inicio da realocagado do agregado de armazenamento”

Configure a criptografia para o trafego ONTAP HA.

A partir do ONTAP 9.18.1, é possivel configurar a criptografia para o trafego de rede
entre nés de pares de alta disponibilidade (HA). Essa criptografia protege os dados do
cliente e os metadados enviados entre os ndés em um par de alta disponibilidade.

Sobre esta tarefa
A criptografia para trafego de alta disponibilidade (HA) esta desativada por padrao.

+ Habilitar ou desabilitar a criptografia de trafego HA afeta todos os pares HA no cluster. Ndo é possivel
ativar ou desativar a criptografia para nés individuais.

Ao ativar a criptografia de trafego HA, todos os dados e metadados do cliente transmitidos entre os nés do
par HA sao criptografados. Alguns trafegos de alta disponibilidade (HA), como metadados do sistema de
arquivos e mensagens de pulsagéo, ndo sao criptografados.

* Quando a criptografia de trafego HA esta habilitada e novos pares HA sdo adicionados ao cluster, vocé
precisa habilitar manualmente a criptografia de trafego HA para os novos nds executando novamente o
comando. security ha-network modify -enabled true comando

Antes de comecgar

* Vocé precisa ser um administrador do ONTAP no admin Nivel de privilégio necessario para executar o
seguinte procedimento.

* Antes de ativar a criptografia de trafego HA, vocé deve"Configurar o gerenciamento de chaves externas" .

» Todos os noés do cluster devem estar executando o ONTAP 9.18.1 ou posterior para habilitar a criptografia
de trafego de alta disponibilidade.

Passos
1. Veja o status atual da criptografia para o trafego HA:

security ha-network show
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Este comando mostra o estado atual da criptografia de trafego HA para cada no:

security ha-network show

Node Enabled
nodel true
node?2 true
node3 true
noded true

4 entries were displayed.

2. Ativar ou desativar a criptografia para trafego de alta disponibilidade:

security ha-network modify -enabled <true|false>

Este comando habilita ou desabilita o trafego HA criptografado para todos os ndés do cluster. Ao adicionar
novos pares HA ao cluster, vocé precisara executar este comando novamente para habilitar a criptografia de
trafego HA para os novos nos.
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