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Gerenciar NFS em RDMA

Saiba mais sobre NFS sobre RDMA no ONTAP

O NFS sobre RDMA usa adaptadores de rede compativeis com RDMA, permitindo que
os dados sejam copiados diretamente entre a memoria do sistema de armazenamento e
a memoria do sistema host, contornando as interrupgées da CPU e a sobrecarga.

As configuracdes NFS sobre RDMA sao projetadas para clientes com workloads sensiveis a laténcia ou com
alta largura de banda, como machine learning e analises. O ONTAP NFS em RDMA pode ser usado para
quaisquer workloads baseados em NFS. Além disso, a NVIDIA estendeu o NFS por RDMA para habilitar o
armazenamento direto da GPU (GDS). O GDS acelera ainda mais as cargas de trabalho com GPU, ignorando
completamente a CPU e a memodria principal, usando RDMA para transferir dados entre o sistema de
armazenamento e a memoria GPU diretamente.

A partir do ONTAP 9.10.1, as configuragdes NFS sobre RDMA sao compativeis com o protocolo NFSv4,0.
Versoes subsequentes do ONTAP introduziram suporte para versdes adicionais de NFS.

Requisitos

« Certifique-se de que esta a executar a versao correta do ONTAP para a versao NFS que pretende utilizar.

Versao de NFS Suporte a ONTAP

NFSv4.0 ONTAP 9.10,1 e posterior
NFSv4.1 ONTAP 9.14,1 e posterior
NFSv3 ONTAP 9.15,1 e posterior

> Vocé pode configurar o NFS através do RDMA com o Gerenciador de sistemas a partir do ONTAP
9.12,1. No ONTAP 9.10,1 e 9.11.1, vocé precisa usar a CLI para configurar o NFS em RDMA.

* Ambos os nds no par de alta disponibilidade (HA) precisam ter a mesma versao.

» Os controladores do sistema de storage devem suportar RDMA:

Comegando com ONTAP... Os seguintes controladores suportam RDMA...
9.10.1 e mais tarde * AFF A400
« AFF A700
« AFF A800
ONTAP 9.14,1 e posterior » Série C da AFF
* AFF A900
ONTAP 9.15,1 e posterior * AFF A1K
* AFF A90

* AFF A70



Comegando com ONTAP... Os seguintes controladores suportam RDMA....
ONTAP 9.16,1 e posterior * AFF A50

» AFF A30

* AFF A20

* As LIFs de dados devem ser configuradas para suportar RDMA.
 Para obter informagdes sobre o suporte RNIC de destino, consulte o "NetApp Hardware Universe".

» Para obter informagdes sobre sistemas operacionais cliente compativeis para NFS sobre RDMA, consulte
0 "Matriz de interoperabilidade NetApp (IMT)". Para RNICs compativeis com RoCE v2, consulte a
respetiva documentacgao do fornecedor RNIC.

@ Os grupos de interfaces ndo sao compativeis com NFS em RDMA.

Préximas etapas
» Configurar NICs para NFS em RDMA

« Configurar LIFs para NFS em RDMA

+ Configuragdes de NFS para NFS em RDMA
Informacgdes relacionadas

+ "RDMA"

* Vis&o geral do trunking NFS

+ "RFC 7530: Protocolo NFS versao 4"

» "RFC 8166: Transporte remoto de acesso direto a memoria para chamada de procedimento remoto versao
1"

+ "RFC 8167: Chamada de procedimento remoto bidirecional em transportes RPC-over-RDMA"

* "RFC 8267: Vinculagao de camada superior NFS para RPC-over-RDMA verséo 1"

Configurar NICs para NFS em RDMA

O NFS sobre RDMA requer configuragao de NIC para o sistema cliente e plataforma de
armazenamento.

Configuragao da plataforma de storage
Para obter informacdes sobre o suporte RNIC de destino, consulte o "NetApp Hardware Universe".

Se vocé estiver usando uma configuragéo de alta disponibilidade (HA), ambos os nés devem usar o mesmo
RNIC para suportar failover RDMA. A NIC deve ser compativel com RoCE.

» A partir do ONTAP 9.10.1, vocé pode visualizar uma lista de protocolos de descarga RDMA com o
comando:

network port show -rdma-protocols roce


https://hwu.netapp.com/
https://imt.netapp.com/matrix/
https://docs.netapp.com/pt-br/ontap/concepts/rdma-concept.html
https://docs.netapp.com/pt-br/ontap/nfs-trunking/index.html
https://datatracker.ietf.org/doc/html/rfc7530
https://datatracker.ietf.org/doc/html/rfc8166
https://datatracker.ietf.org/doc/html/rfc8166
https://datatracker.ietf.org/doc/html/rfc8167
https://datatracker.ietf.org/doc/html/rfc8267
https://hwu.netapp.com/

Saiba mais sobre network port show o "Referéncia do comando ONTAP"na .

* A partir do ONTAP 9.16.1, recomenda-se o uso do controle de fluxo de prioridade (PFC). Configure o PFC
usando o0 network port modify comando:

network port modify -node <nodename> -port <portname> -flowcontrol-admin

pfc -pfc-queues-admin 3

* Antes do ONTAP 9.16.1, recomenda-se a utilizagdo do controlo de fluxo global predefinido (GFC). Se a
configuragéo de controle de fluxo tiver sido alterada, configure o GFC usando o network port modify
comando:

network port modify -node <nodename> -port <portname> -flowcontrol-admin
full

Saiba mais sobre network port modify o "Referéncia do comando ONTAP"na .

Configuragao do sistema cliente

Para obter informacdes sobre sistemas operacionais cliente compativeis para NFS sobre RDMA, consulte o
"Matriz de interoperabilidade NetApp (IMT)". Para RNICs compativeis com RoCE v2, consulte a respetiva
documentagéo do fornecedor RNIC.

Embora o cliente e o servidor possam ser conetados diretamente, o uso de switches é recomendado para
melhorar o desempenho do failover.

O cliente, o servidor, todos os switches e todas as portas nos switches devem ser configurados usando
quadros jumbo. A configuracéo de controle de fluxo nos clientes e switches deve corresponder a configuragéao
de controle de fluxo do ONTAP. A partir do ONTAP 9.16.1, é pratica recomendada ativar e configurar o
controle de fluxo de prioridade no ONTAP, nos switches e nos clientes. Antes do ONTAP 9.16.1, recomenda-
se a utilizagédo de controlo de fluxo global.

Depois que essa configuragao for confirmada, vocé podera montar a exportagdo NFS usando RDMA.


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-modify.html
https://imt.netapp.com/matrix/

System Manager

Vocé deve estar usando o ONTAP 9.12,1 ou posterior para configurar interfaces de rede com o NFS
através do RDMA usando o Gerenciador de sistemas.

Passos

1. Verifique se o RDMA é suportado. Navegue até rede > portas Ethernet e selecione o né apropriado
na exibicdo de grupo. Quando vocé expandir o no, observe o campo protocolos RDMA para uma
determinada porta: O valor RoCE indica que RDMA é suportado; um trago (-) indica que néao é
suportado.

2. Para adicionar uma VLAN, selecione * VLAN*. Selecione o n6 apropriado. No menu suspenso Port,
as portas disponiveis exibem o texto RoCE Enabled se suportarem RDMA. Nenhum texto é exibido
se eles nao suportarem RDMA.

3. Siga o fluxo de trabalho em Ative o storage nas para servidores Linux usando NFS para configurar
um novo servidor NFS.

Ao adicionar interfaces de rede, vocé tera a opgao de selecionar usar portas RoCE. Selecione esta
opgéao para todas as interfaces de rede que vocé deseja usar NFS sobre RDMA.

CLi
1. Verifique se o acesso RDMA esta ativado no servidor NFS com o comando:

vserver nfs show-vserver <SVM name>
Por padrado, -rdma deve estar habilitado. Se nao estiver, ative o acesso RDMA no servidor NFS:

vserver nfs modify -vserver <SVM name> -rdma enabled

2. Monte o cliente via NFSv4,0 através de RDMA:

a. A entrada para o parametro proto depende da versao do protocolo IP do servidor. Se for IPv4,
use proto=rdma. Se for IPv6, use proto=rdmaé

b. Especifique a porta de destino NFS como port=20049 em vez da porta padrdo 2049:

mount -o vers=4,minorversion=0,proto=rdma,port=20049
<Server IP_ address>:/<volume path> <mount point>

3. OPCIONAL: Se vocé precisar desmontar o cliente, execute o comando unmount <mount path>

Mais informagoes
» Criar servidores ONTAP NFS

+ Ative o storage nas para servidores Linux usando NFS

Configurar LIFs para NFS em RDMA

Para usar NFS sobre RDMA, vocé deve configurar seus LIFs (interface de rede) para
serem compativeis com RDMA. Tanto o LIF quanto seu par de failover devem ser
capazes de suportar RDMA.


https://docs.netapp.com/pt-br/ontap/task_nas_enable_linux_nfs.html
https://docs.netapp.com/pt-br/ontap/nfs-config/create-server-task.html
https://docs.netapp.com/pt-br/ontap/task_nas_enable_linux_nfs.html

Crie um novo LIF

System Manager

Vocé deve estar executando o ONTAP 9.12,1 ou posterior para criar uma interface de rede para NFS
através do RDMA com o Gerenciador de sistemas.

Passos

1.

Selecione rede > Visao geral > interfaces de rede.

2. + Add Selecione .

3. Quando vocé seleciona NFS, SMBJ/CIFS,S3, vocé tem a opcao usar portas RoCE. Marque a caixa
de selecéo Use RoCE Ports.

4. Selecione a VM de armazenamento e o no inicial. Atribua um Nome, endereco IP e mascara de
sub-rede.

5. Depois de inserir o endereco IP e a mascara de sub-rede, o System Manager filtra a lista de
dominios de broadcast para aqueles que tém portas compativeis com RoCE. Selecione um dominio
de broadcast. Opcionalmente, vocé pode adicionar um gateway.

6. Selecione Guardar.

CLI
Passos

1.

Criar um LIF:

network interface create -vserver SVM name -1if 1if name -service-policy
service policy name -home-node node name -home-port port name {-address
IP address -netmask netmask value | -subnet-name subnet name} -firewall
-policy policy name -auto-revert {truel|false} -rdma-protocols roce

o A politica de servico deve ser arquivos de dados padrao ou uma politica personalizada que inclua
o servico de interface de rede data nfs.

° O -rdma-protocols paradmetro aceita uma lista, que é por padrdo vazia. Quando roce é
adicionado como um valor, o LIF sé pode ser configurado em portas que suportam descarga
RoCE, afetando a migragao de bot LIF e o failover.

Modificar um LIF



System Manager

Vocé deve estar executando o ONTAP 9.12,1 ou posterior para criar uma interface de rede para NFS
através do RDMA com o Gerenciador de sistemas.

Passos
1. Selecione rede > Visao geral > interfaces de rede.

2. Selecione :> Editar ao lado da interface de rede que deseja alterar.

3. Marque Use RoCE Ports para habilitar o NFS em RDMA ou desmarque a caixa para desativa-lo. Se
a interface de rede estiver em uma porta compativel com RoCE, vocé vera uma caixa de selegéo ao
lado de usar portas RoCE.

4. Modifique as outras definicdes conforme necessario.

5. Selecione Salvar para confirmar suas alteracoes.

CLI

1. Vocé pode verificar o status de seus LIFs com 0 network interface show comando. A politica
de servico deve incluir o servigo de interface de rede data nfs. A -rdma-protocols lista deve incluir
roce. Se qualquer uma dessas condigdes nao for verdadeira, modifique o LIF.

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .
2. Para modificar o LIF, execute:

network interface modify vserver SVM name -1if 1if name -service-policy
service policy name -home-node node name -home-port port name {-address
IP address -netmask netmask value | -subnet-name subnet name} -firewall
-policy policy name -auto-revert {true|false} -rdma-protocols roce

Saiba mais sobre network interface modify 0 "Referéncia do comando ONTAP"na .

@ Modificar um LIF para exigir um determinado protocolo de descarga quando o LIF ndo esta
atualmente atribuido a uma porta que suporte esse protocolo produzira um erro.

Migracao de um LIF

O ONTAP também permite migrar interfaces de rede (LIFs) para usar o NFS em RDMA. Ao executar essa
migracao, vocé deve garantir que a porta de destino seja compativel com RoCE. A partir do ONTAP 9.12,1,
pode concluir este procedimento no Gestor de sistema. Ao selecionar uma porta de destino para a interface
de rede, o System Manager designara se as portas sdo compativeis com RoCE.

Vocé s6 pode migrar um LIF para uma configuragdo NFS por RDMA se:

+ E uma interface de rede NFS RDMA (LIF) hospedada em uma porta compativel com RoCE.
« E uma interface de rede TCP NFS (LIF) hospedada em uma porta compativel com RoCE.

« E uma interface de rede TCP NFS (LIF) hospedada em uma porta ndo compativel com RoCE.
Para obter mais informagbes sobre como migrar uma interface de rede, Migracao de um LIFconsulte .

Informacgdes relacionadas


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-modify.html
https://docs.netapp.com/pt-br/ontap/networking/migrate_a_lif.html

* Crie um LIF

* Crie um LIF

* Modificar um LIF

* Migragédo de um LIF

Modificar a configuracao NFS

Na maioria dos casos, vocé ndo precisa modificar a configuragdo da VM de storage
habilitada por NFS para NFS em RDMA.

Se vocé esta, no entanto, lidando com problemas relacionados a chips de Mellanox e migragéo de LIF, vocé
deve aumentar o periodo de graga de bloqueio de NFSv4. Por padréo, o periodo de caréncia é definido como
45 segundos. A partir de ONTAP 9.10,1, o periodo de caréncia tem um valor maximo de 180 (segundos).

Passos
1. Defina o nivel de privilégio como avangado:

set -privilege advanced
2. Introduza o seguinte comando:

vserver nfs modify -vserver SVM name -v4-grace-seconds number of seconds

Para obter mais informacdes sobre esta tarefa, Especifique o periodo de caréncia de bloqueio NFSv4 para
SVMs ONTAPconsulte .


https://docs.netapp.com/pt-br/ontap/networking/create_a_lif.html
https://docs.netapp.com/pt-br/ontap/networking/create_a_lif.html
https://docs.netapp.com/pt-br/ontap/networking/modify_a_lif.html
https://docs.netapp.com/pt-br/ontap/networking/migrate_a_lif.html
https://docs.netapp.com/pt-br/ontap/nfs-admin/specify-nfsv4-locking-grace-period-task.html
https://docs.netapp.com/pt-br/ontap/nfs-admin/specify-nfsv4-locking-grace-period-task.html
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