Gerenciar nos
ONTAP 9

NetApp
February 12, 2026

This PDF was generated from https://docs.netapp.com/pt-br/ontap/system-admin/add-nodes-cluster-
concept.html on February 12, 2026. Always check docs.netapp.com for the latest.



Indice

Gerenciar nos

Adicionar nds a um cluster do ONTAP
Remover nés de um cluster do ONTAP
Acesse logs de né do ONTAP, despejos de nucleo e arquivos MIB usando um navegador da Web
Acesse o console do sistema de um né ONTAP
Gerenciar volumes de raiz de nés do ONTAP e agregados de raiz
Regras que regem os volumes de raiz dos nés e a visdo geral dos agregados de raiz
Libere espaco no volume raiz de um né
Realocar volumes raiz para novos agregados
Inicie ou pare um n6 ONTAP para manutengao ou solugédo de problemas
Reinicie um né no prompt do sistema
Inicie o ONTAP no prompt do ambiente de inicializagao
Encerre um né
Gerencie um n6 ONTAP usando o menu de inicializagao
Exibir os atributos dos nds em um cluster do ONTAP
Modifique os atributos de um né ONTAP
Renomeie um né ONTAP
Gerenciar um cluster de n6 unico do ONTAP
Maneiras de configurar hosts SAN iSCSI com nés Unicos
Maneiras de configurar hosts SAN FC e FC-NVMe com nés Unicos
Atualizagao do ONTAP para cluster de né unico

N w2

10
11
12
13
13
14
15
16
19
19
20
20
21
22
23



Gerenciar nos

Adicionar noés a um cluster do ONTAP

Depois que um cluster é criado, vocé pode expandi-lo adicionando nés a ele. Vocé
adiciona apenas um n¢ de cada vez.

Antes de comecgar

» Se vocé estiver adicionando nds a um cluster de varios nds, todos os nds existentes no cluster devem
estar integros (indicado pela cluster show). Saiba mais sobre cluster show o0 "Referéncia do
comando ONTAP"na .

Se estiver adicionando nés a um cluster sem switch de dois nés, vocé devera converter seu cluster sem
switch de dois nés para um cluster conetado ao switch usando um switch de cluster compativel com
NetApp.

A funcionalidade de cluster sem switch é suportada apenas em um cluster de dois nés.
» Se voceé estiver adicionando um segundo né a um cluster de né Unico, o segundo no deve ter sido

instalado e a rede de cluster deve ter sido configurada.

» Se o cluster tiver a configuragdo automatica do SP ativada, a sub-rede especificada para o SP deve ter
recursos disponiveis para permitir que o n6 de jungao use a sub-rede especificada para configurar
automaticamente o SP.

» Vocé deve ter reunido as seguintes informagdes para o LIF de gerenciamento de nés do novo noé:
o Porta
o Endereco IP
o Mascara de rede

o Gateway predefinido

Sobre esta tarefa

Os nos precisam estar em numeros pares para que possam formar pares de HA. Depois de comecar a
adicionar um no6 ao cluster, vocé deve concluir o processo. O n6 deve fazer parte do cluster antes de poder
comecar a adicionar outro no.

Passos
1. Ligue o n6é que vocé deseja adicionar ao cluster.

O né ¢ inicializado e o assistente de configuragdo do noé € iniciado no console.


https://docs.netapp.com/us-en/ontap-cli/cluster-show.html
https://docs.netapp.com/us-en/ontap-cli/cluster-show.html

Welcome to node setup.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the setup wizard.

Any changes you made before quitting will be saved.
To accept a default or omit a question, do not enter a value.

Enter the node management interface port [eOM]:

2. Saia do assistente de configuragdo do né: exit

O assistente de configuragao do né é encerrado e é apresentado um aviso de inicio de sesséo, avisando
que né&o concluiu as tarefas de configuragéo.

Saiba mais sobre exit o "Referéncia do comando ONTAP"na .

3. Inicie sessao na conta de administrador utilizando o admin nome de utilizador.

4. Inicie o assistente Configuragéo do cluster:

::> cluster setup
Welcome to the cluster setup wizard.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value....

Use your web browser to complete cluster setup by accessing
https://<node mgmt or eOM IP address>

Otherwise, press Enter to complete cluster setup using the

command line interface:

Para obter mais informagdes sobre como configurar um cluster usando a GUI de
@ configuragéo, consulte o "documentacao de gerenciamento de nos" . Saiba mais sobre
cluster setup 0 "Referéncia do comando ONTAP"na .
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5. Pressione Enter para usar a CLI para concluir esta tarefa. Quando for solicitado a criar um novo cluster ou
ingressar em um existente, digite join.

Do you want to create a new cluster or join an existing cluster?
{create, join}:

join

Se a versdo do ONTAP em execucao no novo no for diferente da versao em execugao no cluster
existente, o sistema informara um System checks Error: Cluster join operation cannot be
performed at this time erro. Este € o comportamento esperado. Para continuar, execute o
cluster add-node -allow-mixed-version-join true -cluster-ips <IP address>
-node-names <new_node name> comando no nivel de privilégio avancado a partir de um no existente
no cluster.
6. Siga as instrugdes para configurar o n6 e associa-lo ao cluster:
o Para aceitar o valor padrdo de um prompt, pressione Enter.
o Para inserir seu proprio valor para um prompt, digite o valor e pressione Enter.

7. Repita as etapas anteriores para cada no adicional que vocé deseja adicionar.

Depois de terminar
Depois de adicionar nés ao cluster, ative o failover de storage para cada par de HA.

Informacgdes relacionadas
« "Clusters de versdes mistas compativeis com atualizagdes de software ONTAP"

« "cluster add-node"

Remover nés de um cluster do ONTAP

Vocé pode remover nos indesejados de um cluster, um né de cada vez. Depois de
remover um no, vocé também deve remover o parceiro de failover. Se vocé estiver
removendo um no, seus dados ficardo inacessiveis ou apagados.

Antes de comecgar

Vocé deve atender as seguintes condigdes antes de remover nés do cluster:

* Mais da metade dos nés no cluster precisa estar saudavel.
* Todos os dados, volumes e agregados nao raiz devem ser realocados ou removidos do no.

o Todos os dados no nd que vocé deseja remover devem ter sido evacuados. Isso pode incluir
"limpando dados de um volume criptografado”.

> Todos os volumes que nao sao raiz "movido"foram de agregados pertencentes ao no.
> Todos os agregados que nao sao root foram "eliminado"do no.

* Todas as LIFs e VLANs foram relocadas ou removidas do no.
o Os LIFs de dados foram "eliminado” ou "relocado" do né.

> As LIFs de gerenciamento de cluster foram "relocado"do no e as portas iniciais foram alteradas.
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o Todos os LIFs entre clusters foram "removido". Ao remover LIFs entre clusters, é exibido um aviso que
pode ser ignorado.

o Todas as VLANs no n¢ foram "eliminado".
* O no nao esta participando de nenhum relacionamento de failover.
o O failover de storage "desativado"foi para o no.
o Todas as regras de failover de LIF foram "modificado" para remover portas no no.

» Se o0 no possuir discos FIPS (Federal Information Processing Standards) ou SEDs (Self-Encrypting
Disks)"a criptografia de disco foi removida", retornando os discos para o0 modo desprotegido.

> Vocé também pode querer "Higienizar unidades FIPS ou SEDs".
» Se vocé tiver LUNs no no a ser removido, vocé deve "Modifique a lista de nds de relatério do mapa LUN
seletivo (SLM)" antes de remover o né.

Se vocé ndo remover o no e seu parceiro de HA da lista de nés de relatérios do SLM, o acesso as LUNs
anteriormente no n6 podera ser perdido mesmo que os volumes que contém as LUNs tenham sido
movidos para outro no.

Recomenda-se que vocé emita uma mensagem do AutoSupport para notificar o suporte técnico da NetApp de
gue a remocao do né esta em andamento.

@ Nao execute operagbes como cluster remove-node, cluster unjoin € node rename
quando uma atualizacdo automatica do ONTAP estiver em andamento.

Sobre esta tarefa

» Se vocé estiver executando um cluster de versdo mista, podera remover o ultimo né de versao baixa
usando um dos comandos de privilégio avangados que comegam com ONTAP 9.3:

° ONTAP 9.3: cluster unjoin -skip-last-low-version-node-check
° ONTAP 9 .4 e posterior: cluster remove-node -skip-last-low-version-node-check
» Se vocé remover dois nds de um cluster de quatro nés, o HA do cluster sera ativado automaticamente nos

dois nds restantes.

Todos os dados do sistema e dados de usuario, de todos os discos conectados ao no, devem
ser tornados inacessiveis aos usuarios antes de remover um né do cluster.

®

Caso um n6 tenha sido removido incorretamente de um cluster, entre em contato com o
Suporte da NetApp para obter assisténcia com as opcdes de recuperacao.

Passos

1. Altere o nivel de privilégio para avangado:
set -privilege advanced
2. ldentifique 0 nd no cluster que possui epsilon:

cluster show
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No exemplo a seguir, "node0" atualmente contém epsilon:

cluster::*>

Node Health Eligibility Epsilon
node0 true true true
nodel true true false
node?2 true true false
node3 true true false

3. Se o nob que vocé esta removendo contém epsilon:

a. Mova o epsilon do n6 que vocé esta removendo:
cluster modify -node <name of node to be removed> -epsilon false
b. Mova epsilon para um né que vocé nao esta removendo:
cluster modify -node <node name> -epsilon true
4. Identificar o né principal atual:

cluster ring show

O no principal é o n6 que contém processos como mgmt , v1db, , vifmgr, bcomd crs €.

5. Se 0 n6 que vocé esta removendo for o né mestre atual, habilite outro né no cluster para ser eleito como o
né mestre:

a. Torne o no principal atual inelegivel para participar do cluster:
cluster modify -node <node name> -eligibility false

O né é marcado como nao integro até que a elegibilidade seja restaurada. Quando o n6 mestre se
torna inelegivel, um dos nos restantes € eleito pelo quérum do cluster como o novo mestre.

Se vocé estiver executando esta etapa no primeiro n6 de um par de HA, vocé deve marcar
apenas esse no como inelegivel. Nao modifique o status do parceiro de HA.

(D Se o0 no parceiro for selecionado como 0 novo mestre, vocé precisa verificar se ele detém
epsilon antes de torna-lo inelegivel. Se o né parceiro detiver epsilon, vocé precisa mover
epsilon para outro né que permaneca no cluster antes de torna-lo inelegivel. Vocé faz isso
ao repetir estas etapas para remover o n6 parceiro.



a. Torne o no principal anterior elegivel para participar novamente no cluster:

cluster modify -node <node name> -eligibility true

6. Faca login na LIF de gerenciamento de né remoto ou na LIF de gerenciamento de cluster em um no6 que
vocé ndo esta removendo do cluster.

7. Remova os noés do cluster:

Para esta versiao ONTAP... Use este comando...

ONTAP 9,3
cluster unjoin

ONTAP 9 4 e mais tarde Com nome do noé:

cluster remove-node -node
<node name>

Com IP do né:

cluster remove-node -cluster ip
<node_ip>

Se vocé tiver um cluster de versao mista e estiver removendo o ultimo né de verséo inferior, use 0 -skip
-last-low-version-node-check pardmetro com esses comandos.

O sistema informa-o do seguinte:

> VVocé também deve remover o parceiro de failover do né do cluster.

o ApOs 0 no ser removido e antes que ele possa se juntar novamente a um cluster, vocé deve usar a
opgao do menu de inicializagdo (4) Limpar configuragao e inicializar todos os discos ou a opgao
(9) Configurar particionamento avangado de unidade para apagar a configuragao do no e inicializar
todos os discos.

Uma mensagem de falha é gerada se vocé tiver condigbes que devem ser enderegadas antes de
remover o no. Por exemplo, a mensagem pode indicar que o né tem recursos compartilhados que
vocé deve remover ou que o no esta em uma configuragao de HA de cluster ou configuragao de
failover de storage que vocé deve desativar.

Se o no for o mestre do quérum, o cluster perdera brevemente e retornara ao quérum. Essa perda de
quorum é temporaria e nao afeta nenhuma operacao de dados.

8. Se uma mensagem de falha indicar condigdes de erro, aborde essas condigdes e execute novamente o
cluster remove-node comando ou cluster unjoin.

O no reinicia automaticamente apds ser removido com sucesso do cluster.



9. Se vocé estiver reutilizando o nd, apague a configuragcado do no6 e inicialize todos os discos:

a. Durante o processo de inicializagao, pressione Ctrl-C para exibir o menu de inicializagdo quando
solicitado a fazé-lo.

b. Selecione a opgédo do menu de inicializagéo (4) Limpar configuragao e inicializar todos os discos.

10. Retornar ao nivel de privilégio de admin:
set -privilege admin

11. Repita os passos 1 a 9 para remover o parceiro de failover do cluster.

Informacgdes relacionadas

* "n6 de remocao do cluster”

Acesse logs de n6 do ONTAP, despejos de nucleo e
arquivos MIB usando um navegador da Web

O (‘spi'servico da Web Service Processor Infrastructure ) esta habilitado por padrao para
permitir que um navegador da Web acesse os arquivos de log, despejo de nucleo e MIB
de um né no cluster. Os arquivos permanecem acessiveis mesmo quando o no esta
inativo, desde que o no6 seja assumido pelo parceiro.

Antes de comecar
* O LIF de gerenciamento de clusters deve estar ativo.

Vocé pode usar o LIF de gerenciamento do cluster ou de um n6 para acessar o spi servigo da Web. No
entanto, é recomendavel usar o LIF de gerenciamento de cluster.

O network interface show comando exibe o status de todas as LIFs no cluster.
Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

* Vocé deve usar uma conta de usuario local para acessar o spi servigo da Web, as contas de usuario de
dominio n&o sdo suportadas.

* Se sua conta de usuario nao tiver o admin fungéo (que tem acesso ao spi servigo web por padrao), sua
funcao de controle de acesso deve ter acesso concedido ao spi servigo web.

O vserver services web access show comando mostra quais fungdes tém acesso a quais servicos
da Web.

* Se vocé néo estiver usando 0 admin conta de usuario (que inclui o http método de acesso por padrao),
sua conta de usuario deve ser configurada com o http método de acesso.

O security login show comando mostra os métodos de acesso e login das contas de usuario e suas
funcdes de controle de acesso.

Saiba mais sobre security login show 0 "Referéncia do comando ONTAP"na .
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* Se vocé quiser usar HTTPS para acesso seguro a Web, o SSL deve estar habilitado e um certificado
digital deve ser instalado.

O system services web show comando exibe a configuragdo do mecanismo de protocolo da Web no
nivel do cluster.

Sobre esta tarefa

O spi servigo da Web esta ativado por predefinicdo e o servigo pode ser desativado manualmente (vserver
services web modify -vserver * -name spi -enabled false).

O admin a funcao tem acesso concedido ao spi servigo web por padrao, e o acesso pode ser desabilitado
manualmente (services web access delete -vserver cluster name -name spi -role admin

).
Passos
1. Aponte o navegador da Web para o spi URL do servigo da Web em um dos seguintes formatos:
° http://cluster-mgmt-LIF/spi/

° https://cluster-mgmt-LIF/spi/
cluster-mgmt-LIF E o endereco IP do LIF de gerenciamento de cluster.
2. Quando solicitado pelo navegador, insira sua conta de usuario e senha.

Depois que a conta for autenticada, o navegador exibira links para os /mroot/etc/log/ diretérios ,
/mroot/etc/crash/ e /mroot/etc/mib/ de cada nd no cluster.

Acesse o console do sistema de um né ONTAP

Se um no estiver suspenso no menu de inicializacdo ou no prompt do ambiente de
inicializagao, vocé podera acessa-lo somente pelo console do sistema (também
chamado de console serial). Vocé pode acessar o console do sistema de um n6 a partir
de uma conexdo SSH para o SP do né ou para o cluster.

Sobre esta tarefa

Tanto o SP quanto o ONTAP oferecem comandos que permitem acessar o console do sistema. No entanto, a
partir do SP, vocé pode acessar apenas o console do sistema de seu préprio né. A partir do cluster, vocé pode
acessar o console do sistema de qualquer outro n6 no cluster (que nao seja o no local).

Passos
1. Acesse o console do sistema de um né:

Se vocé esta no... Digite este comando...
CLI do SP do n6 system console
CLI do ONTAP system node run-console



2. Inicie sessao na consola do sistema quando lhe for pedido que o faga.

3. Para sair do console do sistema, pressione Ctrl-D.

Exemplos de acesso ao console do sistema

O exemplo a seguir mostra o resultado da inser¢gdo system console do comando no prompt "SP node2™. O
console do sistema indica que o node2 esta suspenso no prompt do ambiente de inicializagdo. O

boot ontap comando é inserido no console para inicializar o né no ONTAP. Ctrl-D é ent&o pressionado para
sair do console e retornar ao SP.

SP node2> system console
Type Ctrl-D to exit.

LOADER>
LOADER> boot ontap

KAKAKAAKAAAAAAAAAA AR AKX AKX A KAk kKKK k%K
* *
* Press Ctrl-C for Boot Menu. *
* *

kAhkkkhkkhkhkkhkhkhkkhkhk kA hkkhkrhkkhkhkhkhkrkhkkrkhkxkk%

(Ctrl-D é pressionado para sair do console do sistema.)

Connection to 123.12.123.12 closed.
SP node2>

O exemplo a seguir mostra o resultado de inserir 0 system node run-console comando do ONTAP para
acessar o console do sistema do node2, que esta pendurado no prompt do ambiente de inicializagdo. O
boot ontap comando & inserido no console para inicializar o node2 no ONTAP. Ctrl-D é ent&o pressionado
para sair do console e retornar ao ONTAP.



clusterl::> system node run-console -node node?2

Pressing Ctrl-D will end this session and any further sessions you might
open on top of this session.

Type Ctrl-D to exit.

LOADER>
LOADER> boot ontap

R b b b b b b b b b b b b b b b b I I b b b b b b b b b b g

* *

* Press Ctrl-C for Boot Menu. *

* *

KAKRKkANRA A KAk AN A A I A KR I AN A A XAk A XAk Xk %

(Ctrl-D é pressionado para sair do console do sistema.)

Connection to 123.12.123.12 closed.
clusterl::>

Gerenciar volumes de raiz de nés do ONTAP e agregados
de raiz

O volume raiz de um né é um FlexVol volume instalado na fabrica ou pelo software de
configuragao. Ele € reservado para arquivos de sistema, arquivos de log e arquivos
principais. O nome do diretério é /mroot, que € acessivel somente através do
systemshell pelo suporte técnico. O tamanho minimo para o volume raiz de um né
depende do modelo da plataforma.

Regras que regem os volumes de raiz dos nés e a visao geral dos agregados de
raiz

O volume raiz de um n6 contém diretérios e arquivos especiais para esse n6. O agregado raiz contém o
volume raiz. Algumas regras governam o volume raiz e o agregado raiz de um noé.

* As seguintes regras regem o volume raiz do no:

> A -menos que o suporte técnico o instrua a fazé-lo, ndo modifique a configuragédo ou o conteudo do
volume raiz.

o Nao armazene dados do usuario no volume raiz.

Armazenar dados de usuario no volume raiz aumenta o tempo de giveback de storage entre nés em
um par de HA.

> Vocé pode mover o volume raiz para outro agregado. [relocate-root]Consulte .
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* O agregado raiz é dedicado apenas ao volume raiz do no.

O ONTAP impede que vocé crie outros volumes no agregado raiz.
"NetApp Hardware Universe"

Libere espago no volume raiz de um né

Uma mensagem de aviso aparece quando o volume raiz de um no ficou cheio ou quase cheio. O n6 ndo pode
funcionar corretamente quando seu volume raiz esta cheio. Vocé pode liberar espaco no volume raiz de um né
excluindo arquivos de despejo de nucleo, arquivos de rastreamento de pacotes e snapshots de volume raiz.

Passos
1. Exiba os arquivos de despejo de nucleo do n6 e seus nomes:

system node coredump show
2. Excluir arquivos indesejados de despejo de memdéria do no:
system node coredump delete
3. Acesse o nodeshell:
system node run -node nodename
nodename € 0 nhome do no cujo espaco de volume raiz vocé deseja liberar.
4. Mude para o nivel de privilégio avangado nodeshell a partir do nodeshell:
priv set advanced

5. Exiba e exclua os arquivos de rastreamento de pacotes do né através do nodeshell:

a. Exibir todos os arquivos no volume raiz do né:
1ls /etc

b. Se algum arquivo de rastreamento de pacote (* . trc) estiver no volume raiz do no, exclua-os
individualmente:

rm /etc/log/packet_traces/file name.trc
6. Identifique e exclua os instantaneos do volume raiz do né através do nodeshell:
a. Identifique o nome do volume raiz:
vol status
O volume raiz ¢é indicado pela palavra "root" na coluna "Op¢des" da vol status saida do comando.

No exemplo a seguir, 0 volume raiz é vo10:

11
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nodel*> vol status

Volume State Status Options
vol0 online raid dp, flex root, nvfail=on
64-bit

a. Apresentar instantaneos do volume raiz:
snap list root vol name
b. Eliminar instantédneos de volume raiz indesejados:
snap delete root vol namesnapshot name
7. Saia do nodeshell e volte para a concha:

exit

Realocar volumes raiz para novos agregados

O procedimento de substituicdo de raiz migra o agregado de raiz atual para outro conjunto de discos sem
interrupcéo.

Sobre esta tarefa

O failover de armazenamento deve estar habilitado para realocar volumes raiz. Vocé pode usar o storage
failover modify -node nodename -enable true comando para ativar o failover.

Vocé pode alterar o local do volume raiz para um novo agregado nos seguintes cenarios:

* Quando os agregados de raiz ndo estao no disco que preferir
* Quando pretender reorganizar os discos ligados ao no

* Quando estiver a efetuar uma substituicao de prateleira das prateleiras de disco EOS

Passos
1. Defina o nivel de privilégio como avangado:

set privilege advanced
2. Realocar o agregado raiz:

system node migrate-root -node nodename -disklist disklist -raid-type raid-
type

o -node
Especifica 0 né que possui 0 agregado raiz que vocé deseja migrar.
o -disklist

Especifica a lista de discos nos quais 0 novo agregado raiz sera criado. Todos os discos precisam ser
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sobressalentes e de propriedade do mesmo né. O numero minimo de discos necessario depende do
tipo RAID.

o -raid-type
Especifica o tipo RAID do agregado raiz. O valor padréo é raid-dp.
3. Monitorize o progresso do trabalho:
job show -id jobid -instance

Resultados

Se todas as pré-verificagdes forem bem-sucedidas, o comando iniciara uma tarefa de substituicao de volume
raiz e sera encerrado. Espere que o no seja reiniciado.

Informacgdes relacionadas

* "modificacao de failover de armazenamento”

Inicie ou pare um né ONTAP para manutencao ou solucao
de problemas

Talvez seja necessario iniciar ou parar um no por motivos de manutencéo ou solugao de
problemas. Vocé pode fazer isso a partir da CLI do ONTAP, do prompt do ambiente de
inicializagao ou da CLI do SP.

O uso do comando SP CLI system power off ou system power cycle para desligar ou desligar um no
pode causar um desligamento inadequado do né (também chamado de desligamento anormal) e nao substitui
um desligamento gracioso usando o comando ONTAP system node halt.

Reinicie um né no prompt do sistema

Vocé pode reinicializar um né no modo normal a partir do prompt do sistema. Um n6 é configurado para
inicializar a partir do dispositivo de inicializagdo, como uma placa CompactFlash do PC.

Passos
1. Se o cluster contiver quatro ou mais nés, verifique se o no6 a ser reiniciado ndo possui epsilon:

a. Defina o nivel de privilégio como avangado:
set -privilege advanced

b. Determine qual né contém o epsilon:
cluster show

O exemplo a seguir mostra que "node1" contém epsilon:
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clusterl::*> cluster show

Node Health Eligibility Epsilon
nodel true true true
node?2 true true false
node3 true true false
node4 true true false

4 entries were displayed.

a. Se o no a ser reinicializado contiver epsilon, remova o epsilon do no:
cluster modify -node node name -epsilon false
b. Atribua o epsilon a um né diferente que permanecera ativo:
cluster modify -node node name -epsilon true
c. Voltar ao nivel de privilégio de administrador:
set -privilege admin
2. Use 0 system node reboot comando para reinicializar o no.
Se vocé nao especificar 0 -skip-1if-migration parametro, o comando tentara migrar dados e LIFs
de gerenciamento de cluster de forma sincrona para outro né antes da reinicializagdo. Se a migragao de

LIF falhar ou expirar, o processo de reinicializagéo sera abortado e o ONTAP exibira um erro para indicar a
falha de migragao de LIF.

clusterl::> system node reboot -node nodel -reason "software upgrade"

O nd¢ inicia o processo de reinicializagdo. O prompt de login do ONTAP é exibido, indicando que o
processo de reinicializagao esta concluido.

Inicie 0o ONTAP no prompt do ambiente de inicializagao

Vocé pode inicializar a versao atual ou a versao de backup do ONTAP quando estiver no prompt do ambiente
de inicializacdo de um no.

Passos

1. Acesse o prompt do ambiente de inicializacao a partir do prompt do sistema de armazenamento usando o
system node halt comando.

O console do sistema de armazenamento exibe o prompt do ambiente de inicializagao.

2. No prompt do ambiente de inicializagao, digite um dos seguintes comandos:
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Para iniciar...

A versdo atual do ONTAP

Aimagem primaria do ONTAP a partir do
dispositivo de arranque

A imagem de coépia de seguranga do ONTAP a

partir do dispositivo de arranque

Digite...

boot ontap

boot primary

boot backup

Se vocé ndo tiver certeza sobre qual imagem usar, vocé deve usar boot ontap na primeira instancia.

Encerre um no

Vocé pode encerrar um no se ele ficar sem resposta ou se a equipe de suporte o direcionar para fazer isso
como parte dos esforgos de solugao de problemas.

Passos

1. Se o cluster contiver quatro ou mais nds, verifique se 0 né a ser desligado ndo possui epsilon:

a. Defina o nivel de privilégio como avangado:

set -privilege advanced
b. Determine qual n6 contém o epsilon:
cluster show

O exemplo a seguir mostra que

clusterl::*> cluster show

Node Health
nodel true
node?2 true
node3 true
noded true

4 entries were displayed.

node1" contém epsilon:

Eligibility

true
true
true

true

a. Se o no a ser desligado mantiver o epsilon, remova o epsilon do no:

cluster modify -node node name -epsilon false

b. Atribua o epsilon a um né diferente que permanecera ativo:

cluster modify -node node name -epsilon true

c. Voltar ao nivel de privilégio de administrador:
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set -privilege admin
2. Use 0 system node halt comando para encerrar o no.

Se vocé nao especificar 0 -skip-lif-migration parametro, o comando tentara migrar dados e LIFs
de gerenciamento de cluster de forma sincrona para outro né antes do desligamento. Se a migracao de
LIF falhar ou expirar o tempo, o processo de encerramento é cancelado e o ONTAP exibe um erro para
indicar a falha de migragao de LIF.

Vocé pode acionar manualmente um despejo de memaria com o desligamento usando ambos 0s —dump
parametros.

O exemplo a seguir desliga o n6 chamado "node1" para manutengéo de hardware:

clusterl::> system node halt -node nodel -reason 'hardware maintenance'

Gerencie um né ONTAP usando o menu de inicializacao

Vocé pode usar o menu de inicializagao para corrigir problemas de configuragdo em um
no, redefinir a senha de administrador, inicializar discos, redefinir a configuragcado do né e
restaurar as informagdes de configuragdo do né de volta para o dispositivo de
inicializacao.

Se um par de HA estiver usando "Criptografia de unidades SAS ou NVMe (SED, NSE, FIPS)",
siga as instrugdes no "Retornar uma unidade FIPS ou SED para o modo desprotegido"tépico

@ para todas as unidades do par de HA antes de inicializar o sistema (opc¢des de inicializagcédo 4
ou 9). Se nao fizer isso, podera resultar em perda de dados futura se as unidades forem
reaproveitadas.

Passos

1. Reinicie o no para acessar o menu de inicializagdo usando o system node reboot comando no prompt
do sistema.

O n¢ inicia o processo de reinicializagao.

2. Durante o processo de reinicializagéo, pressione Ctrl-C para exibir o menu de inicializagao quando
solicitado a fazé-lo.

O né exibe as seguintes opg¢des para o menu de inicializagao:
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Normal Boot.

Boot without /etc/rc.

Change password.

Clean configuration and initialize all disks.
Maintenance mode boot.

(1)
(2)
(3)
(4)
(5)
(6) Update flash from backup config.
(7) Install new software first.

(8) Reboot node.

(9) Configure Advanced Drive Partitioning.

(10) Set onboard key management recovery secrets.
(11) Configure node for external key management.
Selection (1-11)7

(D Opcao de menu de inicializagao (2) a inicializagdo sem /etc/rc é obsoleta e nao tem efeito
no sistema.

3. Selecione uma das seguintes opg¢des inserindo o numero correspondente:

Para... Selecione...

Continue a inicializar o né no modo 1) bota normal
normal

Altere a senha do n6, que também  3) altere a senha
é a senha da conta "admin"

Inicialize os discos do n6 e crie um  4) limpe a configuragao e inicialize todos os discos
volume raiz para o nd

Esta opgédo de menu apaga todos os dados nos
discos do né e redefine a configuragao do no para as
configuragdes padrao de fabrica.

Selecione esta opgédo de menu somente depois que o no tiver sido
removido de um cluster e n&o estiver associado a outro cluster.

Para um né com compartimentos de disco internos ou externos, o
volume raiz nos discos internos é inicializado. Se nao houver
compartimentos de disco internos, o volume raiz nos discos
externos sera inicializado.

Se 0 nod que vocé deseja inicializar tiver discos particionados para
particionamento de dados raiz, os discos devem ser
desparticionados antes que o n6 possa ser inicializado, consulte 9)
Configurar particionamento de unidade avancado e
"Gerenciamento de discos e agregados".
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Para...

Execute operagdes de manutencao
de disco e agregado e obtenha
informagdes detalhadas sobre o
agregado e o disco.

Restaure as informacgdes de
configuragéo do volume raiz do n6
para o dispositivo de inicializacao,
como um cartao CompactFlash do
PC

Instale um novo software no né

Reinicie o n6

Desparticionar todos os discos e
remover suas informagdes de
propriedade ou limpar a
configuragao e inicializar o sistema
com discos inteiros ou
particionados

Selecione...

5) Inicializagdo do modo de manutengéo

Vocé sai do modo Manutencéo usando o halt comando.

6) Atualizar flash a partir da configuragdo de backup

O ONTAP armazena algumas informagdes de configuragdo de nés
no dispositivo de inicializagdo. Quando o no é reiniciado, as
informacdes no dispositivo de inicializagcdo sdo automaticamente
gravadas no volume raiz do n6. Se o dispositivo de inicializagéo
ficar corrompido ou precisar ser substituido, vocé deve usar essa
opgao de menu para restaurar as informagdes de configuragéo do
volume raiz do né de volta para o dispositivo de inicializagao.

7) instale primeiro novo software

Se o software ONTAP no dispositivo de inicializagao nao incluir
suporte para o storage array que vocé deseja usar para o volume
raiz, vocé podera usar essa opg¢ao de menu para obter uma versao
do software compativel com seu storage array e instala-lo no né.

Esta opgdo de menu é apenas para instalar uma versao mais
recente do software ONTAP em um né que nao tem volume raiz
instalado. Ndo Use esta opcdo de menu para atualizar o ONTAP.

8) nd de reinicializagao

9) Configurar particionamento de unidade avangado

A opc¢ao Particionamento avangado de unidade fornece recursos
adicionais de gerenciamento para discos configurados para
particionamento de dados raiz ou dados raiz-dados. As seguintes
opcoes estao disponiveis na opcao de inicializacao 9:

(9a)
ownership information.
(9D)
system with partitioned disks.
(9¢)
system with whole disks.

(9d) Reboot the node.

(9e) Return to main boot menu.

Unpartition all disks and remove their

Clean configuration and initialize

Clean configuration and initialize



Exibir os atributos dos nés em um cluster do ONTAP

Vocé pode exibir os atributos de um ou mais nés no cluster, por exemplo, o nome,
proprietario, local, numero do modelo, numero de série, quanto tempo o0 nod esta sendo
executado, estado de integridade e elegibilidade para participar de um cluster.

Passos

1. Para exibir os atributos de um no especificado ou sobre todos os nds em um cluster, use 0 system node
show comando.

Exemplo de exibigcdo de informagdes sobre um né
O exemplo a seguir exibe informagdes detalhadas sobre o node1:

clusterl::> system node show -node nodel
Node: nodel
Owner: Eng IT
Location: Lab 5
Model: model number
Serial Number: 12345678
Asset Tag: -
Uptime: 23 days 04:42
NVRAM System ID: 118051205
System ID: 0118051205
Vendor: NetApp
Health: true
Eligibility: true
Differentiated Services: false
All-Flash Optimized: true
Capacity Optimized: false
QLC Optimized: false
All-Flash Select Optimized: false
SAS2/SAS3 Mixed Stack Support: none

Modifique os atributos de um n6 ONTAP

Vocé pode modificar os atributos de um n6 conforme necessario. Os atributos que vocé
pode modificar incluem as informagdes de proprietario do nd, informacgdes de
localizagao, etiqueta de ativo e elegibilidade para participar do cluster.

Sobre esta tarefa

A elegibilidade de um né para participar no cluster pode ser modificada no nivel de privilégio avangado usando
0 —eligibility parametro do system node modify comando ou cluster modify. Se vocé definir a
elegibilidade de um né como false, 0 no ficara inativo no cluster.
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Nao é possivel modificar a elegibilidade do n6 localmente. Ele deve ser modificado de um n6
@ diferente. A elegibilidade do n6 também nao pode ser modificada com uma configuragéo de HA
do cluster.

Vocé deve evitar definir a elegibilidade de um no para false, exceto para situagbes como
@ restaurar a configuragdo do n6 ou manutengao prolongada do né. O acesso a dados SAN e nas
ao no pode ser afetado quando o n6 nao é elegivel.

Passos

1. Use 0 system node modify comando para modificar os atributos de um né.

Exemplo de modificagao de atributos de né

O comando a seguir modifica os atributos do n6 "node1". O proprietario do né esta definido como "Joe Smith™
e sua etiqueta de ativo esta definida como "js1234™:

clusterl::> system node modify -node nodel -owner "Joe Smith" -assettag
7s1234

Informacgdes relacionadas

* "modificacdo do né do sistema"

* "modificagao do cluster"

Renomeie um n6 ONTAP

Vocé pode alterar o nome de um n6 conforme necessario.

Passos

1. Para renomear um no, use 0 system node rename comando.

O -newname parametro especifica 0 novo nome para o nd. Saiba mais sobre system node rename 0
"Referéncia do comando ONTAP"na .

Se vocé quiser renomear varios nos no cluster, vocé deve executar o comando para cada no
individualmente.

@ O nome do né nao pode ser "tudo™ porque "tudo™ € um nome reservado ao sistema.

Exemplo de renomeagao de um né

O seguinte comando renomeia o né "node1" para "node1a":

clusterl::> system node rename -node nodel -newname nodela

Gerenciar um cluster de né unico do ONTAP

Um cluster de n6 unico € uma implementacao especial de um cluster executado em um
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nd auténomo. Os clusters de nd unico ndo sado recomendados porque nao fornecem
redundancia. Se o no ficar inativo, 0 acesso aos dados sera perdido.

@ Para tolerancia de falhas e operagdes ininterruptas, é altamente recomendavel configurar seu
cluster com "Alta disponibilidade (pares de HA)"o .

Se vocé optar por configurar ou atualizar um cluster de n6 unico, vocé deve estar ciente do seguinte:

A criptografia de volume raiz ndo é compativel com clusters de né unico.

» Se vocé remover noés para ter um cluster de né Unico, modifique as portas do cluster para servir o trafego
de dados, modificando as portas do cluster para serem portas de dados e criando LIFs de dados nas
portas de dados.

« Para clusters de n6 unico, vocé pode especificar o destino do backup de configuragao durante a
configuragéo do software. Apds a configuragao, essas configuragdes podem ser modificadas usando
comandos ONTAP.

» Se houver varios hosts conetados ao no, cada host pode ser configurado com um sistema operacional
diferente, como Windows ou Linux. Se houver varios caminhos do host para o controlador, o ALUA deve
estar habilitado no host.

Maneiras de configurar hosts SAN iSCSI com nés Unicos

Vocé pode configurar hosts SAN iSCSI para se conetar diretamente a um Unico n6 ou para se conetar através
de um ou mais switches IP. O n6 pode ter varias conexdes iSCSI ao switch.

Configuragées de né unico com conexao direta

Nas configuragdes de né unico com conexao direta, um ou mais hosts sdo conectados diretamente ao no.

Host 2

LR

Host 1 Host 3 Host 1 Host 2

D
sass
D
saam

X
o

o
—
=

Controller 1 Contraller 1 Controller 1

Configuragoes de né unico de rede Unica

Em configuragdes de né unico de rede Unica, um switch coneta um Unico né a um ou mais hosts. Como ha um
unico switch, essa configuragao nao é totalmente redundante.
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Configuragoées de né unico multi-rede

Em configuragdes de ndé unico de varias redes, dois ou mais switches conetam um uUnico né a um ou mais
hosts. Como existem varios switches, essa configuragéo é totalmente redundante.
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elb
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Cantroller 1

Maneiras de configurar hosts SAN FC e FC-NVMe com nés unicos

E possivel configurar hosts SAN FC e FC-NVMe com nés Unicos por meio de uma ou mais malhas. O NPIV
(N-Port ID Virtualization) é necessario e deve ser ativado em todos os switches FC na malha. Nao é possivel
conectar diretamente hosts SAN FC ou FC-NMVE a nds unicos sem usar um switch FC.

Configuragdes de né unico de malha tnica

Nas configuragdes de né uUnico de estrutura Unica, ha um switch que conecta um Unico né a um ou mais hosts.
Como ha um unico switch, essa configuragdo nao é totalmente redundante.

Em configura¢des de noé unico de malha unica, o software de multipathing ndo € necessario se voceé tiver
apenas um caminho unico do host para o noé.

Configurag6es de né unico de MultiFabric

Nas configuragdes de no unico de varias estruturas, ha dois ou mais switches que conectam um unico né a
um ou mais hosts. Para simplificar, a figura a seguir mostra uma configuragdo de né Unico de varias malhas
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com apenas duas malhas. No entanto, vocé pode ter duas ou mais malhas em qualquer configuragéo de
varias malhas. Nesta figura, o controlador de armazenamento € montado no chassi superior € o chassi inferior
pode estar vazio ou pode ter um modulo IOMX, como acontece neste exemplo.

As portas de destino FC (0a, 0C, 0b, 0d) nas ilustragdes sao exemplos. Os ndmeros reais das portas variam
dependendo do modelo do né de armazenamento e se vocé esta usando adaptadores de expanséo.

Host 2 Host N

LI

Switch/
Fabric 1

Controller Oa |0c|0b|0d

Informacgdes relacionadas
"Relatorio técnico da NetApp 4684: Implementando e configurando SANs modernas com NVMe-of"

Atualizagcao do ONTAP para cluster de né unico

Vocé pode usar a CLI do ONTAP para executar uma atualizagdo automatizada de um cluster de né uUnico.
Clusters de n6 unico ndo tém redundancia, o que significa que as atualizagdes sdo sempre disruptivas. Nao é
possivel executar atualizagbes disruptivas usando o Gerenciador de Sistemas.

Antes de comecar
Vocé deve concluir as etapas de atualizacao"preparacao”.

Passos
1. Elimine o pacote de software ONTAP anterior:

cluster image package delete -version <previous package version>
2. Facga o download do pacote de software ONTAP de destino:

cluster image package get -url location
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clusterl::> cluster image package get -url

http://www.example.com/software/9.7/image.tgz

Package download completed.
Package processing completed.

3. Verifique se o pacote de software esta disponivel no repositorio de pacotes de cluster:

cluster image package show-repository

clusterl::> cluster image package show-repository
Package Version Package Build Time

9.7 M/DD/YYYY 10:32:15

4. Verifique se o cluster esta pronto para ser atualizado:

cluster image validate -version <package version number>

clusterl::> cluster image validate -version 9.7

WARNING: There are additional manual upgrade validation checks that must
be performed after these automated validation checks have completed...

5. Monitorize o progresso da validagao:

cluster image show-update-progress

6. Conclua todas as a¢des necessarias identificadas pela validagéao.

7. Opcionalmente, gere uma estimativa de atualizagdo de software:
cluster image update -version <package version number> -estimate-only
A estimativa de atualizacdo de software exibe detalhes sobre cada componente a ser atualizado e a

duracao estimada da atualizagéo.

8. Execute a atualizacao de software:
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cluster image update -version <package version number>

Se for encontrado um problema, a atualizagdo sera interrompida e solicitara que vocé tome
medidas corretivas. Vocé pode usar o comando show-update-progress da imagem de

@ cluster para exibir detalhes sobre quaisquer problemas e o andamento da atualizagéo.
Depois de corrigir o problema, vocé pode retomar a atualizagdo usando o comando de
retomada-atualizagdo da imagem de cluster.

9. Apresentar o progresso da atualizagao do cluster:
cluster image show-update-progress

O no é reinicializado como parte da atualizacdo e nao pode ser acessado durante a reinicializacao.

10. Acionar uma notificacao:
autosupport invoke -node * -type all -message "Finishing Upgrade"

Se o cluster ndo estiver configurado para enviar mensagens, uma cépia da notificagdo sera salva
localmente.
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