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Introducao

Saiba mais sobre a sincronizacao ativa do ONTAP
SnapMirror

O SnapMirror Active Sync, também conhecido como SnapMirror Business Continuity
(SM-BC), permite que os servigos empresariais continuem funcionando em caso de falha
completa do site. Essa tecnologia permite que os aplicativos fagam failover perfeitamente
para uma copia secundaria, sem intervencao manual ou scripts personalizados.

O NetApp SnapMirror Active Sync (SM-as) foi projetado para ser uma prote¢gdo em nivel de aplicativo mais
granular, de menor custo e mais facil de usar, com failover automatico. A sincronizagao ativa do SnapMirror
permite que servicos empresariais de missao critica continuem operando, mesmo durante uma falha completa
do site. Com a sincronizagao ativa do SnapMirror , agora vocé pode replicar de forma sincrona varios volumes
de um aplicativo (adicionando-os a um grupo de consisténcia) entre sites em locais geograficamente
dispersos. Vocé pode fazer failover automaticamente para a copia secundaria em caso de interrupgéo da
primaria, permitindo assim a continuidade dos negdcios para aplicativos de nivel um.

Os regulamentos para instituicdes financeiras em alguns paises exigem que as empresas sejam
periodicamente atendidas por seus data centers secundarios. O SnapMirror Active Sync, com seus clusters de
alta disponibilidade, permite essas trocas de data center para continuidade dos negocios.

Disponivel a partir do ONTAP 9.9.1, a sincronizacao ativa do SnapMirror é suportada em clusters AFF e All-
Flash SAN Array (ASA). Os clusters primario e secundario devem ser do mesmo tipo: ASA, ASAr2 ou AFF. A
sincronizagao ativa do SnapMirror protege aplicativos com LUNs iSCSI ou FCP ou namespaces NVMe.

A sincronizagao ativa do SnapMirror suporta configuragoes simétricas e assimétricas. O suporte para
simétrico ativo/ativo foi introduzido no ONTAP 9.15.1. A configuragéo simétrica ativa/ativa permite que ambas
as copias de um LUN protegido executem operagdes de E/S de leitura e gravagéo com replicagédo sincrona
bidirecional, permitindo que cada copia de LUN atenda a solicitacdes de E/S locais.

A partir de julho de 2024, o conteudo de relatérios técnicos publicados anteriormente como
PDFs foi integrado a documentagéo do produto ONTAP. A documentagéo de sincronizagao
ativa do ONTAP SnapMirror agora inclui conteudo de TR-4878: SnapMirror active Sync.

Beneficios
O SnapMirror ative Sync oferece os seguintes beneficios:

« Disponibilidade continua para aplicagdes essenciais aos negoécios.
» Capacidade de hospedar aplicacdes criticas alternadamente de locais primarios e secundarios.

* Gerenciamento simplificado de aplica¢gdes usando grupos de consisténcia para consisténcia dependente
da ordem de gravacao.

» Capacidade de testar failover em cada aplicagéo.
 Criagao instantanea de clones espelhados sem afetar a disponibilidade da aplicagao.
» Capacidade de implantar workloads protegidos e nao protegidos no mesmo cluster do ONTAP.

» Aiidentidade do LUN, do namespace NVMe, do subsistema NVMe ou da unidade de armazenamento
permanece a mesma, de modo que o aplicativo os vé como um dispositivo virtual compartilhado.



» Capacidade de reutilizar clusters secundarios com flexibilidade para criar clones instantdneos para uso da
aplicagéo para fins de desenvolvimento/teste, UAT ou geragao de relatérios, sem impactar a performance
ou a disponibilidade da aplicacéo.

A sincronizagao ativa do SnapMirror permite proteger seus LUNs de dados ou namespaces NVMe, o que
permite que os aplicativos realizem failover de forma transparente para fins de continuidade dos negdécios em
caso de desastre. Para mais informacgdes, consulte "Casos de uso" .

Conceitos-chave

A sincronizagao ativa do SnapMirror usa grupos de consisténcia para garantir que seus dados sejam
replicados. A sincronizagao ativa do SnapMirror usa o ONTAP Mediator ou, a partir do ONTAP 9.17.1, o Cloud
Mediator para failover automatizado, garantindo que os dados sejam fornecidos em caso de um cenario de
desastre. Ao planejar a implantagéo da sincronizagao ativa do SnapMirror , € importante entender os
conceitos essenciais da sincronizacao ativa do SnapMirror e sua arquitetura.

Assimetria e simetria

Em configuragdes simétricas ativas/ativas, ambos os sites podem acessar o armazenamento local para E/S
ativas. A configuragao simétrica ativa/ativa € otimizada para aplicativos em cluster, incluindo VMware vMSC,
Windows Failover Cluster com SQL e Oracle RAC.

Em configuracdes ativas/ativas assimétricas, os dados no site secundario sdo enviados por proxy para um
LUN, namespace ou unidade de armazenamento.

Para obter mais informacgdes, Arquitetura de sincronizacao ativa do SnapMirrorconsulte .

Grupo de consisténcia

Para sistemas AFF e ASA, um "grupo de consisténcia" € uma colegao de volumes FlexVol que fornecem uma
garantia de consisténcia para a carga de trabalho do aplicativo que deve ser protegida para a continuidade
dos negécios. Em sistemas ASA r2, um grupo de consisténcia € uma colecdo de unidades de
armazenamento.

O objetivo de um grupo de consisténcia € capturar imagens instantaneas simultdneas de uma colegéo de
volumes ou unidades de armazenamento, garantindo, assim, copias consistentes em caso de falhas da
colecdo em um determinado momento. Um grupo de consisténcia garante que todos os volumes de um
conjunto de dados sejam desativados e, em seguida, capturados precisamente no mesmo momento. Isso
fornece um ponto de restauragéo consistente em todos os volumes ou unidades de armazenamento que
suportam o conjunto de dados. Um grupo de consisténcia, portanto, mantém a consisténcia da ordem de
gravagao dependente. Se vocé decidir proteger aplicativos para continuidade dos negdcios, o grupo de
volumes ou unidades de armazenamento correspondente a esse aplicativo devera ser adicionado a um grupo
de consisténcia para que uma relagéo de protecao de dados seja estabelecida entre um grupo de consisténcia
de origem e um de destino. A consisténcia de origem e de destino deve conter o mesmo numero e tipo de
volumes.

Constituinte

Um volume individual, LUN ou namespace NVMe (comegando com ONTAP 9.17.1) que faz parte do grupo de
consisténcia protegido no relacionamento de sincronizagao ativa do SnapMirror .

ONTAP Mediador

O "ONTAP Mediador" Recebe informagdes de integridade sobre clusters e nos ONTAP pareados,
orquestrando entre eles e determinando se cada nd/cluster esta integro e em execugao. O Mediador ONTAP
fornece informacgdes de integridade sobre:


https://docs.netapp.com/pt-br/ontap/consistency-groups/index.html
https://docs.netapp.com/pt-br/ontap/mediator/index.html

* Clusters peer ONTAP
* Nos de cluster de peer ONTAP

» Grupos de consisténcia (que definem as unidades de failover em uma relagdo de sincronizagao ativa do
SnapMirror); para cada grupo de consisténcia, as seguintes informagdes sao fornecidas:

o Estado de replicagao: Nao inicializado, em Sincronizar ou fora de Sincronizar
> Qual cluster hospeda a copia primaria

> Contexto de operagao (usado para failover planejado)

Com essas informagdes de integridade do ONTAP Mediator, os clusters podem diferenciar entre tipos distintos
de falhas e determinar se devem executar um failover automatizado. O Mediador ONTAP é uma das trés
partes no quorum de sincronizagao ativa do SnapMirror, juntamente com os clusters do ONTAP (primario e
secundario). Para chegar a um consenso, pelo menos duas partes no quérum devem concordar com uma
determinada operacao.

A partir do ONTAP 9.15.1, o Gerenciador do sistema exibe o status da relagdo de sincronizagao
ativa do SnapMirror de qualquer cluster. Vocé também pode monitorar o status do Mediador

@ ONTAP de qualquer cluster no Gerenciador de sistema. Em versdes anteriores do ONTAP, o
Gerenciador de sistema exibe o status das relagdes de sincronizagao ativa do SnapMirror a
partir do cluster de origem.

Mediador de Nuvem ONTAP

O ONTAP Cloud Mediator esta disponivel a partir do ONTAP 9.17.1. O ONTAP Cloud Mediator fornece os
mesmos servicos que o ONTAP Mediator, exceto que ele € hospedado na nuvem usando o NetApp Console.

Failover planejado

Uma operacdo manual para alterar as fungdes das copias em uma relagao de sincronizacao ativa do
SnapMirror. Os locais primarios se tornam secundarios, € o secundario se torna o primario.

Failover nao planejado automatico (AUFO)

Uma operacgdo automatica para executar um failover para a copia espelhada. A operacao requer a assisténcia
do Mediador ONTAP para detetar que a copia primaria nao esta disponivel.

Viés primario e primario
A sincronizacao ativa do SnapMirror usa um principio primario que da preferéncia a cépia primaria para servir
e/S no caso de uma particdo de rede.

Primary-bias € uma implementagao de quérum especial que melhora a disponibilidade de um conjunto de
dados protegido por sincronizagao ativa do SnapMirror. Se a copia primaria estiver disponivel, o viés primario
entrara em vigor quando o Mediador ONTAP nao estiver acessivel a partir de ambos os clusters.

Primary-first e Primary bias s&o suportadas na sincronizagéo ativa do SnapMirror a partir do ONTAP 9.15,1.
As copias primarias séo designadas no System Manager e séo enviadas com a APl REST e CLI.

Fora de sincronizagao (OOS)

Quando a e/S do aplicativo nédo estiver replicando para o sistema de storage secundario, ela sera reportada
como fora de sincronia. Um status fora de sincronia significa que os volumes secundarios ndo sao
sincronizados com o primario (origem) e que a replicagao do SnapMirror ndo esta ocorrendo.

Se o estado do espelho for Snapmirrored , isso indica que um relacionamento SnapMirror foi estabelecido e
a transferéncia de dados foi concluida, o que significa que o volume de destino esta atualizado com o volume
de origem.



A sincronizacao ativa do SnapMirror suporta ressincronizacao automatica, permitindo que as cépias voltem a
um estado InSync.

A partir do ONTAP 9.15,1, a sincronizagéo ativa do SnapMirror suporta "reconfiguracao automatica em
configuragdes de fan-out".

Configuragao uniforme e nao uniforme

« O acesso uniforme ao host significa que os hosts de ambos os locais estdo conetados a todos os
caminhos para os clusters de armazenamento em ambos os locais. Os caminhos entre locais séo
estendidos por distancias.

* Acesso ndo uniforme ao host significa que os hosts em cada local sdo conetados apenas ao cluster no
mesmo local. Caminhos entre locais e caminhos esticados nao estdo conetados.

O acesso uniforme de host € compativel com qualquer implantagéo de sincronizagao ativa do
SnapMirror. O acesso de host ndo uniforme s6 € compativel com implantagdes ativas/ativas
simétricas.

RPO zero

RPO significa objetivo do ponto de restauragao, que é a quantidade de perda de dados considerada aceitavel
durante um determinado periodo de tempo. Zero RPO significa que nenhuma perda de dados ¢é aceitavel.

Rto zero

Rto representa o objetivo de tempo de recuperacgéo, que € o tempo que é considerado aceitavel para um
aplicativo retornar as operacdes normais sem interrupgoes, apés uma interrupcao, falha ou outro evento de
perda de dados. Zero rto significa que nenhuma quantidade de tempo de inatividade é aceitavel.

Suporte a configuragcao de sincronizacao ativa do SnapMirror pela versao ONTAP
O suporte para sincronizagao ativa do SnapMirror varia dependendo da sua versdo do ONTAP:

Versao de ONTAP Clusters suportados Protocolos compativeis Configuragdes
compativeis


https://docs.netapp.com/pt-br/ontap/snapmirror-active-sync/interoperability-reference.html#fan-out-configurations
https://docs.netapp.com/pt-br/ontap/snapmirror-active-sync/interoperability-reference.html#fan-out-configurations
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Os clusters primarios e secundarios devem ser do mesmo tipo: "ASA" , "ASA 2" , ou AFF.
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Arquitetura de sincronizagao ativa ONTAP SnapMirror

A arquitetura de sincronizacao ativa do SnapMirror permite cargas de trabalho ativas em
ambos os clusters, onde as cargas de trabalho primarias podem ser atendidas
simultaneamente em ambos os clusters. Os regulamentos para instituigdes financeiras
em alguns paises exigem que as empresas também sejam periodicamente atendidas por
seus data centers secundarios, chamadas implantac¢des "Tick-Tock", que a sincronizacéo
ativa do SnapMirror permite.

O relacionamento de protegéo de dados para proteger a continuidade dos negdcios € criado entre o sistema
de armazenamento de origem e o sistema de armazenamento de destino, adicionando LUNs ou namespaces
NVMe especificos do aplicativo de diferentes volumes dentro de uma maquina virtual de armazenamento
(SVM) ao grupo de consisténcia. Em operagdes normais, o aplicativo corporativo grava no grupo de
consisténcia primario, que replica essa E/S de forma sincrona para o grupo de consisténcia espelhado.

Production Mirror copy
application /

HA PAIR

SnapMirror
active sync

Site A

Embora existam duas copias separadas dos dados no relacionamento de protecdo de dados, como a
sincronizagao ativa do SnapMirror mantém a mesma identidade de namespace LUN ou NVMe, o host do
aplicativo o vé como um dispositivo virtual compartilhado com varios caminhos, enquanto apenas uma copia
de namespace LUN ou NVMe esta sendo gravada por vez. Quando uma falha deixa o sistema de



armazenamento primario offline, o ONTAP detecta essa falha e usa o Mediador para reconfirmagao; se nem o
ONTAP nem o Mediador conseguirem executar ping no site primario, o ONTAP executa a operagao de failover
automatica. Esse processo resulta no failover apenas de um aplicativo especifico, sem a necessidade de
intervencdo manual ou script, o que antes era necessario para fins de failover.

Outros pontos a considerar:

» Sao suportados volumes nao espelhados que existem fora da prote¢do para a continuidade dos negocios.

« Somente uma outra relagdo assincrona do SnapMirror € suportada para volumes protegidos para
continuidade dos negdcios.

» Topologias em cascata ndo sdo suportadas com protecéo para a continuidade dos negdcios.

O papel dos mediadores

O SnapMirror Active Sync usa um mediador para atuar como testemunha passiva das copias do SnapMirror
Active Sync. Em caso de particao de rede ou indisponibilidade de uma cépia, o SnapMirror Active Sync usa o
mediador para determinar qual copia continua a fornecer E/S, enquanto interrompe a E/S na outra copia. Além
do ONTAP Mediator local, a partir do ONTAP 9.17.1, vocé pode instalar o ONTAP Cloud Mediator para
fornecer a mesma funcionalidade em uma implantagéo na nuvem. Vocé pode usar o ONTAP Mediator ou o
ONTAP Cloud Mediator, mas néo pode usar os dois ao mesmo tempo.

O Mediador desempenha um papel crucial nas configuragées de sincronizagao ativa do SnapMirror como
testemunha passiva de quorum, garantindo a manutencéo do quorum e facilitando o acesso aos dados
durante falhas. Ele atua como um proxy de ping para controladores determinarem a atividade dos
controladores pares. Embora o Mediador ndo acione ativamente as opera¢des de comutacao, ele
desempenha uma funcéo vital, permitindo que o n6 sobrevivente verifique o status do seu parceiro durante
problemas de comunicag¢ao de rede. Em sua fungéo de testemunha de quorum, o Mediador ONTAP fornece
um caminho alternativo (servindo efetivamente como um proxy) para o cluster de pares.

Além disso, permite que os clusters obtenham essas informacdes como parte do processo de quorum. Ele
utiliza o LIF de gerenciamento de nos e o LIF de gerenciamento de cluster para fins de comunicagéo.
Estabelece conexdes redundantes por meio de multiplos caminhos para diferenciar entre falha de site e falha
do InterSwitch Link (ISL). Quando um cluster perde a conexdo com o software Mediator e todos os seus nos
devido a um evento, ele é considerado inacessivel. Isso aciona um alerta e habilita o failover automatizado
para o grupo de consisténcia de espelho no site secundario, garantindo E/S ininterruptas para o cliente. O
caminho de dados de replicacdo depende de um mecanismo de heartbeat e, se uma falha ou evento de rede
persistir além de um determinado periodo, pode resultar em falhas de heartbeat, fazendo com que o
relacionamento fique fora de sincronia. No entanto, a presenga de caminhos redundantes, como failover de
LIF para outra porta, pode sustentar o heartbeat e evitar tais interrupgées.

ONTAP Mediador

O Mediador ONTAP é instalado em um terceiro dominio de falha, distinto dos dois clusters ONTAP que
monitora. Ha trés componentes principais nessa configuracao:

» Cluster ONTAP primario que hospeda o grupo de consisténcia primaria de sincronizagao ativa do
SnapMirror

* Cluster secundario do ONTAP que hospeda o grupo de consisténcia de espelho
* ONTAP Mediador

O ONTAP Mediator é usado para os seguintes propositos:

» Estabelega um quérum



* Disponibilidade continua por failover automatico (AUFO)

» Failovers planejados (PFO)

@ O ONTAP Mediator 1.7 pode gerenciar dez pares de clusters para continuidade dos negaocios.

Quando o Mediador ONTAP néo estiver disponivel, vocé nao podera executar failovers
@ planejados ou automatizados. Os dados do aplicativo continuam a ser replicados de forma
sincronizada, sem nenhuma interrupcéo, sem perda de dados.

Mediador de Nuvem ONTAP

A partir do ONTAP 9.17.1, o ONTAP Cloud Mediator esta disponivel como um servigo baseado em nuvem no
NetApp Console para uso com a sincronizagao ativa do SnapMirror . Semelhante ao ONTAP Mediator, o
ONTAP Cloud Mediator oferece as seguintes funcionalidades em um relacionamento de sincronizagéo ativa
do SnapMirror :

* Fornece um armazenamento persistente e protegido para metadados de sincronizagéo ativa do HA ou
SnapMirror .

« Serve como um proxy ping para vivacidade do controlador.

* Fornece funcionalidade de consulta de integridade do né sincrono para auxiliar na determinagéo do
quoérum.

O ONTAP Cloud Mediator ajuda a simplificar a implantacéo de sincronizagao ativa do SnapMirror usando o
servigo de nuvem NetApp Console como um terceiro site que vocé nao precisa gerenciar. O servigo ONTAP
Cloud Mediator oferece a mesma funcionalidade do ONTAP Mediator local; no entanto, o ONTAP Cloud
Mediator reduz a complexidade operacional da manutencéo de um terceiro site. Em contrapartida, o ONTAP
Mediator esta disponivel como um pacote e deve ser instalado em um host Linux executado em um terceiro
site com infraestrutura de energia e rede independente para suas operagoes.

Fluxo de trabalho da operagcao de sincronizagao ativa do SnapMirror

A figura a seguir ilustra o design da sincronizagéo ativa do SnapMirror em alto nivel.
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O diagrama mostra uma aplicagdo empresarial hospedada em uma VM de storage (SVM) no data center
primario. O SVM contém cinco volumes, trés dos quais fazem parte de um grupo de consisténcia. Os trés
volumes no grupo de consisténcia sdo espelhados para um data center secundario. Em circunstancias
normais, todas as operagoes de gravacéo sdo executadas no data center principal; na verdade, esse data
center serve como fonte para operagdes de €/S, enquanto o data center secundario serve como destino.

No caso de um cenario de desastre no data center principal, o ONTAP direciona o data center secundario para
atuar como primario, atendendo a todas as operagdes de E/S. Somente os volumes espelhados no grupo de
consisténcia sao atendidos. Todas as operacoes referentes aos outros dois volumes no SVM sdo afetadas
pelo evento de desastre.

Ativo-ativo simétrico
O SnapMirror active Sync oferece solugdes assimétricas e simétricas.

Em configuragbes assimétricas, a copia de armazenamento primaria expde um caminho ativo-otimizado e
atende ativamente a E/S do cliente. O site secundario usa um caminho remoto para E/S. Os caminhos de
armazenamento para o site secundario sdo considerados ativos-nao otimizados. O acesso ao LUN de
gravacao é feito por proxy a partir do site secundario. O protocolo NVMe néo é suportado em configuragdes
assimeétricas.

Em configuragbes simétricas ativas/ativas, os caminhos otimizados para ativos sdo expostos em ambos os
sites, sdo especificos do host e configuraveis, o que significa que os hosts em ambos os lados podem acessar
0 armazenamento local para E/S ativas. A partir do ONTAP 9.16.1, as configuragdes simétricas ativas/ativas
sdo compativeis com o protocolo NVMe em clusters de até quatro nés. A partir do ONTAP 9.17.1, as
configuragbes simétricas ativas/ativas sdo compativeis com o protocolo NVMe em clusters de dois nos.
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Ativo-ativo simétrico é destinado a aplicativos em cluster, incluindo VMware Metro Storage Cluster, Oracle
RAC e Cluster de failover do Windows com SQL.

Casos de uso para sincronizacao ativa do ONTAP
SnapMirror

As demandas de um ambiente de negdcios globalmente conectado exigem recuperagao
rapida de dados de aplicativos essenciais aos negocios, sem perda de dados em caso
de interrupcdo, como ataque cibernético, queda de energia ou desastre natural. Essas
demandas sao maiores em areas como finangas e naquelas que aderem a mandatos
regulatorios como o Regulamento Geral de Prote¢cdo de Dados (GDPR).

A sincronizacgéo ativa do SnapMirror fornece os seguintes casos de uso:

Implantagdo de aplicativos para objetivo de tempo de recuperagao zero (rto)

Em uma implantacéo de sincronizacao ativa do SnapMirror , vocé tem um cluster primario e um secundario.
Um LUN no cluster primario 1.1P ) tem um espelho 1L.1S ) no secundario; ambos os LUNs compartilham o
mesmo ID serial e sdo reportados como LUNSs de leitura e gravagéo para o host. Em configuracdes
assimétricas, as operagdes de leitura e gravagao, no entanto, sao atendidas apenas pelo LUN primario, L.1P .
Qualquer gravagéao no espelho 1.1S sao atendidos por procuragao.

Implantagdo de aplicag6es para rto zero ou failover transparente de aplicagées (TAF)
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O TAF baseia-se no failover de caminho baseado em software MPIO do host para obter acesso sem
interrupgdes ao armazenamento. Ambas as copias de LUN — por exemplo, a primaria (L1P) e a copia
espelhada (L1S) — tém a mesma identidade (nUmero de série) e s&o reportadas como leitura/gravagao para o
host. Em configuragbes assimétricas, no entanto, as leituras e gravagdes sao atendidas apenas pelo volume
primario. As E/S emitidas para a copia espelhada sdo encaminhadas por proxy para a copia primaria. O
caminho preferencial do host para L1 € VS1:N1, com base no estado de acesso Asymmetric Logical Unit
Access (ALUA) Ativo Otimizado (A/O). O Mediador ONTAP € necessario como parte da implantagao,
principalmente para executar o failover (planejado ou ndo) em caso de interrupgdo do armazenamento no
primario.

Enterprise Applications

M NetiApp

B Active-optimized path
...... Active-optimized path

NetApp ONTAP
Mediator

O TAF opera em dois modos: Failover Automatizado e Duplex de Failover Automatizado. Com o Failover
Automatizado, as leituras e gravagdes sao atendidas apenas pelo volume primario; portanto, as E/S emitidas
para a copia espelhada (que ndo consegue atender gravagdes por conta propria) sdo encaminhadas por proxy
para a copia primaria. Com o Duplex de Failover Automatizado, tanto a copia primaria quanto a secundaria
podem atender E/S, dispensando a necessidade de proxy.
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Enterprise Applications

L T

S Active-optimized path

E—— Active-optimized path

NetApp ONTAP
Mediator

Se vocé estiver usando NVMe para acesso ao host com o ONTAP 9.17.1, somente a politica
AutomatedFailoverDuplex sera suportada.

O SnapMirror ative Sync usa o ALUA, um mecanismo que permite que um software de multipathing host de
aplicativos com caminhos anunciados com prioridades e disponibilidade de acesso para a comunicacao do
host de aplicativos com o storage array. O ALUA marca caminhos otimizados ativos para os controladores que
possuem o LUN e outros como caminhos nao otimizados ativos, usados somente se o caminho primario
falhar.

A sincronizagao ativa do SnapMirror com o protocolo NVMe usa o Asymmetric Namespace Access (ANA), que
permite que hosts de aplicativos descubram caminhos otimizados e ndo otimizados para namespaces NVMe
que estado sendo protegidos. O destino NVMe do ONTAP publica os estados de caminho apropriados para
permitir que hosts de aplicativos usem o caminho ideal para um namespace NVMe protegido.

Aplicagoes em cluster

Aplicativos em cluster, incluindo VMware Metro Storage Cluster, Oracle RAC e Windows Failover Clustering
com SQL, exigem acesso simultaneo para que as VMs possam ser transferidas para outro site sem nenhuma
sobrecarga de desempenho. O SnapMirror ativo/ativo simétrico de sincronizagao ativa atende E/S localmente
com replicagao bidirecional para atender aos requisitos de aplicativos em cluster. A partir do ONTAP 9.16.1, o
ativo/ativo simétrico € suportado em uma configuragdo em clusters de quatro nés, expandindo o limite de
cluster de dois n6s no ONTAP 9.15.1.

Cenario de desastre

Replique sincronamente varios volumes para uma aplicagao entre locais em locais geograficamente
dispersos. Vocé pode fazer o failover automaticamente para a copia secundaria em caso de interrupgao do
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primario, permitindo a continuidade dos negdcios das aplicagdes de camada um. Quando o site que hospeda
o cluster primario sofre um desastre, o software de multipathing do host marca todos os caminhos pelo cluster
como inativos e usa caminhos do cluster secundario. O resultado € um failover sem interrup¢des habilitado
pelo ONTAP Mediator para a copia espelhada.

Suporte estendido ao aplicativo

A sincronizagao ativa do SnapMirror oferece flexibilidade com granularidade facil de usar no nivel do aplicativo
e failover automatico. O SnapMirror Active Sync usa a replicagéo sincrona comprovada do SnapMirror em
uma rede IP para replicar dados em alta velocidade por LAN ou WAN, para atingir alta disponibilidade de
dados e replicacao rapida de dados para seus aplicativos essenciais aos negocios, como Oracle, Microsoft
SQL Server e assim por diante, em ambientes virtuais e fisicos.

A sincronizagao ativa do SnapMirror permite que servigos empresariais de missao critica continuem operando
mesmo durante uma falha completa do site, com TAF para a cépia secundaria. Nenhuma intervencédo manual
ou script adicional é necessaria para acionar esse failover.

Estratégia de implantacao e praticas recomendadas para
sincronizacao ativa do ONTAP SnapMirror

E importante que sua estratégia de protecdo de dados identifique claramente as cargas
de trabalho que precisam ser protegidas para a continuidade dos negaocios. A etapa mais
critica na sua estratégia de protegao de dados é ter clareza no layout de dados do seu
aplicativo corporativo para que vocé possa decidir como distribuir os volumes e proteger
a continuidade dos negdcios. Como o failover ocorre no nivel do grupo de consisténcia
por aplicativo, certifique-se de adicionar os volumes de dados necessarios ao grupo de
consisténcia.

Configuragao SVM

O diagrama captura uma configuragao recomendada de VM de storage (SVM) para sincronizagao ativa do
SnapMirror.
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SVM

Datafile(s) Log file(s)

FlexVol 1 FlexVol 2

Datafiles Log files

LUN1 FlexVol 3 LUNZ

VMs Binaries

FlexVol 4 FlexVol 5
Virtualization

* Para volumes de dados:

o Cargas de trabalho de leitura aleatoria sao isoladas de gravagdes sequenciais; portanto, dependendo
do tamanho do banco de dados, os dados e arquivos de log sdo normalmente colocados em volumes
separados.

= Para grandes bancos de dados criticos, o Unico arquivo de dados esta no FlexVol 1 e seu arquivo
de log correspondente esta no FlexVol 2.

= Para uma melhor consolidag&o, bancos de dados néo criticos de tamanho pequeno a médio sédo
agrupados de modo que todos os arquivos de dados estejam no FlexVol 1 e seus arquivos de log
correspondentes estejam no FlexVol 2. No entanto, vocé perdera a granularidade no nivel do
aplicativo por meio desse agrupamento.

o Qutra variante é ter todos os arquivos dentro do mesmo FlexVol 3, com arquivos de dados em LUN1 e
seus arquivos de log em LUN 2.

» Se 0 seu ambiente for virtualizado, vocé tera todas as VMs para varios aplicativos empresariais
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compartilhados em um datastore. Normalmente, as VMs e os binarios da aplicacdo sao replicados
assincronamente usando o SnapMirror.
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