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Monitoramento de integridade

Saiba mais sobre o monitoramento de integridade do
sistema ONTAP

Os monitores de integridade monitoram proativamente certas condi¢cdes criticas no
cluster e emitem alertas se detetarem uma falha ou risco. Se existirem alertas ativos, o
estado de funcionamento do sistema comunica um estado degradado para o cluster. Os
alertas incluem as informacdes de que vocé precisa para responder a integridade
degradada do sistema.

Se o estado estiver degradado, pode visualizar detalhes sobre o problema, incluindo a causa provavel e as
acoes de recuperagao recomendadas. Depois de resolver o problema, o estado de funcionamento do sistema
regressa automaticamente a OK.

O status de integridade do sistema reflete varios monitores de integridade separados. Um status degradado
em um monitor de integridade individual causa um status degradado para a integridade geral do sistema.

Para obter detalhes sobre como o ONTAP suporta switches de cluster para monitoramento de integridade do
sistema em seu cluster, consulte Hardware Universe.

"Switches suportados no Hardware Universe"
Para obter detalhes sobre as causas das mensagens do AutoSupport do Monitor de integridade do comutador
de cluster (CSHM) e as ag¢des necessarias para resolver esses alertas, consulte o artigo da base de

conhecimento.

"Mensagem do AutoSupport: Processo do monitor de saiude CSHM"

Saiba mais sobre os componentes de monitoramento de
integridade do ONTAP

Os monitores de saude individuais tém um conjunto de politicas que acionam alertas
quando ocorrem determinadas condi¢cdes. Entender como funciona o monitoramento de
saude pode ajuda-lo a responder a problemas e controlar futuros alertas.

O monitoramento de integridade consiste nos seguintes componentes:

* Monitores de saude individuais para subsistemas especificos, cada um dos quais tem seu proprio estado
de saude

Por exemplo, o subsistema Storage tem um monitor de integridade da conetividade de né.

* Um monitor geral de integridade do sistema que consolida o estado de saude dos monitores de saude
individuais

Um status degradado em qualquer subsistema resulta em um status degradado para todo o sistema. Se
nenhum subsistema tiver alertas, o status geral do sistema é OK.

Cada monitor de saude é composto pelos seguintes elementos-chave:


https://hwu.netapp.com/SWITCH/INDEX
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/ONTAP_OS/AutoSupport_Message%3A_Health_Monitor_Process_CSHM

 Alerta de que o monitor de integridade pode potencialmente aumentar
Cada alerta tem uma definigéo, que inclui detalhes como a gravidade do alerta e sua causa provavel.
* Politicas de saude que identificam quando cada alerta é acionado

Cada politica de saude tem uma expressao de regra, que € a condigdo ou mudanga exata que aciona o
alerta.

Um monitor de integridade monitora e valida continuamente os recursos em seu subsistema para mudancgas
de condigao ou estado. Quando uma condigdo ou mudanga de estado corresponde a uma expressao de regra
em uma politica de saude, o monitor de integridade gera um alerta. Um alerta faz com que o estado de
funcionamento do subsistema e o estado geral do estado do sistema se degradem.

Saiba mais sobre a resposta de alertas de integridade do
sistema ONTAP

Quando um alerta de integridade do sistema ocorre, vocé pode reconhecé-lo, saber mais
sobre ele, reparar a condi¢gdo subjacente e impedir que ele ocorra novamente.

Quando um monitor de saude gera um alerta, vocé pode responder de qualquer uma das seguintes maneiras:
* Obtenha informagdes sobre o alerta, que inclui o recurso afetado, a gravidade do alerta, a causa provavel,

o possivel efeito e as agdes corretivas.

* Obtenha informacgdes detalhadas sobre o alerta, como a hora em que o alerta foi gerado e se alguém ja
reconheceu o alerta.

* Obtenha informagdes relacionadas a integridade sobre o estado do recurso ou subsistema afetado, como
um compartimento ou disco especifico.

* Reconheca o alerta para indicar que alguém esta trabalhando no problema e identifique-se como o

reconhecimento™.

» Resolva o problema tomando as agdes corretivas fornecidas no alerta, como a fixagdo de cabeamento
para resolver um problema de conetividade.

» Exclua o alerta, se o sistema ndo o apagou automaticamente.
» Suprimir um alerta para impedir que ele afete o status de integridade de um subsistema.

Suprimir é util quando vocé entende um problema. Depois de suprimir um alerta, ele ainda pode ocorrer,
mas a integridade do subsistema € exibida como "ok-with-suppressed.™ quando o alerta suprimido ocorre.

Saiba mais sobre a personalizacao do alerta de integridade
do sistema ONTAP

Vocé pode controlar quais alertas um monitor de integridade gera ativando e desativando
as politicas de integridade do sistema que definem quando os alertas sdo acionados.
Isso permite que vocé personalize o sistema de monitoramento de integridade para seu
ambiente especifico.

Vocé pode aprender o nome de uma politica exibindo informagdes detalhadas sobre um alerta gerado ou



exibindo defini¢des de politica para um monitor de integridade especifico, n6 ou ID de alerta.

Desativar politicas de saude é diferente de suprimir alertas. Quando vocé suprime um alerta, ele ndo afeta o
status de integridade do subsistema, mas o alerta ainda pode ocorrer.

Se vocé desabilitar uma politica, a condigao ou estado definido em sua expressao de regra de politica nao
acionara mais um alerta.

Exemplo de um alerta que vocé deseja desativar

Por exemplo, suponha que ocorra um alerta que ndo seja Util para vocé. Vocé usa o system health alert
show —-instance comando para obter o ID da politica para o alerta. Vocé usa o ID da politica no system
health policy definition show comando para exibir informacdes sobre a politica. Depois de analisar
a expressao da regra e outras informagdes sobre a politica, vocé decide desativar a politica. Vocé usa o
system health policy definition modify comando para desativar a politica.

Informacgdes relacionadas

« "mostrar alerta de saude do sistema"

Saiba mais sobre os gatilhos de alerta de saude do ONTAP
AutoSupport

Os alertas de integridade do sistema acionam mensagens e eventos AutoSupport no
sistema de Gestdo de Eventos (EMS), permitindo-lhe monitorizar a integridade do
sistema utilizando mensagens AutoSupport e o EMS, além de utilizar diretamente o
sistema de monitorizagao de integridade.

O sistema envia uma mensagem AutoSupport dentro de cinco minutos apés um alerta. A mensagem
AutoSupport inclui todos os alertas gerados desde a mensagem AutoSupport anterior, exceto para alertas que
duplicam um alerta para o0 mesmo recurso e causa provavel na semana anterior.

Alguns alertas ndo acionam mensagens AutoSupport. Um alerta ndo aciona uma mensagem AutoSupport se
a sua politica de integridade desativar o envio de mensagens AutoSupport. Por exemplo, uma politica de
integridade pode desativar as mensagens do AutoSupport por padréo porque o AutoSupport ja gera uma
mensagem quando o problema ocorre. Vocé pode configurar politicas para nao acionar mensagens
AutoSupport usando 0 system health policy definition modify comando.

Vocé pode ver uma lista de todas as mensagens AutoSupport acionadas por alerta enviadas na semana
anterior usando 0 system health autosupport trigger history show comando.

Os alertas também acionam a geragao de eventos para o EMS. Um evento é gerado cada vez que um alerta é
criado e cada vez que um alerta é apagado.

Saiba mais sobre os monitores de integridade do cluster
ONTAP disponiveis

Existem varios monitores de integridade que monitorizam diferentes partes de um
cluster. Os monitores de integridade ajudam vocé a se recuperar de erros nos sistemas
ONTAP detetando eventos, enviando alertas para vocé e excluindo eventos conforme
eles forem claros.


https://docs.netapp.com/us-en/ontap-cli/system-health-alert-show.html

Nome do monitor de integridade Nome do subsistema

(identificador)

Switch Ethernet

MetroCluster Fabric

MetroCluster Saude

Conetividade do n6 (n6-conexao)

(identificador)

Interrutor (estado do interrutor)

Interrutor

Interconexao, RAID e
armazenamento

Operacgoes ininterruptas de CIFS
(CIFS-NDO)

Finalidade

O Monitor de integridade do
comutador Ethernet ONTAP
(CSHM) monitora o status dos
switches de rede de cluster e
armazenamento enquanto coleta
logs para analise. Por padrao, o
CSHM polls cada switch via
SNMPv2c a cada 5 minutos para
atualizar tabelas de recursos com
informacdes sobre capacidade de
suporte, status de monitoramento,
sensores de temperatura,
utilizagdo de CPU, configuragdes
de interface e conexoes,
redundéancia de switch de cluster e
operagoes de ventilador e fonte de
alimentacao. Além disso, se
configurado, o CSHM coleta logs
via SSH/SCP a cada hora, que sao
enviados através do AutoSupport
para analise posterior. Mediante
solicitagdo, o CSHM também pode
executar uma colegao de log de
suporte técnico mais detalhada
usando SSH/SCP.

"Monitoramento de integridade do
switch"Consulte para obter mais
detalhes.

Monitora a topologia da malha de
back-end de configuragéo do
MetroCluster e deteta
configuragdes incorretas, como
cabeamento e zoneamento
incorretos e falhas de ISL.

Monitora os adaptadores FC-VI, os
adaptadores iniciador FC, os
discos e agregados esquerdos e as
portas entre clusters

Monitora conexdes SMB para
operagdes ininterruptas com
aplicagbes Hyper-V.


https://docs.netapp.com/us-en/ontap-systems-switches/switch-cshm/config-overview.html
https://docs.netapp.com/us-en/ontap-systems-switches/switch-cshm/config-overview.html

Nome do monitor de integridade Nome do subsistema Finalidade
(identificador) (identificador)

Storage (conexao SAS) Monitora compartimentos, discos e Sistema
adaptadores no nivel do no para
ver 0s caminhos e as conexodes

apropriados.
nao aplicavel Agrega informagodes de outros Conetividade do sistema (conexao
monitores de saude. do sistema)

Receber alertas de integridade do sistema ONTAP
automaticamente

Vocé pode visualizar manualmente os alertas de integridade do sistema usando o
system health alert show comando. No entanto, vocé deve assinar mensagens
especificas do sistema de Gerenciamento de Eventos (EMS) para receber notificagbes
automaticamente quando um monitor de integridade gera um alerta.

Sobre esta tarefa

O procedimento a seguir mostra como configurar notificagoes para todas as mensagens hm.alert.raised e
todas as mensagens hm.alert.cleared.

Todas as mensagens hm.alert.raised e todas as mensagens hm.alert.cleared incluem um trap SNMP. Os
nomes dos traps SNMP sdo HealthMonitorAlertRaised € HealthMonitorAlertCleared.

Saiba mais sobre system health alert show 0 "Referéncia do comando ONTAP"na .

Passos

1. Utilize 0 event destination create comando para definir o destino para o qual pretende enviar as
mensagens EMS.

clusterl::> event destination create -name health alerts -mail

admin@example.com

Saiba mais sobre event destination create o "Referéncia do comando ONTAP"na .

2. Utilize 0 event route add-destinations comando para encaminhara hm.alert.raised
mensagem e a hm.alert.cleared mensagem para um destino.

clusterl::> event route add-destinations -messagename hm.alert*

—-destinations health alerts

Saiba mais sobre event route add-destinations o "Referéncia do comando ONTAP"na .

Informacgoes relacionadas


https://docs.netapp.com/us-en/ontap-cli/system-health-alert-show.html
https://docs.netapp.com/us-en/ontap-cli/search.html?q=event+destination+create
https://docs.netapp.com/us-en/ontap-cli/search.html?q=event+route+add-destinations

* "Visualize a rede ONTAP usando o Gerenciador do sistema"

* "Como configurar o monitoramento SNMP no DATA ONTAP"

Responda a integridade do sistema ONTAP degradado

Quando o estado de funcionamento do sistema estiver degradado, pode apresentar
alertas, ler sobre a causa provavel e as acdes correctivas, apresentar informagdes sobre
o subsistema degradado e resolver o problema. Alertas suprimidos também sao
mostrados para que vocé possa modifica-los e ver se eles foram reconhecidos.

Sobre esta tarefa

Vocé pode descobrir que um alerta foi gerado visualizando uma mensagem AutoSupport ou um evento EMS,
ou usando 0s system health comandos.

Passos

1. Use 0 system health alert show comando para visualizar os alertas que estdo comprometendo a
integridade do sistema.

2. Leia a causa provavel, o possivel efeito e as agbes corretivas do alerta para determinar se vocé pode
resolver o problema ou precisa de mais informacoes.

3. Se vocé precisar de mais informacdes, use 0 system health alert show -instance comando para
exibir informagdes adicionais disponiveis para o alerta.

4. Use 0 system health alert modify comando com o -acknowledge parametro para indicar que
vocé esta trabalhando em um alerta especifico.

5. Tome medidas corretivas para resolver o problema conforme descrito pelo Corrective Actions campo
no alerta.

As acdes corretivas podem incluir a reinicializagao do sistema.

Quando o problema é resolvido, o alerta é automaticamente apagado. Se o subsistema nao tiver outros
alertas, a integridade do subsistema sera alterada para OK. Se a integridade de todos os subsistemas
estiver OK, o estado geral do sistema muda para OK.

6. Utilize 0 system health status show comando para confirmar se o estado de funcionamento do
sistema € OK.

Se o estado de funcionamento do sistema nao for OK , repita este procedimento.

Informacgodes relacionadas

» "alerta de saude do sistema modificado"

Saiba mais sobre como responder a integridade do sistema
ONTAP degradado

Ao analisar um exemplo especifico de integridade do sistema degradado causado por
um compartimento que nao tem dois caminhos para um no, vocé pode ver o que a CLI
exibe quando vocé responde a um alerta.


https://docs.netapp.com/pt-br/ontap/networking/networking_reference.html
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_configure_SNMP_monitoring_on_DATA_ONTAP
https://docs.netapp.com/us-en/ontap-cli/system-health-alert-modify.html

Depois de iniciar o ONTAP, vocé verifica a integridade do sistema e descobre que o status esta degradado:

clusterl::>system health status show
Status

degraded

Vocé mostra alertas para descobrir onde esta o problema e vé que o compartimento 2 ndo tem dois caminhos
para o node1:

clusterl::>system health alert show
Node: nodel
Resource: Shelf ID 2
Severity: Major
Indication Time: Mon Nov 10 16:48:12 2013
Probable Cause: Disk shelf 2 does not have two paths to controller
nodel.

Possible Effect: Access to disk shelf 2 via controller nodel will be
lost with a single hardware component failure (e.g.
cable, HBA, or IOM failure).

Corrective Actions: 1. Halt controller nodel and all controllers attached
to disk shelf 2.
2. Connect disk shelf 2 to controller nodel via two
paths following the rules in the Universal SAS and ACP Cabling Guide.
3. Reboot the halted controllers.
4. Contact support personnel if the alert persists.

Vocé exibe detalhes sobre o alerta para obter mais informacgdes, incluindo o ID de alerta:



clusterl::>system health alert show -monitor node-connect -alert-id
DualPathToDiskShelf Alert -instance

Node:
Monitor:
Alert 1ID:
Alerting Resource:
Subsystem:
Indication Time:
Perceived Severity:
Probable Cause:
Description:

nodel.
Corrective Actions:
attached to disk shelf

nodel

node-connect

DualPathToDiskShelf Alert

50:05:0c:c1:02:00:0£:02

SAS-connect

Mon Mar 21 10:26:38 2011

Major

Connection establishment error

Disk shelf 2 does not have two paths to controller

i
2
2 o

Halt controller nodel and all controllers

Connect disk shelf 2 to controller nodel via

two paths following the rules in the Universal SAS and ACP Cabling Guide.

persists.
Possible Effect:
be lost with a single

hardware component failure

Acknowledge:

Suppress:

Policy:

Acknowledger:
Suppressor:

Additional Information:

Alerting Resource Name:

3o
4.

Reboot the halted controllers.
Contact support personnel if the alert

Access to disk shelf 2 via controller nodel will

cable, HBA, or IOM failure).

(e.qg.
false
false

DualPathToDiskShelf Policy

Shelf uuid: 50:05:0c:c1:02:00:0£:02
Shelf id: 2
Shelf Name:
Number of Paths: 1

Number of Disks: 6

Adapter connected to IOMA:
Adapter connected to IOMB:

Shelf ID 2

4d.shelf?2

4d

Vocé reconhece o alerta para indicar que esta trabalhando nele.

clusterl::>system health alert modify -node nodel -alert-id
DualPathToDiskShelf Alert -acknowledge true

Vocé conserta o cabeamento entre as prateleiras 2 e node1 e reinicializa o sistema. Em seguida, vocé verifica
novamente a integridade do sistema e vé se o status € OK:



clusterl::>system health status
Status

Informacgodes relacionadas

» "alerta de saude do sistema modificado"

show

Comandos para monitorar a integridade do seu sistema

ONTAP

Vocé pode usar os system health comandos para exibir informagdes sobre a
integridade dos recursos do sistema, responder a alertas e configurar alertas futuros. O
uso dos comandos CLI permite exibir informagdes detalhadas sobre como o
monitoramento de integridade € configurado. Saiba mais sobre system health o

"Referéncia do comando ONTAP"na .

Apresentar o estado da integridade do sistema

Se voceé quiser...

Apresentar o estado de funcionamento do sistema,
que reflete o estado geral dos monitores de saude
individuais

Apresentar o estado de funcionamento dos
subsistemas para os quais a monitorizagao de
integridade esta disponivel

Exibir o status da conetividade do n6

Se voceé quiser...

Exiba detalhes sobre a conectividade do né para o
compartimento de storage, incluindo informagdes de
porta, velocidade da porta HBA, taxa de transferéncia
de e/S e taxa de operagdes de e/S por segundo

Exiba informacdes sobre unidades e LUNs de
storage, incluindo o espago utilizavel, os numeros de
compartimento e compartimento e o nome do n6
proprietario

Use este comando...

system health status show

system health subsystem show

Use este comando...

storage shelf show -connectivity

Use 0 -instance parametro para exibir informagoes
detalhadas sobre cada prateleira.

storage disk show

Use 0 —instance parametro para exibir informacoes
detalhadas sobre cada unidade.


https://docs.netapp.com/us-en/ontap-cli/system-health-alert-modify.html
https://docs.netapp.com/us-en/ontap-cli/search.html?q=system+health

Se voceé quiser...

Exiba informacdes detalhadas sobre as portas do

Use este comando...

compartimento de armazenamento, incluindo o tipo, a

velocidade e o status da porta

storage port show

Use 0 -instance parametro para exibir informagoes
detalhadas sobre cada adaptador.

Monitore os switches de cluster e rede de armazenamento

Se vocé quiser...

Apresentar os interrutores que o
grupo de instrumentos monitoriza

Exibir os switches que o cluster
monitora atualmente, incluindo os
switches que vocé excluiu
(mostrado na coluna motivo na
saida do comando)

Este comando esta disponivel no
nivel de privilégio avangado

Configurar o monitoramento de um
switch ndo descoberto

Modificar informacdes sobre um
switch que o cluster monitora (por
exemplo, nome do dispositivo,
endereco IP, versdo SNMP e
cadeia de carateres da
comunidade)

Desativar um interrutor da
monitorizacao

Excluir um switch da monitoracao

Remover permanentemente as
informagdes de configuragao do
switch que sdo armazenadas no
banco de dados (isso rehabilita a
descoberta automatica do switch)

Execute a coleta de logs com um
switch

10

Use este comando... (ONTAP 9.8
e posterior)

system switch ethernet
show

system switch ethernet
show-all

system switch ethernet

create

system switch ethernet

modify

system switch ethernet

modify -disable-monitoring

system switch ethernet

delete

system switch ethernet

delete -force

system switch ethernet log

Use este comando... (ONTAP 9 .7
e anteriores)

system cluster-switch show

system cluster-switch
show-all

system cluster-switch

create

system cluster-switch

modify

system cluster-switch

modify -disable-monitoring

system cluster-switch

delete

system cluster-switch

delete -force

system cluster-switch log



@ "Monitoramento de integridade do switch"Consulte e "Configurar a colegdo de registos" para

obter mais detalhes.

Responder a alertas gerados

Se voceé quiser... Use este comando...

Exiba informacgdes sobre alertas gerados, como o system health
recurso e o né em que o alerta foi acionado, e a
gravidade e a causa provavel do alerta

Exibir informagdes sobre cada alerta gerado system health
Indique que alguém esté trabalhando em um alerta system health
Confirme um alerta system health

Suprimir um alerta subsequente para que ndo afete 0 system health
estado de funcionamento de um subsistema

Exclua um alerta que néao foi apagado system health
automaticamente

Exiba informagbes sobre as mensagens do system health
AutoSupport que alertas dispararam na ultima history show
semana, por exemplo, para determinar se um alerta

acionou uma mensagem do AutoSupport

Configurar alertas futuros

alert show

alert show -instance

alert modify

alert modify -acknowledge

alert modify -suppress

alert delete

autosupport trigger

Se vocé quiser... Use este comando...

Ative ou desative a politica que controla se um estado system health
de recurso especifico gera um alerta especifico

policy definition modify

Exiba informagdes sobre como o monitoramento de integridade é configurado

Se vocé quiser... Use este comando...

Exibir informagbes sobre monitores de integridade, system health
como seus nds, nomes, subsistemas e status

config show

Use 0 -instance parametro para
exibir informacgdes detalhadas sobre
cada monitor de integridade.

11


https://docs.netapp.com/us-en/ontap-systems-switches/switch-cshm/config-overview.html
https://docs.netapp.com/us-en/ontap-systems-switches/switch-cshm/config-log-collection.html

Se voceé quiser...

Exiba informagbes sobre os alertas que um monitor
de integridade pode gerar

Exiba informagbes sobre as politicas do monitor de
integridade, que determinam quando os alertas sao
gerados

Informacgdes relacionadas

* "exposic¢ao de porta de armazenamento”
» "exposicao de prateleiras de armazenamento”

+ "exclusao de alerta de integridade do sistema"

Use este comando...

system health alert definition show

Use 0 -instance parametro para
exibir informacodes detalhadas sobre
cada definicao de alerta.

system health policy definition show

Use 0 —-instance parametro para
exibir informacgdes detalhadas sobre
cada politica. Use outros parametros
@ para filtrar a lista de alertas - por
exemplo, por status da politica
(habilitado ou n&o), monitor de
integridade, alerta e assim por diante.

Veja as informagoes ambientais do ONTAP

Os sensores ajudam a monitorar os componentes ambientais do seu sistema. As

informacdes que vocé pode visualizar sobre 0s sensores ambientais incluem seus avisos

de tipo, nome, estado, valor e limite.

Passo

1. Para exibir informagbes sobre sensores ambientais, use 0 system node environment sensors

show comando.

12
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POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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