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Peering de cluster e SVM
Saiba mais sobre o cluster ONTAP e o peering SVM

Vocé pode criar relacionamentos entre clusters de origem e destino e entre maquinas
virtuais de armazenamento de origem e destino (SVMs). Vocé precisa criar
relacionamentos entre pares entre essas entidades antes de poder replicar snapshots
usando o SnapMirror.

O ONTAP 9.3 oferece aprimoramentos que simplificam a maneira como vocé configura relacionamentos entre
clusters e SVMs. Os procedimentos de peering de cluster e SVMs estéo disponiveis para todas as versbes do
ONTAP 9. Vocé deve usar o procedimento apropriado para sua versdo do ONTAP.

Vocé executa os procedimentos usando a interface de linha de comando (CLI), ndo o System Manager ou
uma ferramenta de script automatizado.

Preparar-se para peering de cluster e SVM

Nocoes basicas sobre peering ONTAP

Vocé deve criar relacionamentos peer entre clusters de origem e destino e entre SVMs
de origem e destino antes de poder replicar snapshots usando o SnapMirror. Um
relacionamento de pares define conexdes de rede que permitem que clusters e SVMs
troguem dados com segurancga.

Clusters e SVMs em relagdes entre pares se comunicam pela rede entre clusters usando interfaces légicas
(LIFs). um LIF entre clusters € um LIF que suporta o servigo de interface de rede "entre clusters-core" e é
normalmente criado usando a politica de servico de interface de rede "default-clusters". E necessario criar
LIFs entre clusters em cada n6 nos clusters que estdo sendo perados.

Os LIFs usam rotas que pertencem ao SVM do sistema ao qual séo atribuidos. O ONTAP cria
automaticamente um sistema SVM para comunicagdes em nivel de cluster em um espacgo de IPspace.

Topologias de fan-out e cascata sao suportadas. Em uma topologia em cascata, vocé so precisa criar redes
entre clusters primarios e secundarios e entre clusters secundarios e secundarios. Nao & necessario criar uma
rede entre clusters primario e terciario.

E possivel (mas ndo aconselhavel) que um administrador remova o servigo entre clusters da
politica de servigos padréo entre clusters. Se isso ocorrer, LIFs criadas usando "default-
clusters" ndo serao, na verdade, LIFs entre clusters. Para confirmar que a politica de servigo
padréo contém o servico entre clusters-core, use o seguinte comando:

®

network interface service-policy show -policy default-intercluster

Saiba mais sobre network interface service-policy show o0 "Referéncia do comando
ONTAP"na .


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html

Pré-requisitos de peering ONTAP

Antes de configurar o peering de cluster, vocé deve confirmar se os requisitos de
conetividade, porta, endereco IP, sub-rede, firewall e nomenclatura de cluster sao
atendidos.

A partir do ONTAP 9.6, o peering de cluster fornece suporte de criptografia TLS 1,2 AES-256
GCM para replicagao de dados por padrao. As cifras de seguranga padréo ("PSK-AES256-
GCM-SHA384") sdo necessarias para que o peering de cluster funcione mesmo que a
criptografia esteja desativada.

@ Comecgando com ONTAP 9.11,1, as cifras de seguranga DHE-PSK estao disponiveis por
padrao.

A partir do ONTAP 9.15,1, o peering de cluster fornece suporte de criptografia TLS 1,3 para
replicacdo de dados por padrao.

Requisitos de conetividade

Cada LIF no cluster local deve ser capaz de se comunicar com cada LIF entre clusters no cluster remoto.

Embora n&o seja necessario, geralmente € mais simples configurar os enderegos IP usados para LIFs entre
clusters na mesma sub-rede. Os enderecos IP podem residir na mesma sub-rede que os LIFs de dados ou em
uma sub-rede diferente. A sub-rede usada em cada cluster deve atender aos seguintes requisitos:

* A sub-rede deve pertencer ao dominio de broadcast que contém as portas usadas para comunicagao
entre clusters.

* A sub-rede deve ter enderecos IP suficientes disponiveis para alocar a um LIF entre clusters por né.

Por exemplo, em um cluster de quatro nés, a sub-rede usada para comunicacgao entre clusters deve ter
quatro enderecos IP disponiveis.

Cada n6 deve ter um LIF entre clusters com um endereco IP na rede entre clusters.

LIFs podem ter um endereco IPv4 ou um endereco IPv6 entre clusters.

O ONTAP permite que vocé migre suas redes de peering de IPv4 para IPv6, permitindo
opcionalmente que ambos os protocolos estejam presentes simultaneamente nas LIFs entre

@ clusters. Em versdes anteriores, todas as relacbes entre clusters para um cluster inteiro eram
IPv4 ou IPV6. Isso significava que a mudanga de protocolos era um evento potencialmente
disruptivo.

Requisitos portuarios

Vocé pode usar portas dedicadas para comunicacao entre clusters ou compartilhar portas usadas pela rede
de dados. As portas devem atender aos seguintes requisitos:

» Todas as portas usadas para se comunicar com um determinado cluster remoto devem estar no mesmo
espaco IPspace.

Vocé pode usar varios IPspaces para fazer pares com varios clusters. A conetividade de malha completa
em pares é necessaria apenas dentro de um espaco IPspace.



* O dominio de broadcast usado para comunicacéo entre clusters deve incluir pelo menos duas portas por
no para que a comunicacao entre clusters possa fazer failover de uma porta para outra porta.

As portas adicionadas a um dominio de broadcast podem ser portas de rede fisicas, VLANs ou grupos de
interface (ifgrps).

» Todas as portas devem ser cabeadas.
» Todas as portas devem estar em um estado saudavel.

* As configuragbes de MTU das portas devem ser consistentes.
Requisitos de firewall

A partir do ONTAP 9.10,1, as politicas de firewall sdo obsoletas e totalmente substituidas por
@ politicas de servigo LIF. Para obter mais informacgdes, "Configurar politicas de firewall para
LIFs"consulte .

Os firewalls e a politica de firewall entre clusters devem permitir os seguintes protocolos:

» Trafego ICMP bidirecional

» Trafego TCP iniciado bidirecional para os enderecgos IP de todas as LIFs entre clusters nas portas 11104 e
11105

 HTTPS bidirecional entre os LIFs entre clusters

Embora o HTTPS n&o seja necessario quando vocé configura o peering de cluster usando a CLI, o HTTPS
€ necessario mais tarde se vocé usar o System Manager para configurar a protecao de dados.

A politica de firewall predefinida intercluster permite o acesso através do protocolo HTTPS e de todos os
enderecos IP (0,0.0,0/0). Vocé pode modificar ou substituir a politica, se necessario.

Requisito de cluster

Os clusters precisam atender aos seguintes requisitos:

* Um cluster ndo pode estar em um relacionamento de pares com mais de 255 clusters.

Use portas ONTAP compartilhadas ou dedicadas

Vocé pode usar portas dedicadas para comunicagao entre clusters ou compartilhar
portas usadas pela rede de dados. Ao decidir se deseja compartilhar portas, vocé
precisa considerar a largura de banda da rede, o intervalo de replicagao e a
disponibilidade da porta.

@ Vocé pode compartilhar portas em um cluster com peered enquanto usa portas dedicadas no
outro.

Largura de banda da rede

Se vocé tiver uma rede de alta velocidade, como 10 GbE, talvez tenha largura de banda local suficiente para
executar a replicagado usando as mesmas portas de 10 GbE usadas para acesso aos dados.


https://docs.netapp.com/pt-br/ontap/networking/configure_firewall_policies_for_lifs.html
https://docs.netapp.com/pt-br/ontap/networking/configure_firewall_policies_for_lifs.html

Mesmo assim, vocé deve comparar a largura de banda da WAN disponivel com a largura de banda da LAN.
Se a largura de banda da WAN disponivel for significativamente menor que 10 GbE, talvez seja necessario
usar portas dedicadas.

A Unica excegéao a essa regra pode ser quando todos ou muitos nés no cluster replicarem
dados, caso em que a utilizagdo da largura de banda € normalmente espalhada pelos nos.

Se vocé nao estiver usando portas dedicadas, o tamanho maximo da unidade de transmissdo (MTU) da rede
de replicacéo geralmente deve ser o mesmo que o tamanho da MTU da rede de dados.

Intervalo de replicagao

Se a replicagao ocorrer em horas fora do pico, vocé podera usar portas de dados para replicagdo mesmo sem
uma conexao LAN de 10 GbE.

Se a replicagao ocorrer durante o horario comercial normal, vocé precisa considerar a quantidade de dados
que serao replicados e se ela precisara de tanta largura de banda que poderia causar contengdo com
protocolos de dados. Se a utilizagao da rede por protocolos de dados (SMB, NFS, iSCSI) for superior a 50%,
devera utilizar portas dedicadas para comunicacao entre clusters, para permitir uma performance nao
degradada se ocorrer failover de no.

Disponibilidade da porta

Se vocé determinar que o trafego de replicagao esta interferindo no trafego de dados, podera migrar LIFs para
qualquer outra porta compartilhada com capacidade para clusters no mesmo no.

Vocé também pode dedicar portas VLAN para replicacéo. A largura de banda da porta é compartilhada entre
todas as VLANSs e a porta base.

Use IPspaces ONTAP personalizados para isolar o trafego de replicagao

Vocé pode usar IPspaces personalizados para separar as interagdes que um cluster tem
com seus pares. Chamada de conetividade entre clusters designada, essa configuragao
permite que os provedores de servigos isolem o trafego de replicagcdo em ambientes
multitenant.

Suponha, por exemplo, que vocé deseja que o trafego de replicagédo entre o Cluster A e o Cluster B seja
separado do trafego de replicagao entre o Cluster A e o Cluster C. para conseguir isso, vocé pode criar dois
espagos IPspaces no Cluster A.

Um IPspace contém as LIFs entre clusters que vocé usa para se comunicar com o Cluster B. o outro contém
as LIFs entre clusters que vocé usa para se comunicar com o Cluster C, como mostrado na ilustragcéo a
sequir.



( Default IPspace )

( ipspaceAB ) Cluster B

(2 nodes)
Cluster A
(2 nodes)

( ipspaceAC )

Q:s'efaun IPspace )

Cluster C
(2 nodes)

Informacgdes relacionadas
» "Saiba mais sobre a configuragao do ONTAP IPspace"

Configurar LIFs entre clusters

Configurar LIFs ONTAP entre clusters em portas de dados compartilhados

Vocé pode configurar LIFs entre clusters em portas compartilhadas com a rede de
dados. Isso reduz o numero de portas de que vocé precisa para redes entre clusters.

Passos
1. Liste as portas no cluster:

network port show
Saiba mais sobre network port show o "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra as portas de rede no cluster01:


https://docs.netapp.com/pt-br/ontap/networking/configure_ipspaces_cluster_administrators_only_overview.html
https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

cluster0l::> network port show

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
cluster01-01
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000

2. Crie LIFs entre clusters em um administrador SVM (IPspace padrdo) ou em um sistema SVM (IPspace
personalizado):

Opcao Descrigcao

Em ONTAP 9.6 e posteriores: network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
-node node -home-port port -address
port IP -netmask netmask

Em ONTAP 9.5 e anteriores: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

Saiba mais sobre network interface create 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir cria LIFs entre clusters cluster01 icl0l e cluster0l icl02:


https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html

cluster0l::> network interface create -vserver cluster0l -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster(01-01 -home-port eOc

—address 192.168.1.201
-netmask 255.255.255.0

cluster0l::> network interface create -vserver cluster(0l -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port eOc

—address 192.168.1.202
-netmask 255.255.255.0

3. Verifique se as LIFs entre clusters foram criadas:

Opcgao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigado

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOc
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOc
true

4. Verifique se as LIFs entre clusters s&o redundantes:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Opcao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigao

network interface show —-service-policy
default-intercluster -failover

network interface show -role
intercluster -failover

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que os LIFs entre clusters cluster0l icl01l e cluster0l icl02 naeOc

porta irdo falhar para a e0d porta.

cluster(0l::> network interface show -service-policy default-intercluster

—-failover
Logical
Vserver Interface

cluster01l

Home Failover Failover

Node:Port Policy Group

cluster0l icl0l cluster01-01:e0c local-only

192.168.1.201/24

Failover Targets: cluster01-01:e0c,
cluster01-01:e0d

cluster0l icl02 cluster01-02:e0c local-only

192.168.1.201/24

Passos
1. Liste as portas no cluster:

network port show

Failover Targets: cluster01-02:e0c,
cluster01-02:e0d

Configurar LIFs ONTAP entre clusters em portas dedicadas

Vocé pode configurar LIFs entre clusters em portas dedicadas. Isso normalmente
aumenta a largura de banda disponivel para o trafego de replicagao.

Saiba mais sobre network port show o "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra as portas de rede no cluster01:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

cluster0l::> network port show

Speed
(Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper
cluster01-01
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default Default up 1500 auto/1000
e0f Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 1500 auto/1000
e0b Cluster Cluster up 1500 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default Default up 1500 auto/1000
e0f Default Default up 1500 auto/1000

2. Determine quais portas estdo disponiveis para se dedicar a comunicagéo entre clusters:
network interface show -fields home-port,curr-port
Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que portas e0e e e0f nao foram atribuidas LIFs:

cluster(0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster01-01 clusl ela ela
Cluster cluster01-01 clus2 e0b e0b
Cluster cluster01-02 clusl ela ela
Cluster cluster01-02 clus2 e0b e0b
clusterO1l

cluster mgmt elc elc
clusterOl

cluster01-01 mgmtl elc elc
clusterO1l

cluster01-02 mgmtl elc elc

3. Crie um grupo de failover para as portas dedicadas:


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

4

5.

10

network interface failover-groups create -vserver system SVM -failover—-group
failover group -targets physical or logical ports

O exemplo a seguir atribui portas e0Oe e e0f ao grupo de failover intercluster01 no SVM do sistema
cluster01:

cluster0l::> network interface failover-groups create -vserver cluster(Ol
-failover-group

intercluster0l -targets
cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

Verifique se o grupo de failover foi criado:
network interface failover-groups show

Saiba mais sobre network interface failover—-groups show 0 "Referéncia do comando
ONTAP"na .

cluster0l::> network interface failover-groups show
Failover

Vserver Group Targets

Cluster
Cluster
cluster01-01:e0a, cluster01-01:e0b,
cluster01-02:e0a, cluster01-02:e0b
cluster0O1l
Default
cluster01-01:e0c, cluster01-01:e0d,
cluster01-02:e0c, cluster01-02:e0d,
cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f
intercluster01

cluster01-01:e0e, cluster01-01:e0f
cluster01-02:e0e, cluster01-02:e0f

Crie LIFs entre clusters no sistema e atribua-os ao grupo de failover.


https://docs.netapp.com/us-en/ontap-cli/network-interface-failover-groups-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-failover-groups-show.html

Opcao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigao

network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
-node node -home- port port -address
port IP -netmask netmask -failover
-group failover group

network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —-netmask
netmask -failover-group failover group

Saiba mais sobre network interface create 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir cria LIFs entre clusters cluster01 icl0l e cluster01l ic102 no grupo failover

intercluster(01l :

cluster0l::> network interface create -vserver cluster(0l -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port ele

—address 192.168.1.201

-netmask 255.255.255.0 -failover—-group intercluster0l

cluster0l::> network interface create -vserver cluster0l -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port ele

—address 192.168.1.202

-netmask 255.255.255.0 -failover—-group intercluster0l

6. Verifique se as LIFs entre clusters foram criadas:

Opcao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigao

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .
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https://docs.netapp.com/us-en/ontap-cli/network-interface-create.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

cluster0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
clusterO1
cluster0l icl01
up/up 192.168.1.201/24 cluster01-01 eOQe
true
cluster0l icl02
up/up 192.168.1.202/24 cluster01-02 eOf
true

7. Verifique se as LIFs entre clusters séo redundantes:

Opcgao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigao

network interface show -service-policy
default-intercluster -failover

network interface show -role
intercluster -failover

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que os LIFs entre clusters cluster0l icl01l e cluster0l icl02 a porta

SVMeOe farao failover para a e0f porta.

cluster0l::> network interface show -service-policy default-intercluster

—failover
Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
cluster(O1l
cluster0l icl0l cluster01-01:e0e local-only
intercluster01l
Failover Targets: cluster01-01:e0e,
cluster01-01:e0f
cluster0l icl02 cluster01-02:e0e local-only
intercluster(1
Failover Targets: cluster01-02:e0e,
cluster01-02:e0f

12


https://docs.netapp.com/us-en/ontap-cli/network-interface-show.html

Configurar LIFs de clusters do ONTAP em IPspaces personalizados

Vocé pode configurar LIFs entre clusters em IPspaces personalizados. Isso permite

isolar o trafego de replicagdo em ambientes multitenant.

Quando vocé cria um IPspace personalizado, o sistema cria uma maquina virtual de storage do sistema
(SVM) para servir como um contéiner para os objetos do sistema nesse |IPspace. Vocé pode usar o novo SVM

como contéiner para quaisquer LIFs entre clusters no novo IPspace. O novo SVM tem o mesmo nome que o

IPspace personalizado.

Passos
1. Liste as portas no cluster:

network port show

Saiba mais sobre network port show o "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra as portas de rede no cluster01:

cluster0l::> network port show

(Mbps)
Node Port

cluster01-01
ela
e0b
elc
e0d
ele
e0f

cluster01-02
ela
eOb
elc
e0d
ele
e0f

2. Crie IPspaces personalizados no cluster:

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

Broadcast Domain Link

Cluster
Cluster
Default
Default
Default
Default

Cluster
Cluster
Default
Default
Default
Default

network ipspace create -ipspace ipspace

O exemplo a seguir cria o IPspace personalizado ipspace-1IC1 :

up
up
up
up
up
up

up
up
up
up
up
up

1500
1500
1500
1500
1500
1500

1500
1500
1500
1500
1500
1500

Speed

Admin/Oper

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

auto/1000
auto/1000
auto/1000
auto/1000
auto/1000
auto/1000

13


https://docs.netapp.com/us-en/ontap-cli/network-port-show.html

cluster0l::> network ipspace create -ipspace ipspace-ICl

Saiba mais sobre network ipspace create 0 "Referéncia do comando ONTAP"na .
3. Determine quais portas estédo disponiveis para se dedicar a comunicagao entre clusters:

network interface show -fields home-port, curr-port

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que portas e0e e e0f nao foram atribuidas LIFs:

cluster0l::> network interface show -fields home-port,curr-port

vserver 1if home-port curr-port
Cluster cluster0l clusl ela ela
Cluster cluster0l clus?2 e0b e0b
Cluster cluster02 clusl ela ela
Cluster cluster02 clus?2 eOb e0b
clusterO1

cluster mgmt elc elc
cluster(O1l

cluster01-01 mgmtl elc elc
cluster(O1l

cluster01-02 mgmtl elc elc

4. Remova as portas disponiveis do dominio de broadcast padrao:

network port broadcast-domain remove-ports -broadcast-domain Default -ports
ports

Uma porta ndo pode estar em mais de um dominio de broadcast de cada vez. Saiba mais sobre network
port broadcast-domain remove-ports 0 "Referéncia do comando ONTAP"na.

O exemplo a seguir remove portas eOe e e0f do dominio de broadcast padrao:

cluster(0l::> network port broadcast-domain remove-ports -broadcast

-domain Default -ports

cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f
5. Verifique se as portas foram removidas do dominio de broadcast padréo:

network port show

Saiba mais sobre network port show 0 "Referéncia do comando ONTAP"na .

14
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O exemplo a seguir mostra que as portas e0e e e0f foram removidas do dominio de broadcast padrao:

cluster(0l::> network port show
Speed (Mbps)
Node Port IPspace Broadcast Domain Link MTU Admin/Oper

cluster01-01

ela Cluster Cluster up 9000 auto/1000
e0b Cluster Cluster up 9000 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default = up 1500 auto/1000
e0f Default - up 1500 auto/1000
elg Default Default up 1500 auto/1000
cluster01-02
ela Cluster Cluster up 9000 auto/1000
e0b Cluster Cluster up 9000 auto/1000
elc Default Default up 1500 auto/1000
e0d Default Default up 1500 auto/1000
ele Default - up 1500 auto/1000
e0f Default - up 1500 auto/1000
elg Default Default up 1500 auto/1000

6. Crie um dominio de broadcast no IPspace personalizado:

network port broadcast-domain create -ipspace ipspace -broadcast-domain
broadcast domain -mtu MTU -ports ports

O exemplo a seguir cria 0 dominio de broadcast ipspace-IC1-bd no IPspace : ipspace-IC1l
cluster0l::> network port broadcast-domain create -ipspace ipspace-ICl
-broadcast-domain
ipspace-ICl-bd -mtu 1500 -ports cluster01-01l:e0e,cluster01-01:e0f,
cluster01-02:e0e,cluster01-02:e0f

7. Verifique se o dominio de broadcast foi criado:

network port broadcast-domain show

Saiba mais sobre network port broadcast-domain show 0 "Referéncia do comando ONTAP"na .
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cluster0l::> network port broadcast-domain show

IPspace Broadcast Update
Name Domain Name MTU Port List Status Details
Cluster Cluster 9000
cluster01-01:e0a complete
cluster01-01:e0b complete
cluster01-02:e0a complete
cluster01-02:e0b complete
Default Default 1500
cluster01-01:e0c complete
cluster01-01:e0d complete
cluster01-01:e0f complete
cluster01-01:e0g complete
cluster01-02:e0c complete
cluster01-02:e0d complete
cluster01-02:e0f complete
cluster01-02:e0g complete

ipspace-IC1l
ipspace-ICl-bd

1500
cluster01-01:e0e complete
cluster01-01:e0f complete
cluster01-02:e0e complete
cluster01-02:e0f complete

8. Crie LIFs entre clusters no sistema SVM e atribua-os ao dominio de broadcast:

Opcgao Descrigédo

Em ONTAP 9.6 e posteriores: network interface create -vserver
system SVM -1if LIF name -service
-policy default-intercluster -home
—-node node -home-port port -address
port IP -netmask netmask

Em ONTAP 9.5 e anteriores: network interface create -vserver
system SVM -1if LIF name -role
intercluster -home-node node -home
-port port -address port IP —netmask
netmask

O LIF é criado no dominio de broadcast ao qual a porta inicial & atribuida. O dominio de broadcast tem um
grupo de failover padrdo com o mesmo nome do dominio de broadcast. Saiba mais sobre network
interface create 0 "Referéncia do comando ONTAP"na .
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O exemplo a seguir cria LIFs entre clusters cluster0l1 icl01l e cluster0l icl02 no dominio de

broadcast ipspace-ICl-bd:

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl0l -service-

policy default-intercluster -home-node cluster01-01 -home-port ele

—address 192.168.1.201
-netmask 255.255.255.0

cluster0l::> network interface create -vserver ipspace-ICl -1if

cluster0l icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port eOe

—-address 192.168.1.202
-netmask 255.255.255.0

9. Verifique se as LIFs entre clusters foram criadas:

Opcao
Em ONTAP 9.6 e posteriores:

Em ONTAP 9.5 e anteriores:

Descrigao

network interface show -service-policy
default-intercluster

network interface show -role
intercluster

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

cluster(0l::> network interface show -service-policy default-intercluster

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

ipspace-ICl
cluster0l iclO1

up/up
true
cluster0l icl02
up/up
true

10. Verifique se as LIFs entre clusters sao redundantes:

192.168.1.201/24

192.168.1.202/24

cluster01-01 eOe

cluster01-02 eOf
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Opcao Descrigao

Em ONTAP 9.6 e posteriores: network interface show -service-policy
default-intercluster -failover

Em ONTAP 9.5 e anteriores: network interface show -role
intercluster -failover

Saiba mais sobre network interface show 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que os LIFs entre clusters cluster0l icl01l e cluster0l 1icl02 a porta
SVM e0e fazem failover para a porta 'e0f":

cluster(0l::> network interface show -service-policy default-intercluster
—failover
Logical Home Failover Failover
Vserver Interface Node:Port Policy Group
ipspace-IC1l
cluster0l icl0l cluster01-01:e0e local-only
intercluster01
Failover Targets: cluster01-01:e0e,
cluster01-01:e0f
cluster0l icl02 cluster01-02:e0e local-only
intercluster01l
Failover Targets: cluster01-02:e0e,
cluster01-02:e0f

Configurar relagcoes entre pares

Criar relacionamentos de pares de cluster do ONTAP

Antes de proteger seus dados replicando-os em um cluster remoto para fins de backup
de dados e recuperacao de desastres, vocé deve criar um relacionamento de peers de
clusters entre o cluster local e o cluster remoto.

Sobre esta tarefa

Este procedimento se aplica aos sistemas FAS, AFF e ASA. Se vocé tiver um sistema ASA r2 (ASAA1K, ASA
A90, ASAA70, ASAA50, ASAA30, ASAA20 ou ASA C30), siga "estes passos" para criar uma replicagao de
snapshot configurada. Os sistemas ASA R2 fornecem uma experiéncia de ONTAP simplificada especifica para
clientes somente SAN.

Varias politicas de protegdo padrao estao disponiveis. Vocé deve ter criado suas politicas de protegéo se
quiser usar politicas personalizadas.

Antes de comecar
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Se vocé estiver usando a CLI do ONTAP, crie LIFs entre clusters em todos os nos dos clusters que estéao
sendo direcionados usando um dos seguintes métodos:

+ "Configurar LIFs entre clusters em portas de dados compartilhados"

» "Configurar LIFs entre clusters em portas de dados dedicadas"

+ "Configurar LIFs entre clusters em IPspaces personalizados"

Passos
Execute esta tarefa usando o Gerenciador de sistema do ONTAP ou a CLI do ONTAP.
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No cluster local, clique em Cluster > Settings.
Na segao Configuracdes de cluster, clique em Adicionar interfaces de rede e insira o enderego IP
e a mascara de sub-rede para adicionar interfaces de rede entre clusters para o cluster.

Repita este passo no painel remoto.

No cluster remoto, clique em Cluster > Settings.

Clique i na secgao Cluster Peers e selecione Generate Passphrase (gerar frase-passe).
Selecione a versao remota do cluster do ONTAP.

Copie a frase-passe gerada.

No cluster local, em Cluster Peers, clique : e selecione Peer cluster.

Na janela cluster de pares, cole a frase-passe e clique em Iniciar peering de cluster.

No cluster de destino, crie uma relagéo de pares com o cluster de origem:

cluster peer create -generate-passphrase -offer-expiration
<MM/DD/YYYY HH:MM:SS|1...7days|1l...168hours> -peer-addrs
<peer LIF IPs> -initial-allowed-vserver-peers <svm name|*> -ipspace
<ipspace>

Se vocé especificar ambos -generate-passphrase € -peer-addrs, somente o cluster cujos
LIFs entre clusters séo especificados em -peer-addrs podera usar a senha gerada.

Vocé pode ignorar a —-ipspace opgao se nao estiver usando um IPspace personalizado. Saiba mais
sobre cluster peer create 0 "Referéncia do comando ONTAP"na .

Se vocé estiver criando o relacionamento de peering no ONTAP 9.6 ou posterior € ndo quiser que as
comunicagdes de peering entre clusters sejam criptografadas, use a —encryption-protocol
-proposed none opgao para desativar a criptografia.

O exemplo a seguir cria um relacionamento de peer de cluster com um cluster remoto nao
especificado e pré-autoriza relacionamentos entre pares com SVMs e vs1 vs2 no cluster local:


https://docs.netapp.com/us-en/ontap-cli/cluster-peer-create.html

cluster02::> cluster peer create —-generate-passphrase -offer

-expiration 2days -initial-allowed-vserver-peers vsl,vs2

Passphrase:

Expiration Time:

Initial Allowed Vserver Peers:
Intercluster LIF IP:

Peer Cluster Name:

UCa+61RVICXeL/gglWrK7ShR
6/7/2017 08:16:10 EST

vsl,vs2

192.140.112.101

Clus_7ShR (temporary generated)

Warning: make a note of the passphrase - it cannot be displayed

again.

O exemplo a seguir cria um relacionamento de peer de cluster com o cluster remoto nos enderegos

IP de LIF 192.140.112.103 e 192.140.112.104 e pré-autoriza um relacionamento de pares com

qualquer SVM no cluster local:

cluster02::> cluster peer create —-generate-passphrase -peer-addrs
192.140.112.103,192.140.112.104 -offer-expiration 2days —-initial

-allowed-vserver-peers *

Passphrase:

Expiration Time:

Initial Allowed Vserver Peers:
Intercluster LIF IP:

Peer Cluster Name:

UCa+61RVICXeL/gglWrK7ShR
6/7/2017 08:16:10 EST

vsl,vs2
192.140.112.101,192.140.112.102
Clus_ 7ShR (temporary generated)

Warning: make a note of the passphrase - it cannot be displayed

again.

O exemplo a seguir cria um relacionamento de peer de cluster com um cluster remoto nao
especificado e pré-autoriza relacionamentos entre pares com SVMs evs1 vs2 no cluster local:

cluster02::> cluster peer create -generate-passphrase -offer
-expiration 2days -initial-allowed-vserver-peers vsl,vs2

Passphrase:

Expiration Time:

Initial Allowed Vserver Peers:
Intercluster LIF IP:

Peer Cluster Name:

UCa+61RVICXeL/gglWrK7ShR
6/7/2017 08:16:10 EST

vsl,vs2

192.140.112.101

Clus 7ShR (temporary generated)

Warning: make a note of the passphrase - it cannot be displayed

again.
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2. No cluster de origem, autentique o cluster de origem no cluster de destino:

cluster peer create -peer-addrs <peer LIF IPs> -ipspace <ipspace>

Saiba mais sobre cluster peer create o "Referéncia do comando ONTAP"na .

O exemplo a seguir autentica o cluster local para o cluster remoto nos enderecos IP 192.140.112.101
e 192.140.112.102 do LIF:

cluster(0l::> cluster peer create -peer-addrs
192.140.112.101,192.140.112.102

Notice: Use a generated passphrase or choose a passphrase of 8 or
more characters.

To ensure the authenticity of the peering relationship, use
a phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

Clusters cluster02 and cluster0l are peered.

Digite a senha para o relacionamento de pares quando solicitado.

3. Verifique se o relacionamento de pares de cluster foi criado:

cluster peer show -instance

cluster(0l::> cluster peer show —-instance

Peer Cluster Name: cluster02
Remote Intercluster Addresses: 192.140.112.101,
192.140.112.102
Availability of the Remote Cluster: Available
Remote Cluster Name: cluster?2
Active IP Addresses: 192.140.112.101,
192.140.112.102
Cluster Serial Number: 1-80-123456
Address Family of Relationship: ipv4
Authentication Status Administrative: no-authentication
Authentication Status Operational: absent
Last Update Time: 02/05 21:05:41
IPspace for the Relationship: Default
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4. Verifique a conetividade e o status dos nés no relacionamento de pares:

cluster peer health show

cluster0l::> cluster peer health show
Node cluster—-Name
Ping-Status

cluster01-01
cluster02
Data: interface reachable

Node—-Name

RDB-Health Cluster-Health

cluster02-01

ICMP: interface reachable true true
true
cluster02-02
Data: interface reachable
ICMP: interface reachable true true
true
cluster01-02
cluster02 cluster02-01
Data: interface reachable
ICMP: interface reachable true true
true
cluster02-02
Data: interface reachable
ICMP: interface reachable true true
true
Outras maneiras de fazer isso em ONTAP
Para executar estas tarefas com... Veja este conteudo...

System Manager Classic (disponivel com o ONTAP "Visao geral da preparagéo para recuperagao de

9.7 e versdes anteriores) desastres em volume"

Criar relacionamentos entre pares do ONTAP SVM entre clusters

Vocé pode usar 0 vserver peer create comando para criar um relacionamento

entre SVMs em clusters locais e remotos.

Antes de comecgar
» Os clusters de origem e destino devem ser percorridos.
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* Vocé deve ter relacbes de pares "pré-autorizadas" para os SVMs no cluster remoto.

Para obter mais informacgoes, "Criando um relacionamento de cluster peer"consulte .

Sobre esta tarefa

Vocé pode "pré-autorizar" relacionamentos de pares para varios SVMs listando os SVMs no -initial
-allowed-vserver Opgao quando vocé cria um relacionamento de pares de cluster. Para obter mais
informacgdes, "Criando um relacionamento de cluster peer"consulte .

Passos
1. No cluster de destino de protecao de dados, exiba os SVMs que s&o pré-autorizados para peering:

vserver peer permission show

cluster02::> vserver peer permission show

Peer Cluster Vserver Applications

cluster02 vsl,vs2 snapmirror

2. No cluster de origem de protec¢ao de dados, crie um relacionamento de mesmo nivel com um SVM pré-
autorizado no cluster de destino de protegéo de dados:

vserver peer create -vserver local SVM -peer-vserver remote SVM
Saiba mais sobre vserver peer create 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir cria um relacionamento entre o SVM local pvs1 e o SVM remoto pré-autorizado vs1 :

cluster0l::> vserver peer create -vserver pvsl -peer-vserver vsl

3. Verifique o relacionamento entre pares SVM:

vserver peer show

cluster0l::> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver
pvsl vsl peered cluster02 snapmirror
vsl

24


https://docs.netapp.com/us-en/ontap-cli/vserver-peer-create.html

Adicione relacionamentos entre pares entre clusters do ONTAP

Se vocé criar um SVM depois de configurar um relacionamento de pares de cluster,
precisara adicionar um relacionamento de mesmo nivel para o SVM manualmente. Vocé
pode usar 0 vserver peer create comando para criar um relacionamento entre
pares entre SVMs. Apds a criacdo do relacionamento de pares, vocé pode executar
vserver peer accept no cluster remoto para autorizar o relacionamento de pares.

Antes de comecgar
Os clusters de origem e destino devem ser percorridos.

Sobre esta tarefa

Vocé pode criar relacionamentos entre pares entre SVMs no mesmo cluster para backup de dados locais.
Saiba mais sobre vserver peer create o "Referéncia do comando ONTAP"na .

Os administradores ocasionalmente usam o vserver peer reject comando para rejeitar uma proposta de

relacionamento com colegas SVM. Se a relacéo entre SVMs estiver no rejected estado, vocé devera excluir

a relagao antes de criar uma nova. Saiba mais sobre vserver peer reject 0 "Referéncia do comando
ONTAP"na .

Passos

1. No cluster de origem de prote¢ao de dados, crie um relacionamento de mesmo nivel com um SVM no
cluster de destino de protecéo de dados:

vserver peer create -vserver local SVM -peer-vserver remote SVM -applications
snapmirror|file-copyllun-copy -peer-cluster remote cluster

O exemplo a seguir cria um relacionamento entre o SVM localpvs1 e 0 SVM remotovs1

cluster0l::> vserver peer create -vserver pvsl -peer-vserver vsl
-applications snapmirror -peer-cluster cluster02

Se os SVMs locais e remotos tiverem os mesmos nomes, vocé devera usar um /ocal name para criar o
relacionamento de pares SVM:

cluster0l::> vserver peer create -vserver vsl -peer-vserver
vsl -applications snapmirror -peer-cluster cluster0l
-local-name clusterlvslLocallyUniqueName

2. No cluster de origem de protecao de dados, verifique se o relacionamento de pares foi iniciado:
vserver peer show-all
Saiba mais sobre vserver peer show-all o "Referéncia do comando ONTAP"na .

O exemplo a seguir mostra que a relagdo entre SVMpvs1 e SVMvs1 foi iniciada:
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cluster0l::> vserver peer show-all

Peer Peer Peering
Vserver Vserver State Peer Cluster Applications
pvsl vsl initiated Cluster02 snapmirror

3. No cluster de destino da protegcédo de dados, exiba a relagao de pares SVM pendente:
vserver peer show
Saiba mais sobre vserver peer show o "Referéncia do comando ONTAP"na .

O exemplo a seguir lista as relagbes de pares pendentes para cluster02:

cluster(02::> vserver peer show

Peer Peer
Vserver Vserver State
vsl pvsl pending

4. No cluster de destino de protecédo de dados, autorize o relacionamento de pares pendente:
vserver peer accept -vserver local SVM -peer-vserver remote SVM
Saiba mais sobre vserver peer accept 0 "Referéncia do comando ONTAP"na .

O exemplo a seguir autoriza o relacionamento entre pares entre o SVM local vs1 e o0 SVM remoto pvs1 :

cluster02::> vserver peer accept -vserver vsl -peer-vserver pvsl

5. Verifique o relacionamento entre pares SVM:

vserver peer show

cluster0l::> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver
pvsl vsl peered cluster02 snapmirror
vsl
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Habilite a criptografia de peering de cluster do ONTAP em
relacionamentos entre pares

A partir do ONTAP 9.6, a criptografia de peering de cluster é ativada por padrédo em
todas as relacdes de peering de cluster recém-criadas. A criptografia de peering de

cluster usa uma chave pré-compartilhada (PSK) e a camada de seguranca de transporte

(TLS) para proteger as comunicag¢des de peering entre clusters. Isso adiciona uma
camada adicional de seguranga entre os clusters com peering.

Sobre esta tarefa

Se vocé estiver atualizando clusters peered para o ONTAP 9.6 ou posterior e a relagdo de peering tiver sido
criada no ONTAP 9.5 ou anterior, a criptografia de peering de cluster deve ser ativada manualmente apoés a
atualizagdo. Ambos os clusters no relacionamento de peering devem estar executando o ONTAP 9.6 ou
posterior para habilitar a criptografia de peering de cluster.

Passos
1. No cluster de destino, ative a encriptagado para comunicagdes com o cluster de origem:

cluster peer modify source cluster —-auth-status-admin use-authentication
—encryption-protocol-proposed tls-psk

2. Quando solicitado, introduza uma frase-passe.

3. No cluster de origem da protegéo de dados, ative a criptografia para comunicagdo com o cluster de

destino da protecdo de dados:

cluster peer modify data protection destination cluster -auth-status-admin
use-authentication -encryption-protocol-proposed tls-psk

4. Quando solicitado, introduza a mesma frase-passe introduzida no cluster de destino.

Saiba mais sobre cluster peer modify o "Referéncia do comando ONTAP"na .

Remova a criptografia de peering de cluster do ONTAP de
relacionamentos entre pares

Por padrao, a criptografia de peering de cluster é ativada em todos os relacionamentos
de pares criados no ONTAP 9.6 ou posterior. Se vocé nao quiser usar criptografia para
comunicacdes de peering entre clusters, vocé pode desativa-la.

Passos

1. No cluster de destino, modifique as comunica¢des com o cluster de origem para interromper o uso da
criptografia de peering de cluster:

> Para remover a criptografia, mas manter a autenticagao, digite:

cluster peer modify <source cluster> -auth-status-admin use-
authentication -encryption-protocol-proposed none
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o Para remover criptografia e autenticagao:

i. Modifique a politica de peering de cluster para permitir acesso nao autenticado:

cluster peer policy modify -is-unauthenticated-access-permitted
true

ii. Modificar criptografia e acesso de autenticacgéo:

cluster peer modify <source cluster> -auth-status no-
authentication

2. Quando solicitado, introduza a frase-passe.
3. Confirme a frase-passe reinserindo-a.
4. No cluster de origem, desative a encriptacéo para comunicagdo com o cluster de destino:

o Para remover a criptografia, mas manter a autenticagéo, digite:

cluster peer modify <destination cluster> -auth-status-admin use-
authentication -encryption-protocol-proposed none

o Para remover criptografia e autenticagao:

i. Modifique a politica de peering de cluster para permitir acesso nao autenticado:

cluster peer policy modify -is-unauthenticated-access-permitted
true

i. Modificar criptografia e acesso de autenticacgao:

cluster peer modify <destination cluster> -auth-status no-
authentication

5. Quando solicitado, introduza e introduza novamente a mesma frase-passe utilizada no cluster de destino.
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fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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