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Preparar-se para peering de cluster e SVM

Nocoes basicas sobre peering ONTAP

Vocé deve criar relacionamentos peer entre clusters de origem e destino e entre SVMs
de origem e destino antes de poder replicar snapshots usando o SnapMirror. Um
relacionamento de pares define conexdes de rede que permitem que clusters e SVMs
troquem dados com seguranca.

Clusters e SVMs em relagdes entre pares se comunicam pela rede entre clusters usando interfaces légicas
(LIFs). um LIF entre clusters € um LIF que suporta o servigo de interface de rede "entre clusters-core" e é
normalmente criado usando a politica de servigo de interface de rede "default-clusters". E necessario criar
LIFs entre clusters em cada no nos clusters que estdo sendo perados.

Os LIFs usam rotas que pertencem ao SVM do sistema ao qual sdo atribuidos. O ONTAP cria
automaticamente um sistema SVM para comunicag¢des em nivel de cluster em um espago de IPspace.

Topologias de fan-out e cascata sdo suportadas. Em uma topologia em cascata, vocé so precisa criar redes
entre clusters primarios e secundarios e entre clusters secundarios e secundarios. Nao € necessario criar uma
rede entre clusters primario e terciario.

E possivel (mas ndo aconselhavel) que um administrador remova o servigo entre clusters da
politica de servigos padrao entre clusters. Se isso ocorrer, LIFs criadas usando "default-
clusters" ndo serdo, na verdade, LIFs entre clusters. Para confirmar que a politica de servigo
padréao contém o servico entre clusters-core, use o seguinte comando:

®

network interface service-policy show -policy default-intercluster

Saiba mais sobre network interface service-policy show o0 "Referéncia do comando
ONTAP"na .

Pré-requisitos de peering ONTAP

Antes de configurar o peering de cluster, vocé deve confirmar se os requisitos de
conetividade, porta, endereco IP, sub-rede, firewall e nomenclatura de cluster sao
atendidos.

A partir do ONTAP 9.6, o peering de cluster fornece suporte de criptografia TLS 1,2 AES-256
GCM para replicagéo de dados por padrao. As cifras de seguranga padrao ("PSK-AES256-
GCM-SHA384") sao necessarias para que o peering de cluster funcione mesmo que a
criptografia esteja desativada.

@ Comecgando com ONTAP 9.11,1, as cifras de seguranga DHE-PSK estao disponiveis por
padrao.

A partir do ONTAP 9.15,1, o peering de cluster fornece suporte de criptografia TLS 1,3 para
replicagdo de dados por padrao.


https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html
https://docs.netapp.com/us-en/ontap-cli/network-interface-service-policy-show.html

Requisitos de conetividade

Cada LIF no cluster local deve ser capaz de se comunicar com cada LIF entre clusters no cluster remoto.

Embora nao seja necessario, geralmente € mais simples configurar os enderecgos IP usados para LIFs entre
clusters na mesma sub-rede. Os enderecgos IP podem residir na mesma sub-rede que os LIFs de dados ou em
uma sub-rede diferente. A sub-rede usada em cada cluster deve atender aos seguintes requisitos:

* A sub-rede deve pertencer ao dominio de broadcast que contém as portas usadas para comunicagao
entre clusters.
» A sub-rede deve ter enderecos IP suficientes disponiveis para alocar a um LIF entre clusters por né.

Por exemplo, em um cluster de quatro ndés, a sub-rede usada para comunicagao entre clusters deve ter
quatro enderecgos IP disponiveis.

Cada n6 deve ter um LIF entre clusters com um endereco IP na rede entre clusters.

LIFs podem ter um endereco IPv4 ou um endereco IPv6 entre clusters.

O ONTAP permite que vocé migre suas redes de peering de IPv4 para IPv6, permitindo
opcionalmente que ambos os protocolos estejam presentes simultaneamente nas LIFs entre

@ clusters. Em versdes anteriores, todas as relacbes entre clusters para um cluster inteiro eram
IPv4 ou IPV6. Isso significava que a mudanga de protocolos era um evento potencialmente
disruptivo.

Requisitos portuarios

Vocé pode usar portas dedicadas para comunicacao entre clusters ou compartilhar portas usadas pela rede
de dados. As portas devem atender aos seguintes requisitos:

» Todas as portas usadas para se comunicar com um determinado cluster remoto devem estar no mesmo
espaco IPspace.

Vocé pode usar varios IPspaces para fazer pares com varios clusters. A conetividade de malha completa
em pares é necessaria apenas dentro de um espaco IPspace.

* O dominio de broadcast usado para comunicagao entre clusters deve incluir pelo menos duas portas por
no para que a comunicagao entre clusters possa fazer failover de uma porta para outra porta.

As portas adicionadas a um dominio de broadcast podem ser portas de rede fisicas, VLANs ou grupos de
interface (ifgrps).

» Todas as portas devem ser cabeadas.

» Todas as portas devem estar em um estado saudavel.

 As configuragdes de MTU das portas devem ser consistentes.

Requisitos de firewall

A partir do ONTAP 9.10,1, as politicas de firewall sdo obsoletas e totalmente substituidas por
@ politicas de servigo LIF. Para obter mais informacgdes, "Configurar politicas de firewall para
LIFs"consulte .


https://docs.netapp.com/pt-br/ontap/networking/configure_firewall_policies_for_lifs.html
https://docs.netapp.com/pt-br/ontap/networking/configure_firewall_policies_for_lifs.html

Os firewalls e a politica de firewall entre clusters devem permitir os seguintes protocolos:

» Trafego ICMP bidirecional

« Trafego TCP iniciado bidirecional para os enderecos IP de todas as LIFs entre clusters nas portas 11104 e
11105

 HTTPS bidirecional entre os LIFs entre clusters

Embora o HTTPS n&o seja necessario quando vocé configura o peering de cluster usando a CLI, o HTTPS
€ necessario mais tarde se vocé usar o System Manager para configurar a prote¢ao de dados.

A politica de firewall predefinida intercluster permite o acesso através do protocolo HTTPS e de todos os
enderecos IP (0,0.0,0/0). Vocé pode modificar ou substituir a politica, se necessario.

Requisito de cluster
Os clusters precisam atender aos seguintes requisitos:

* Um cluster ndo pode estar em um relacionamento de pares com mais de 255 clusters.

Use portas ONTAP compartilhadas ou dedicadas

Vocé pode usar portas dedicadas para comunicacgao entre clusters ou compartilhar
portas usadas pela rede de dados. Ao decidir se deseja compartilhar portas, vocé
precisa considerar a largura de banda da rede, o intervalo de replicagao e a
disponibilidade da porta.

@ Vocé pode compartilhar portas em um cluster com peered enquanto usa portas dedicadas no
outro.
Largura de banda da rede

Se vocé tiver uma rede de alta velocidade, como 10 GbE, talvez tenha largura de banda local suficiente para
executar a replicagdo usando as mesmas portas de 10 GbE usadas para acesso aos dados.

Mesmo assim, vocé deve comparar a largura de banda da WAN disponivel com a largura de banda da LAN.

Se a largura de banda da WAN disponivel for significativamente menor que 10 GbE, talvez seja necessario
usar portas dedicadas.

A Unica excegéao a essa regra pode ser quando todos ou muitos nés no cluster replicarem
dados, caso em que a utilizacédo da largura de banda € normalmente espalhada pelos nos.

Se vocé nao estiver usando portas dedicadas, o tamanho maximo da unidade de transmissao (MTU) da rede
de replicagao geralmente deve ser o mesmo que o tamanho da MTU da rede de dados.

Intervalo de replicagao

Se a replicacao ocorrer em horas fora do pico, vocé podera usar portas de dados para replicagdo mesmo sem
uma conexao LAN de 10 GbE.

Se a replicagao ocorrer durante o horario comercial normal, vocé precisa considerar a quantidade de dados



que serao replicados e se ela precisara de tanta largura de banda que poderia causar contengao com
protocolos de dados. Se a utilizagao da rede por protocolos de dados (SMB, NFS, iSCSI) for superior a 50%,
devera utilizar portas dedicadas para comunicacao entre clusters, para permitir uma performance nao
degradada se ocorrer failover de no.

Disponibilidade da porta

Se vocé determinar que o trafego de replicagao esta interferindo no trafego de dados, podera migrar LIFs para
qualquer outra porta compartilhada com capacidade para clusters no mesmo no.

Vocé também pode dedicar portas VLAN para replicagdo. A largura de banda da porta € compartilhada entre
todas as VLANSs e a porta base.

Use IPspaces ONTAP personalizados para isolar o trafego
de replicacao

Vocé pode usar IPspaces personalizados para separar as interagcoes que um cluster tem
com seus pares. Chamada de conetividade entre clusters designada, essa configuracao
permite que os provedores de servigos isolem o trafego de replicagdo em ambientes
multitenant.

Suponha, por exemplo, que vocé deseja que o trafego de replicagédo entre o Cluster A e o Cluster B seja
separado do trafego de replicagao entre o Cluster A e o Cluster C. para conseguir isso, vocé pode criar dois
espacos IPspaces no Cluster A.

Um IPspace contém as LIFs entre clusters que vocé usa para se comunicar com o Cluster B. o outro contém
as LIFs entre clusters que vocé usa para se comunicar com o Cluster C, como mostrado na ilustragao a
seqguir.

( Default IPspace )

Cluster B
(2 nodes)

Cluster A
(2 nodes)

C Default IPspace _)

Cluster C
(2 nodes)
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+ "Saiba mais sobre a configuracdo do ONTAP IPspace"


https://docs.netapp.com/pt-br/ontap/networking/configure_ipspaces_cluster_administrators_only_overview.html
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