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Protecao de dados SAN

Saiba mais sobre os métodos de protecao de dados da
ONTAP para ambientes SAN

Vocé pode proteger seus dados fazendo copias deles para que fiquem disponiveis para
restauragdo em caso de exclusao acidental, falhas no aplicativo, corrupcédo de dados ou
desastre. Dependendo das suas necessidades de protecao e backup de dados, o
ONTAP oferece uma variedade de métodos que permitem proteger seus dados.

Sincronizagao ativa do SnapMirror

A partir da disponibilidade geral no ONTAP 9.9,1, fornece objetivo de tempo de recuperagéo zero (rto zero) ou
failover transparente de aplicagdes (TAF) para permitir o failover automatico de aplicagdes essenciais aos
negocios em ambientes SAN. O SnapMirror active Sync requer a instalagdo do ONTAP Mediator 1,2 em uma
configuragéo com dois clusters AFF ou dois clusters All-Flash SAN Array (ASA).

"Sincronizacéao ativa do SnapMirror"

Snapshot

Permite criar, agendar e manter backups automaticos ou manuais de varios LUNs. Os snapshots usam
apenas uma quantidade minima de espago de volume adicional e ndo tém custo de performance. Se seus
dados LUN forem acidentalmente modificados ou excluidos, esses dados podem ser restaurados de forma
facil e rapida a partir de um dos instantaneos mais recentes.

FlexClone LUNs (é necessaria licenca FlexClone)

Fornece copias gravaveis e pontuais de outro LUN em um volume ativo ou em um snapshot. Um clone e seu
pai podem ser modificados independentemente sem afetar um ao outro.

SnapRestore (licenga necessaria)

Permite executar recuperacéao de dados rapida, com uso eficiente de espacgo e sob solicitagao de snapshots
em todo o volume. Vocé pode usar o SnapRestore para restaurar um LUN para um estado preservado anterior
sem reiniciar o sistema de armazenamento.

Cépias espelhadas de protecao de dados (é necessaria licenga SnapMirror)

Fornece recuperacao assincrona de desastres, permitindo que vocé crie periodicamente snapshots de dados
em seu volume, copie esses shapshots em uma rede local ou de area ampla para um volume de parceiro,
geralmente em outro cluster e retenha esses snapshots. A copia espelhada no volume do parceiro fornece
rapida disponibilidade e restauragdo de dados a partir do momento do ultimo snapshot, se os dados no
volume de origem estiverem corrompidos ou perdidos.

Backups do SnapVault (é necessaria licenca SnapMirror)

Fornece retencgéao eficiente de backups a longo prazo e storage. As relagdes do SnapVault permitem fazer
backup de snapshots selecionados de volumes para um volume de destino e reter os backups.


https://docs.netapp.com/pt-br/ontap/snapmirror-active-sync/index.html

Se vocé conduzir backups em fita e operagdes de arquivamento, podera executa-los nos dados que ja tiverem
backup no volume secundario do SnapVault.

SnapDrive para Windows ou UNIX (é necessaria licenga SnapDrive)

Configura o acesso a LUNSs, gerencia LUNs e gerencia snapshots do sistema de storage diretamente de hosts
Windows ou UNIX.

Backup e recuperagao em fita nativa

O suporte para a maioria das unidades de fita existentes esta incluido no ONTAP, bem como um método para
qgue os fornecedores de fita adicionem suporte dindmico a novos dispositivos. O ONTAP também suporta o
protocolo de fita magnética remota (RMT), permitindo backup e recuperagao para qualquer sistema capaz.

Informacgdes relacionadas

"Documentagao do NetApp: SnapDrive para UNIX" "Documentagao do NetApp: SnapDrive para Windows
(versdes atuais)" "Protegéo de dados usando backup em fita"

Restaure um unico LUN a partir de um instantaneo do
ONTAP

Vocé pode restaurar um unico LUN a partir de um instantaneo sem restaurar todo o
volume que contém o unico LUN. Vocé pode restaurar o LUN no lugar ou para um novo
caminho no volume. A operacgao restaura apenas o unico LUN sem afetar outros
arquivos ou LUNs no volume. Vocé também pode restaurar arquivos com streams.

Antes de comecgar
» Vocé deve ter espaco suficiente no volume para concluir a operagéo de restauragéo:

> Se vocé estiver restaurando um LUN com espaco reservado em que a reserva fracionaria seja de 0%,
sera necessario uma vez o tamanho do LUN restaurado.

> Se voceé estiver restaurando um LUN com espago reservado em que a reserva fracionaria seja de
100%, sera necessario duas vezes o tamanho do LUN restaurado.

> Se vocé estiver restaurando um LUN nao reservado com espacgo, vocé so6 precisara do espaco real
usado para o LUN restaurado.

* Deve ter sido criado um instantaneo do LUN de destino.

Se a operacao de restauracao falhar, o LUN de destino pode ser truncado. Nesses casos, vocé pode usar
0 snapshot para evitar a perda de dados.

* Um instantaneo do LUN de origem deve ter sido criado.
Em casos raros, a restauragdo LUN pode falhar, deixando o LUN de origem inutilizavel. Se isso ocorrer,
vocé pode usar o snapshot para retornar o LUN ao estado imediatamente antes da tentativa de
restauracéao.

* O LUN de destino e o LUN de origem tém de ter o mesmo tipo de SO.

Se o LUN de destino tiver um tipo de SO diferente do LUN de origem, o anfitrido podera perder o acesso
aos dados ao LUN de destino apds a operagao de restauro.


http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=30050
http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=30049
http://mysupport.netapp.com/documentation/productlibrary/index.html?productID=30049
https://docs.netapp.com/pt-br/ontap/tape-backup/index.html

Passos

1.
2.
3.

10.
1.

A partir do host, pare todo o acesso do host ao LUN.
Desmonte o LUN em seu host para que o host ndo possa acessar o LUN.

Desmapear o LUN:

lun mapping delete -vserver <SVM name> -volume <volume name> -lun

<lun name> -igroup <igroup name>

. Determine o instantaneo para o qual deseja restaurar o LUN:

volume snapshot show -vserver <SVM name> -volume <volume name>

. Crie um instantaneo do LUN antes de restaurar o LUN:

volume snapshot create -vserver <SVM name> -volume <volume name>
-snapshot <snapshot name>

. Restaure o LUN especificado em um volume:

volume snapshot restore-file -vserver <SVM name> -volume <volume name>
-snapshot <snapshot name> -path <lun path>

. Siga os passos apresentados no ecra.

. Se necessario, coloque o LUN online:

lun modify -vserver <SVM name> -path <lun path> -state online

. Se necessario, remapear o LUN:

lun mapping create -vserver <SVM name> -volume <volume name> -lun
<lun name> -igroup <igroup name>

Do host, remonte o LUN.

A partir do host, reinicie o acesso ao LUN.

Restaure todos os LUNs em um volume a partir de um
snapshot do ONTAP

Vocé pode usar volume snapshot restore 0 comando para restaurar todos os LUNs
em um volume especificado a partir de um snapshot.



Passos

1.

10.

1.

No host, interrompa todo o acesso do host aos LUNs.

Usar o SnapRestore sem interromper todo o acesso do host aos LUNs no volume pode causar corrupgao
de dados € erros do sistema.

. Desmonte os LUNs nesse host para que o host ndo possa acessar os LUNSs.

. Desmapear os LUNSs:

lun mapping delete -vserver <SVM name> -volume <volume name> -lun
<lun name> -igroup <igroup name>

. Determine o instantaneo para o qual vocé deseja restaurar o volume:

volume snapshot show -vserver <SVM name> -volume <volume name>

. Altere a configuragao de privilégio para avangado:

set -privilege advanced

. Restaure seus dados:

volume snapshot restore -vserver <SVM name> -volume <volume name>

-snapshot <snapshot name>

. Siga as instrugdes apresentadas no ecra.

. Remapear os LUNs:

lun mapping create -vserver <SVM name> -volume <volume name> -lun

<lun name> -igroup <igroup name>

. Verifique se os LUNs estdo online:

lun show -vserver <SVM name> -path <lun path> -fields state

Se os LUNs nao estiverem online, coloque-os online:

lun modify -vserver <SVM name> -path <lun path> -state online

Altere a configuragao de privilégios para admin:



set -privilege admin

12. No host, remonte seus LUNSs.

13. No host, reinicie o acesso aos LUNSs.

Proteja seus dados com ONTAP FlexClone LUNs

Um LUN FlexClone é uma cépia gravavel de outro LUN em um volume ativo ou em um
instantaneo. O clone e seu pai podem ser modificados independentemente sem afetar
um ao outro.

Vocé pode usar LUNs do FlexClone para criar varias copias de leitura/gravagéo de um LUN.

Motivos para criar LUNs FlexClone
* \Vocé precisa criar uma copia temporaria de um LUN para fins de teste.

* Vocé precisa disponibilizar uma copia de seus dados para usuarios adicionais sem dar acesso aos dados
de producao.

* Vocé deseja criar um clone de um banco de dados para operagdes de manipulagéo e projecéo,
preservando os dados originais de uma forma inalterada.

* Vocé deseja acessar um subconjunto especifico de dados de um LUN (um volume logico especifico ou
sistema de arquivos em um grupo de volumes ou um arquivo especifico ou conjunto de arquivos em um
sistema de arquivos) e copia-lo para o LUN original, sem restaurar o restante dos dados no LUN original.
Isso funciona em sistemas operacionais que suportam a montagem de um LUN e um clone do LUN ao
mesmo tempo. O SnapDrive para UNIX suporta isso com 0 snap connect comando.

* Vocé precisa de varios hosts de inicializagdo SAN com o mesmo sistema operacional.

Um LUN FlexClone compartilha espago inicialmente com seu LUN pai. Por padrédo, o LUN FlexClone herda o
atributo espaco reservado do LUN pai. Por exemplo, se o LUN pai nao for reservado com espaco, o LUN
FlexClone também né&o é reservado com espaco por padrao. No entanto, vocé pode criar um LUN FlexClone
nao reservado com espaco a partir de um pai que seja um LUN reservado com espaco.

Quando vocé clonar um LUN, o compartilhamento de bloco ocorre em segundo plano e nao é possivel criar
um instantaneo de volume até que o compartilhamento de bloco seja concluido.

Tem de configurar o volume para ativar a funcao de eliminagédo automatica LUN FlexClone com o0 volume
snapshot autodelete modify comando. Caso contrario, se vocé quiser que os LUNs do FlexClone
sejam excluidos automaticamente, mas o volume nao estiver configurado para a exclusao automatica do
FlexClone, nenhum dos LUNs do FlexClone sera excluido.

Quando vocé cria um LUN FlexClone, a funcao de exclusdo automatica FlexClone LUN é desativada por
padréo. Vocé deve ativa-lo manualmente em cada LUN FlexClone antes que esse LUN FlexClone possa ser
excluido automaticamente. Se vocé estiver usando o provisionamento de volume semi-espesso e quiser a
garantia de gravagao "melhor esforgo" fornecida por essa opgao, vocé deve disponibilizar All FlexClone LUNs
para exclusao automatica.



Quando vocé cria um LUN FlexClone a partir de um instantaneo, o LUN é automaticamente
dividido do instantaneo usando um processo em segundo plano com uso eficiente de espago
para que o LUN n&o continue a depender do instantdneo ou consumir nenhum espago

@ adicional. Se esta divisdo em segundo plano nao tiver sido concluida e este instantaneo for
eliminado automaticamente, esse LUN FlexClone é eliminado mesmo que tenha desativado a
fungdo de eliminagado automatica do FlexClone para esse LUN FlexClone. Depois que a divisao
de segundo plano estiver concluida, o LUN FlexClone nao sera excluido mesmo que esse
instantaneo seja excluido.

Informacgdes relacionadas
 "Crie um LUN FlexClone"

+ "Configure um FlexVol volume para excluir automaticamente LUNs do FlexClone"

* "Impedir que um LUN FlexClone seja excluido automaticamente"

Configurar e usar backups do SnapVault em um ambiente
SAN

Saiba mais sobre os backups do ONTAP SnapVault em um ambiente SAN

A configuracao e o uso do SnapVault em um ambiente SAN sdo muito semelhantes a
configuragao e ao uso em um ambiente nas, mas a restauracdo de LUNs em um
ambiente SAN requer alguns procedimentos especiais.

Os backups do SnapVault contém um conjunto de copias somente leitura de um volume de origem. Em um
ambiente SAN, vocé sempre faz backup de volumes inteiros para o volume secundario do SnapVault, e ndo
LUNs individuais.

O procedimento para criar e inicializar a relacdo SnapVault entre um volume primario que contém LUNs e um
volume secundario que atua como um backup do SnapVault é idéntico ao procedimento usado com volumes
FlexVol usados para protocolos de arquivo. Este procedimento é descrito em pormenor em "Protecéo de
dados".

E importante garantir que o backup dos LUNs que estdo sendo feitos estejam em um estado consistente antes
que os snapshots sejam criados e copiados para o volume secundario do SnapVault. A automagéo da criagao
de snapshot com o SnapCenter garante que os LUNs de backup sejam completos e utilizaveis pelo aplicativo
original.

Ha trés opgbes basicas para restaurar LUNs de um volume secundario do SnapVault:

* Vocé pode mapear um LUN diretamente do volume secundario do SnapVault e conetar um host ao LUN
para acessar o contetudo do LUN.

O LUN é somente leitura e vocé pode mapear apenas a partir do snapshot mais recente no backup do
SnapVault. Reservas persistentes e outros metadados LUN sao perdidos. Se desejar, vocé pode usar um
programa de cépia no host para copiar o conteudo do LUN de volta para o LUN original, se ele ainda
estiver acessivel.

O LUN tem um numero de série diferente do LUN de origem.

* Vocé pode clonar qualquer snapshot no volume secundario do SnapVault para um novo volume de leitura-
gravacao.


https://docs.netapp.com/pt-br/ontap/volumes/create-flexclone-file-flexclone-lun-task.html
https://docs.netapp.com/pt-br/ontap/volumes/configure-flexvol-delete-flexclone-files-luns-task.html
https://docs.netapp.com/pt-br/ontap/volumes/prevent-flexclone-file-lun-automatic-deleted-task.html
https://docs.netapp.com/pt-br/ontap/data-protection/index.html
https://docs.netapp.com/pt-br/ontap/data-protection/index.html

Em seguida, é possivel mapear qualquer um dos LUNs no volume e conetar um host ao LUN para
acessar o contelido do LUN. Se desejar, vocé pode usar um programa de cépia no host para copiar o
conteudo do LUN de volta para o LUN original, se ele ainda estiver acessivel.

» Vocé pode restaurar todo o volume que contém o LUN de qualquer snapshot no volume secundario do
SnapVault.

A restauracao de todo o volume substitui todos os LUNs e quaisquer arquivos no volume. Todos 0s novos
LUNSs criados desde a criagdo do snapshot sdo perdidos.

Os LUNs retém seu mapeamento, numeros de série, UUIDs e reservas persistentes.

Acesse uma copia LUN somente leitura a partir de um backup do ONTAP
SnapVault

Vocé pode acessar uma copia somente leitura de um LUN a partir do snapshot mais
recente em um backup do SnapVault. O ID do LUN, o caminho e o numero de série sao
diferentes do LUN de origem e devem primeiro ser mapeados. Reservas persistentes,
mapeamentos de LUN e grupos nao sao replicados para o volume secundario do
SnapVault.

Antes de comecgar

* Arelacdo SnapVault deve ser inicializada e o instantaneo mais recente no volume secundario SnapVault
deve conter o LUN desejado.

* A maquina virtual de storage (SVM) que contém o backup do SnapVault deve ter uma ou mais LIFs com o
protocolo SAN desejado acessivel a partir do host usado para acessar a copia LUN.

» Se vocé planeja acessar copias LUN diretamente do volume secundario do SnapVault, crie seus grupos
no SnapVault SVM com antecedéncia.

Vocé pode acessar um LUN diretamente do volume secundario do SnapVault sem precisar primeiro
restaurar ou clonar o volume que contém o LUN.

Sobre esta tarefa

Se um novo snapshot for adicionado ao volume secundario do SnapVault enquanto vocé tiver um LUN
mapeado de um snapshot anterior, o conteudo do LUN mapeado sera alterado. O LUN ainda é mapeado com
os mesmos identificadores, mas os dados sao retirados do novo snapshot. Se o tamanho do LUN mudar,
alguns hosts detetardo automaticamente a alteragdo de tamanho; os hosts do Windows exigem uma nova
varredura de disco para pegar qualquer alteracéo de tamanho.

Passos

1. Listar os LUNSs disponiveis no volume secundario do SnapVault.

lun show

Neste exemplo, vocé pode ver os LUNs originais no volume primario srcvolA e as cépias no volume
secundario do SnapVault dstvolB:



cluster::> lun show

Vserver Path State Mapped Type Size

vserverA /vol/srcvolA/lun A online mapped windows 300.0GB
vserverA /vol/srcvolA/lun B online mapped windows 300.0GB
vserverA /vol/srcvolA/lun C online mapped windows 300.0GB
vserverB /vol/dstvolB/lun A online unmapped windows 300.0GB
vserverB /vol/dstvolB/lun B online unmapped windows 300.0GB
vserverB /vol/dstvolB/lun C online unmapped windows 300.0GB

6 entries were displayed.

Saiba mais sobre 1un show 0 "Referéncia do comando ONTAP"na .
2. Se o igrop para o host desejado ainda nao existir no SVM que contém o volume secundario SnapVault,

crie um igrop.

igroup create -vserver <SVM name> -igroup <igroup name> -protocol
<protocol> -ostype <ostype> -initiator <initiator name>

Este comando cria um grupo para um host do Windows que usa o protocolo iSCSI:

cluster::> igroup create -vserver vserverB -igroup temp igroup
-protocol iscsi -ostype windows
-initiator igqn.1991-05.com.microsoft:hostA

3. Mapeie a copia LUN desejada para o grupo.

lun mapping create -vserver <SVM name> -path <LUN path> -igroup
<igroup name>

cluster::> lun mapping create -vserver vserverB -path /vol/dstvolB/lun A
-igroup temp igroup
Saiba mais sobre 1un mapping create o "Referéncia do comando ONTAP"na .

4. Conete o host ao LUN e acesse o conteudo do LUN conforme desejado.

Restaure um unico LUN a partir de um backup do ONTAP SnapVault

ya

Vocé pode restaurar um unico LUN para um novo local ou para o local original. E


https://docs.netapp.com/us-en/ontap-cli/lun-show.html
https://docs.netapp.com/us-en/ontap-cli/lun-mapping-create.html

possivel restaurar a partir de qualquer snapshot no volume secundario do SnapVault.
Para restaurar o LUN para o local original, primeiro restaure-o para um novo local e, em
seguida, copie-o.

Antes de comecar
» Arelagdo SnapVault deve ser inicializada e o volume secundario SnapVault deve conter um instantaneo
apropriado para restaurar.

* A maquina virtual de storage (SVM) que contém o volume secundario do SnapVault deve ter uma ou mais
LIFs com o protocolo SAN desejado que podem ser acessados pelo host usado para acessar a cépia
LUN.

» Os grupos ja devem existir no SnapVault SVM.

Sobre esta tarefa

O processo inclui a criagdo de um clone de volume de leitura e gravagao a partir de um snapshot no volume
secundario do SnapVault. Vocé pode usar o LUN diretamente do clone ou, opcionalmente, copiar o conteudo
do LUN de volta para o local original do LUN.

O LUN no clone tem um caminho e um numero de série diferentes do LUN original. Reservas persistentes nao
sdo retidas.

Passos
1. Verifique o volume secundario que contém o backup do SnapVault.

snapmirror show

cluster::> snapmirror show

Source Dest Mirror Relation Total Last
Path Type Path State Status Progress Healthy Updated
vserverA:srcvolA
XDP vserverB:dstvolB
Snapmirrored
Idle = true =

2. ldentifique o instantaneo a partir do qual pretende restaurar o LUN.

volume snapshot show



cluster::> volume snapshot show

Vserver Volume Snapshot State Size Total% Used$%

vserverB
dstvolB
snap2.2013-02-10 0010 wvalid 124KB
snapl.2013-02-10 0015 valid 112KB 0
snap2.2013-02-11 0010 wvalid 164KB

o O
o\°

(@)

o O
o\°

(@)
o°
(@)
o°

3. Crie um clone de leitura e gravagéao a partir do instantaneo desejado

volume clone create -vserver <SVM name> -flexclone <flexclone name>

-type <type> -parent-volume <parent volume name> -parent-snapshot
<snapshot name>

O clone de volume é criado no mesmo agregado que o backup do SnapVault. Deve haver espago
suficiente no agregado para armazenar o clone.

cluster::> volume clone create -vserver vserverB
-flexclone dstvolB clone -type RW -parent-volume dstvolB
-parent-snapshot daily.2013-02-10 0010

[Job 108] Job succeeded: Successful

4. Listar os LUNs no clone de volume.

lun show -vserver <SVM name> -volume <flexclone volume name>

cluster::> lun show -vserver vserverB -volume dstvolB clone

Vserver Path State Mapped Type

vserverB /vol/dstvolB clone/lun A online unmapped windows
vserverB /vol/dstvolB clone/lun B online unmapped windows
vserverB /vol/dstvolB clone/lun C online unmapped windows

3 entries were displayed.

Saiba mais sobre 1un show o0 "Referéncia do comando ONTAP"na .

5. Se o igrop para o host desejado ainda ndo existir no SVM que contém o backup do SnapVault, crie um
igrop.
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https://docs.netapp.com/us-en/ontap-cli/lun-show.html

igroup create -vserver <SVM name> -igroup <igroup name> —-protocol
<protocol> -ostype <os type> -initiator <initiator name>

Este exemplo cria um grupo para um host do Windows que usa o protocolo iSCSI:

cluster::> igroup create -vserver vserverB -igroup temp igroup
-protocol iscsi -ostype windows
-initiator ign.1991-05.com.microsoft:hostA

6. Mapeie a copia LUN desejada para o grupo.

lun mapping create -vserver <SVM name> -path <lun path> -igroup
<igroup name>

cluster::> lun mapping create -vserver vserverB
-path /vol/dstvolB clone/lun C -igroup temp igroup

Saiba mais sobre 1un mapping create 0 "Referéncia do comando ONTAP"na .
7. Conete o host ao LUN e acesse o contetudo do LUN, conforme desejado.

O LUN é leitura-escrita e pode ser usado no lugar do LUN original. Como o numero de série do LUN é
diferente, o host o interpreta como um LUN diferente do original.

8. Use um programa de copia no host para copiar o conteudo do LUN de volta para o LUN original.

Informacgodes relacionadas

* "show de espelhos instantaneos"

Restaurar todos os LUNs em um volume a partir de um backup do ONTAP
SnapVault

Se um ou mais LUNs em um volume precisarem ser restaurados a partir de um backup
do SnapVault, vocé podera restaurar todo o volume. A restauracédo do volume afeta
todos os LUNs no volume.

Antes de comecgar

A relagdo SnapVault deve ser inicializada e o volume secundario SnapVault deve conter um instantaneo
apropriado para restaurar.

Sobre esta tarefa

Restaurar um volume inteiro retorna o volume para o estado em que estava quando o instantaneo foi feito. Se
um LUN foi adicionado ao volume apds o instantaneo, esse LUN é removido durante o processo de
restauragdo.
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https://docs.netapp.com/us-en/ontap-cli/lun-mapping-create.html
https://docs.netapp.com/us-en/ontap-cli/snapmirror-show.html

Depois de restaurar o volume, os LUNs permanecem mapeados para os grupos para os quais foram
mapeados pouco antes da restauracdo. O mapeamento LUN pode ser diferente do mapeamento no momento
do instantaneo. Reservas persistentes nas LUNs dos clusters de host sao retidas.

Passos

1. Pare a e/S para todos os LUNs no volume.

2. Verifique o volume secundario que contém o volume secundario do SnapVault.

snapmirror show

cluster::> snapmirror show

Source Dest Mirror Relation Total Last
Path Type Path State Status Progress Healthy Updated

vserverA:srcvolA
XDP vserverB:dstvolB
Snapmirrored
Idle - true -

3. Identifique o instantaneo a partir do qual pretende restaurar.

volume snapshot show

cluster::> volume snapshot show

Vserver Volume Snapshot State Size Total% Used$%
vserverB
dstvolB
snap2.2013-02-10 0010 wvalid 124KB 0% 0%
snapl.2013-02-10 0015 valid 112KB 0% 0%
snap2.2013-02-11 0010 wvalid 164KB 0% 0%

4. Especifique o instantaneo a utilizar.

snapmirror restore -destination-path <destination path> -source-path
<source path> -source-snapshot <snapshot name>

O destino especificado para a restauragéo € o volume original para o qual vocé esta restaurando.
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cluster::> snapmirror restore -destination-path vserverA:srcvolA
-source-path vserverB:dstvolB -source-snapshot daily.2013-02-10 0010

Warning: All data newer than Snapshot copy hourly.2013-02-11 1205 on
volume vserverA:src volA will be deleted.

Do you want to continue? {yln}: vy

[Job 98] Job is queued: snapmirror restore from source
"vserverB:dstvolB" for the snapshot daily.2013-02-10 0010.

5. Se vocé estiver compartilhando LUNs em um cluster de host, restaure as reservas persistentes nos LUNs
dos hosts afetados.

Restaurar um volume a partir de uma cépia de seguran¢a do SnapVault

No exemplo a seguir, o LUN chamado LUN_D foi adicionado ao volume depois que o snapshot foi criado.
Depois de restaurar todo o volume do instantaneo, lun_D nao aparece mais.

Na lun show saida do comando, vocé pode ver os LUNs no volume primario srcvolA e as copias somente

leitura desses LUNs no volume secundario do SnapVault dstvolB. Ndo ha copia de lun_D no backup do
SnapVault.
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Depois que o volume é restaurado a partir do volume secundario do SnapVault, o volume de origem nao

cluster::> lun show

Vserver

vserverA
vserverA
vserverA
vserverA
vserverB
vserverB

vserverB

7 entries

cluster::>snapmirror restore -destination-path

Path

/vol/srcvolA/lun A
/vol/srcvolA/lun B
/vol/srcvolA/lun C
/vol/srcvolA/lun D
/vol/dstvolB/lun A
/vol/dstvolB/lun B
/vol/dstvolB/lun C

were displayed.

online
online
online
online
online
online

online

—source-path vserverB:dstvolB
-source-snapshot daily.2013-02-10 0010

Warning: All data newer than snapshot hourly.2013-02-11 1205

Mapped Type

mapped windows
mapped windows
mapped windows
mapped windows
unmapped windows
unmapped windows
unmapped windows

on volume vserverA:src volA will be deleted.

Do you want to continue? {y|n}: vy

[Job 98]

Job is queued:

snapmirror restore from source

300.
300.
300.
250.
300.
300.
300.

"vserverB:dstvolB" for the snapshot daily.2013-02-10 0010.

cluster::> lun show

Vserver

vserverA
vserverA
vserverA
vserverB
vserverB

vserverB

6 entries

Path

/vol/srcvolA/lun A
/vol/srcvolA/lun B
/vol/srcvolA/lun C
/vol/dstvolB/lun A
/vol/dstvolB/lun B
/vol/dstvolB/lun C

were displayed.

online
online
online
online
online

online

Mapped Type

mapped windows
mapped windows
mapped windows

unmapped windows
unmapped windows

unmapped windows

300.
300.
300.
300.
300.
300.

vserverA:srcvolA

contém mais lun_D. Nao é necessario remapear novamente os LUNs no volume de origem apos a
restauragdo, pois eles ainda estdo mapeados.

Informacgodes relacionadas

* "restauracédo de SnapMirror"

* "show de espelhos instantaneos"
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Configuragao recomendada para conetar um sistema de
backup do host ao ONTAP

E possivel fazer backup de sistemas SAN na fita por meio de um host de backup
separado para evitar a degradacao da performance no host do aplicativo.

E imperativo que vocé mantenha os dados SAN e nas separados para fins de backup. A figura abaixo mostra
a configuracgéo fisica recomendada para um sistema de backup do host para o sistema de storage primario.
Vocé deve configurar volumes como somente SAN. Os LUNs podem ser confinados a um Unico volume ou os
LUNs podem ser espalhados por varios volumes ou sistemas de armazenamento.

I Eefic dmeit b

Os volumes em um host podem consistir em um Unico LUN mapeado a partir do sistema de armazenamento
ou varios LUNs usando um gerenciador de volumes, como VxVM em sistemas HP-UX.

Use um sistema de backup de host para proteger um LUN
em seu sistema de storage ONTAP

Vocé pode usar um LUN clonado de um snapshot como dados de origem para o sistema
de backup do host.

Antes de comecar

Um LUN de produgéao deve existir e ser mapeado para um grupo que inclua o nome do n6 WWPN ou iniciador
do servidor de aplicativos. O LUN também deve ser formatado e acessivel ao host
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Passos

1.

16

Salve o conteudo dos buffers do sistema de arquivos host no disco.

Vocé pode usar o comando fornecido pelo seu sistema operacional host ou usar o SnapDrive para
Windows ou SnapDrive para UNIX. Vocé também pode optar por fazer desta etapa parte do script de pré-
processamento de backup SAN.

. Crie um instantadneo do LUN de producgéao.

volume snapshot create -vserver <SVM name> -volume <volume name>
-snapshot <snapshot> -comment <comment> -foreground false

. Crie um clone do LUN de producao.

volume file clone create -vserver <SMV name> -volume <volume> -source
-path <path> -snapshot-name <snapshot> -destination-path
<destination path>

. Crie um grupo que inclua o WWPN do servidor de backup.

lun igroup create -vserver <SVM name> -igroup <igroup> -protocol
<protocol> -ostype <os type> -initiator <initiator>

Mapeie o clone LUN que vocé criou na Etapa 3 para o host de backup.

lun mapping create -vserver <SVM name> -volume <volume name> -lun

<lun name> -igroup <igroup>
Vocé pode optar por fazer desta etapa parte do script de pds-processamento do aplicativo de backup
SAN.
A partir do host, descubra o novo LUN e disponibilize o sistema de arquivos para o host.

Vocé pode optar por fazer desta etapa parte do script de pds-processamento do aplicativo de backup
SAN.

Faca backup dos dados no clone LUN do host de backup para fita usando seu aplicativo de backup SAN.

Coloque o clone LUN offline.

lun modify -vserver <SVM name> -path <path> -state offline

. Remova o clone LUN.



lun delete -vserver <SVM name> -volume <volume> -lun <lun name>

10. Remova o instantaneo.

volume snapshot delete -vserver <SVM name> -volume <volume> -snapshot
<snapshot>
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